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There are growing efforts to reduce the harmful effects of deceptive patterns pervasively employed on e-
commerce websites. However, efforts to produce new guidelines and introduce ethical design standards 
geared towards older adults have been limited. We investigate the potential of a serious game in fostering 
older adults’ resilience against manipulative designs in e-commerce through two studies. First, a survey with 
older adults (N = 61), explored their attitudes towards deceptive patterns and identified characteristics 
influencing them. We then created a serious game, “Shopopolis”, to bolster older adults’ resistance to 
manipulative designs online and evaluated its efficacy with older adults (N = 65). Our findings show that 
Shopopolis is a valuable tool for enhancing awareness, concern, and recognition skills related to e-commerce 
deceptive patterns. We discuss older adults’ unique perspectives on deceptive patterns and consider how 
insights can shape the design of targeted protective measures like Shopopolis for older adults in e-commerce 
contexts. 
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1 INTRODUCTION 

The landscape of online shopping has so seamlessly integrated into our lives that we often 
overlook the factors driving our preferences for different e-commerce retailers. Yet, for retailers, 
such preferences hold great significance. To succeed in the industry, e-commerce retailers must 
deliver to users a compelling online shopping experience. However, there are instances when 
these attempts at persuasion straddle a fine line, venturing into the territory of consumer 
manipulation. Such design strategies, characterised by their manipulative intent [58], are dubbed 
“deceptive patterns”, previously referred to as “dark patterns”, and have become pervasive across 
online services [10,48,58]. Deceptive patterns not only capitalise on vulnerabilities in human 
psychology, but also exploit them to subvert consumers’ conscious decision-making [58]. Thus, 
they benefit the interests of technology companies at the expense of users [34].  
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Policymakers are increasingly concerned about the potential harms of deceptive patterns on 
individuals’ autonomy, privacy, health, or economy [58]. For example, in e-commerce contexts 
[58], deceptive patterns can influence people to spend more time on shopping websites [88], 
impulsively buy more goods [39], or share their personal data with service providers for extra 
features [22,57]. Little attention has been paid thus far to user groups who may be 
disproportionately impacted by certain manipulative strategies, such as older adults [3,8,25,45,71].  

Further, recent developments in the fields of privacy and security suggest that older adults 
have distinct privacy decision-making processes compared to younger adults [2], influenced by 
factors such as short-term memory, verbal fluency, and positive affect [25], which may 
significantly shape their perspectives and susceptibility to deceptive patterns. For example, some 
evidence suggests that older adults may not only be less likely to recognise manipulative attempts 
than younger people [8,45], but they may also be less aware that their behaviour online can be 
influenced [8]. Nonetheless, the specific deceptive pattern(s) to which older adults are more 
susceptible and effective interventions to mitigate their effects on older adults remain uncertain.  

To resist the manipulative influence of deceptive patterns, past work shows that an individual 
must recognise the attempt at subversion and possess agency over it [8,9,55,64]. One approach to 
facilitate this concept may be to “inoculate” individuals against deceptive patterns. According to 
inoculation theory, people’s resilience against persuasion attempts can be increased by increasing 
their understanding of the underlying techniques of the persuasive arguments [59]. Although this 
approach has never been explored as an intervention for deceptive patterns, a large body of 
research demonstrates the effectiveness of gamified approaches to inoculate individuals against 
online tactics to disseminate misinformation [5,6,54,82–84]. Gamified approaches enable ‘active’ 
inoculation, which is often more effective than traditional ‘passive’ inoculation approaches (e.g., 
reading campaigns) [4,26]. An example is "Bad News” [83], a gamified inoculation intervention 
that tasks players with creating content using misinformation techniques (e.g., forming echo 
chambers) from the perspective of fake news creators to build a fake news ‘empire’. The game 
presents players with dichotomous choices (e.g., running attack ads or engaging in fact-focussed 
critique) to support them in countering arguments that challenge their existing beliefs. 
Researchers found evidence of the game’s efficacy in reducing the perceived reliability and 
persuasiveness of fake news articles regardless of participants’ age, gender, or education, 
highlighting inoculation theory as a potential tool to bolster resistance against deceptive patterns 
in older adults.  

This paper explores how older adults perceive certain deceptive design practices and what 
mitigation strategies can be used to counteract them. First, through an exploratory survey using 
the deceptive pattern taxonomy derived by Mathur and colleagues [58], we investigated how 
older adults perceive different categories of deceptive patterns in terms of importance and 
concern. Based on these findings, we developed a prototype of a serious inoculation game, 
“Shopopolis”, to raise awareness of deceptive patterns. Raising awareness and making older adults 
conscious of deceptive patterns they encounter is essential to engendering resilience against any 
patterns. We then conducted an evaluation study to assess if a serious game such as Shopopolis 
could increase older adults’ awareness of the effect of deceptive patterns on their choices and 
behaviours, and whether (and how) playing Shopopolis can affect their ability to recognise 
deceptive patterns on shopping websites.  

Findings from our exploratory survey reveal that older adults are affected by and concerned 
about restrictive, asymmetric, or hidden information deceptive patterns and encounter these 
frequently on shopping websites. Primarily, these fell into four main categories as described in 
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[58]: Obstruction (blocking access to functionality), Forced Action (requiring additional and 
tangential actions to complete a task), Sneaking (misrepresenting people’s actions or 
hiding/delaying information that they would likely oppose), and Misdirection (steering people 
toward a choice using visuals or emotional language). Through Study 2, we focussed on educating 
older adults about these categories of deceptive patterns and demonstrated the effectiveness of a 
gamified inoculation intervention to counteract manipulative designs online. Use of Shopopolis 
with a group of 65 older adults reveals significant post-test increases in awareness, concern, and 
recognition ability of deceptive patterns on shopping websites. 

We contribute understandings of deceptive patterns on the lives of older adults, the ways in 
which they respond to deceptive patterns individually, as well as avenues towards inoculating 
against deceptive patterns, through Shopopolis – our deceptive patterns intervention. Our 
findings encourage designers, developers, regulators, and educators alike to craft more targeted 
interventions for deceptive patterns, considering the specific digital inequalities that impact older 
adults. 

2 RELATED WORK 

2.1 Defining ‘Deceptive Patterns’ 

“Deceptive patterns” is a term used to describe user interfaces that “trick users into doing things 
they might not otherwise do, such as buying insurance with a purchase or signing up for recurring 
bills” [15]. These patterns are used extensively and insidiously in online businesses to exploit 
people through carefully crafted ‘tricks and traps’. This paper adopts Mathur et al.’s [58] framing 
for deceptive patterns as interface designs that employ manipulative strategies for competitive 
advantage. These designs often steer, nudge, coerce, or deceive people to engage in actions they 
may have refrained from if equipped with full attention, comprehensive information, absolute 
self-control, and unlimited cognitive capabilities. Deceptive patterns can differ in their design 
characteristics (e.g., covert, restrictive), design elements (e.g., text-based, visual-based), and their 
effects on people’s autonomy, regulatory objectives, and individual or public welfare. 
Furthermore, differences emerge from the end-user’s perspective, as individuals may consider 
certain types of deceptive patterns as more recognisable, resistible, or acceptable compared to 
others.  

2.2  Deceptive Patterns in E-Commerce 

Although deceptive patterns exist in a variety of web services, such as cookie banners 
[32,40,53,73,92], mobile applications [10,28,36,66,81], and gaming platforms [1,28,31,58,96,98], 
their use is perhaps most prevalent in e-commerce, i.e., a commercial way of making transactions 
online. Research suggests that many e-commerce websites incorporate deceptive patterns to 
influence customer behaviours [38]. Naturally, this influence has sparked concerns amongst 
experts regarding the potential harm caused to both individuals and companies [58]. For example, 
deceptive patterns can nudge people to spend considerable time using a service [48] (thus fuelling 
the so-called “attention economy” [42]), pressure people to shop more impulsively [55], and 
convince people to share their personal data [22,57]. Equally, e-commerce deceptive patterns can 
threaten collective welfare, eroding consumer trust in markets [7,48,86], promoting 
anticompetitive behaviour [24], and cause unforeseen societal consequences [58]. In this vein, 
deceptive patterns loom like shadows, exerting their influence across interactions at every level.  

Unfortunately, research predicts the prevalence of deceptive patterns on e-commerce 
platforms to be high. In a 2019 study, Mathur et al. [57] identified 1818 instances of deceptive 
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patterns on over 11,000 online shopping websites, encompassing 15 types of deceptive patterns 
in 7 categories, including novel variations of previously identified manipulative techniques 
[15,34]. Notably, the most common of these categories was ‘Scarcity’, referring to deceptive 
patterns that manipulate the demand or availability of a product to amplify its desirability 
[41,51,72]. For example, a travel agent may display a prominent red banner warning “Only 2 tickets 
left at this price!”, urging quick purchases out of fear of missing out. Other categories of deceptive 
patterns in the authors’ taxonomy included ‘Urgency’, ‘Social Proof’, ‘Misdirection’, 
‘Obstruction’, ‘Sneaking’, and ‘Forced Action’, ordered by their observed prevalence. However, 
their automated approach only recognised overt, text-based deceptive patterns, leading the 
authors to note that their reported figures might be conservative-leaning as many visual and 
covert deceptive patterns could not be considered [57], indicating the potential for even higher 
prevalence of such practices.  

More recently, a systematic component analysis of 200 top e-commerce websites in the U.S 
[68] found a minimum of 4 deceptive pattern features on each website that trigger impulse buying, 
where 75% of the websites employed at least 16 deceptive pattern features that nudged consumers 
toward impulse purchases. Thus, given the pervasiveness of deceptive patterns within e-
commerce, the current paper focusses on shopping websites as a foundational domain.  

2.3  Older Adults and Deceptive Patterns 

Much HCI research on deceptive patterns stems from investigations into the perceptions and 
experiences of younger adults [7,33,48,55]. However, this narrow focus neglects other user groups 
who may be disproportionately affected by such designs. Older adults (aged 60 years plus, as per 
the UN definition [91]) are a prime demographic to study the effect of deceptive patterns on, as 
recent developments in the field of digital privacy and security suggest their attitudes, 
perspectives, and experiences with technology can make them more susceptible to the kinds of 
influence deceptive patterns present [75,79].  

The prevailing narrative around older adults and online privacy tends to focus on older adults’ 
difficulties keeping up with youth in handling digital interactions, such as managing their 
personal data [29,78], authentication [70], susceptibility to spam and spear-phishing [35,76], and 
preserving privacy [13]. However, HCI seeks to refrain from ‘deficit-centric’ discourse around  
older adults’ digital skills and cognitive abilities [93]. Instead, researchers argue that older adults 
simply have a different decision-making process, and thus encourage the design of technologies 
that cater to people’s unique lived experiences. Knowles and Hanson [44] suggest that older 
adults’ avoidance of technology stems from greater privacy concerns and, therefore, avoidance is 
an informed decision. However, Van den Broeck et al. [17] found that despite higher concern, this 
does not translate to more privacy protective actions, suggesting the presence of a privacy 
attitude-behaviour gap in older adults. Overall, while older adults are a heterogeneous group [94], 
such findings often lead scholars to conclude that they, on average, struggle more than other age 
groups with security and privacy challenges online [63].  

Age-related disparities in privacy perceptions and behaviours may significantly shape how 
older adults interact with deceptive patterns in e-commerce. For example, design strategies may 
use nudges to make individuals disclose their data (e.g., through popups requiring an account to 
access deals, or ‘Forced Action’ [58]). Greater privacy concerns may also make older adults more 
cautious or resistant to disclosing personal information, and the attitude-behaviour gap might 
prompt initial caution but eventual compliance. Such differences in response may lead to distinct 
outcomes concerning privacy breaches, financial risks, or identity theft among older adults versus 
younger adults.  
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As these studies suggest, there is preliminary evidence that older adults face greater risks than 
other age groups from a variety of deceptive patterns online [3,45,71]. Bongard-Blanchy et al. [8] 
conducted a three-part survey to assess the impacts of deceptive patterns found on existing online 
services. Their study involving 413 participants concluded that an age below 40 constitutes a 
critical threshold for awareness and concern about the influence of deceptive patterns on 
behaviour, as well as the ability to recognise deceptive patterns. Koh and Seah [45] investigated 
the effects of: ‘Low stock’ messages (i.e. limited product availability, or ‘Scarcity’ [58]), Activity 
Messages (showing activity on a website e.g., sales; ‘Social Proof’), Countdown Timers (indicating 
when a deal will expire; ‘Urgency’), and Limited-time Messages (indicating a deal will expire soon 
without a deadline; ‘Urgency’) on product selection decisions. They found that older adults are 
more susceptible to selecting products with these deceptive patterns than youth, making them 
more vulnerable to unintentional purchases online.  

While vulnerability to deceptive patterns may increase with age, this effect might be pattern 
specific. Van Nimwegen and de Wit [71] experimentally investigated the relation between 
deceptive pattern recognition and platform choice, revealing a negative correlation between age 
and falling prey to “Sneak into Basket” (discretely adding items to someone’s basket) and “Toying 
with Emotions” (persuading people through emotional language). Techniques are categorised 
under Mathur et al.’s [58] taxonomy as ‘Sneaking’ and ‘Misdirection’ respectively. Conversely, 
all age groups were equally likely to fall prey to “Trick Questions” (confusing people through 
language manipulation), classified under ‘Misdirection’ [58]. This suggests that the vulnerability 
of older adults to deceptive patterns is likely contingent on the type of deceptive pattern itself. In 
other words, it is not necessarily that older people are universally more susceptible or targeted 
than other groups; rather, the extent of their vulnerability may vary with their personal views of 
online activities, the deceptive technique employed, and the cognitive bias being exploited. It is 
therefore necessary to devise effective interventions and protective measures against deceptive 
patterns, which, in our first study, we delve into, to understudied distinctions in how older adults 
perceive, respond to, and potentially fall victim to deceptive patterns in e-commerce.  

2.4 Intervention Spaces for Deceptive Patterns 

Scholars have coined many intervention techniques for counteracting deceptive patterns. 
Emphasis has been placed on developing design measures, such as enforcing consent [37], hiding 
or disabling [46,50], adding friction [69], and using “bright patterns” [32]. Our research focusses 
on the potential of educational measures, which have seen little attention in literature.  

Psychological inoculation is an awareness and education-based approach to developing 
cognitive resilience to persuasion attempts [19,20], which comprises two elements: refutational 
pre-emption and threat. Refutational pre-emption – or ‘pre-bunking’ – involves providing 
recipients with the information needed to resist the persuasive attempt [20], often including 
arguments or evidence that challenge the perspective presented in the attack (e.g., explaining that 
limited time offers often manipulate emotions rather than reflecting genuine scarcity). By 
applying the logic of inoculation to a deceptive pattern intervention, individuals should, in theory, 
be able to develop the cognitive resilience needed to better detect and counteract deceptive 
patterns on online shopping websites.  

HCI researchers have proposed the use of gamification as an effective medium to apply 
inoculation theory [26]. Gamified approaches can provide ‘active’ inoculation, which is suggested 
to be more effective in promoting skill acquisition and information retention than traditional 
‘passive’ inoculation approaches (e.g., reading campaigns) [4,26]. Evidence in favour of gamified 
inoculation largely stems from recent studies on tackling fake news online. Across a series of 
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experiments [54,82], participants completed pre- and post- test surveys to measure their ability 
to identify misinformation techniques used in news headlines and social media posts [54]. “Bad 
News” was a game based on inoculation mechanisms, such that participants were (a) directly 
forewarned about the dangers of fake news prior to gameplay i.e., threatened and (b) exposed to 
weakened doses of six misinformation techniques, encouraging critical reflection of the tactics 
e.g., refutational pre-emption. The results indicated that individuals in the Inoculation group, who 
played Bad News, demonstrated significantly improved accuracy in identifying false news 
compared to the Control group, who played Tetris [54]. Crucially for this research, the inoculation 
effect was found to remain stable for at least three months and was observed irrespective of age, 
underlining inoculation’s educational potential.  

In the second part of this paper, we extend this work by evaluating the efficacy of a similar 
gamified inoculation intervention, Shopopolis, in mitigating the impact of manipulative designs 
on shopping websites. To our knowledge, investigations have not focussed on the efficacy of this 
method for exploring deceptive patterns with the older adult demographic. Our aim therefore is 
to determine whether gamified inoculation can be used as a viable approach to increase older 
adults’ awareness of deceptive tactics. Shopopolis deviates from previous applications of 
inoculation theory, as it does not counteract persuasive messages per se. Rather, its focus is on 
helping inoculate individuals against website design patterns that influence a particular 
behaviour. As Shopopolis teaches players how deceptive patterns on shopping websites work 
against their best interests, the assumption is that playing the game will result in greater 
awareness, concern, and recognition ability of these manipulation techniques. 

3 STUDY 1: OLDER ADULTS’ PERCEPTIONS OF DECEPTIVE PATTERNS 

In our first study, we explore perceptions of deceptive patterns using survey data collected from 
older adult respondents. 

3.1 Participants 

Participants were recruited on a rolling basis for two weeks in June 2023 through convenience 
[90] and snowball [30] sampling. A survey link was shared via Reddit, WhatsApp, and Facebook. 
Eligible participants had to be: (1) Aged 60+, (2) A user of shopping or e-commerce websites, (3) 
Identify as a non-clinically vulnerable adult, (4) Able to provide informed consent, and (5) Able 
to communicate effectively in English. 

Although 67 participants completed the survey, 6 of these participants were excluded from 
data analysis as they did not meet the age criterion. Therefore, 61 participants were included in 
data analysis. Most eligible participants were 60 to 75 years in age (55% 60-64, 27% 65-70, 4% 71-
75), and 62% identified as women, 33% identified as men, 3% preferred not to disclose, and 2% 
preferred to self-describe. 

3.2 Materials 

The online survey was designed and distributed through a Qualtrics weblink. It was accessible on 
both mobile and web browser. Data was fully anonymised and participants’ identifiable 
information was removed from their responses. 

The survey consisted of 46 questions with 3 main sections. The first section probed basic 
demographic information about participants’ age range and gender. In the second section, 
participants were presented with a description and example of one manipulative design technique 
from each of the seven categories of deceptive patterns identified in Mathur et al.’s [59] taxonomy, 
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informed by previous research on end-user perspectives of deceptive patterns [3,7,8,33,55]. They 
were asked questions about their experiences with and feelings towards each pattern. The final 
section probed into participants’ gaming preferences, guided by past research on gamified 
inoculation and game design [82,84]. 

Prior to distribution, the survey questions were validated and refined through a pilot study 
with a small group of participants (not part of the older adult demographic) to ensure 
understanding, clarity, and alignment with the research objectives. The final survey questions are 
provided in Appendix A. 

3.3 Procedure 

A short description of the study rationale and link to the survey were shared on social media by 
the primary researcher. Participants who clicked the link were directed to an information sheet, 
which stated that the survey would take approximately 20 minutes, participation was entirely 
voluntarily, and respondents would not be compensated for their answers. Participants were 
informed that they were consenting to the use of their data by continuing with the survey and 
submitting their responses. After completing the survey, respondents were thanked for their 
participation. 

3.4 Data Analysis 

Incomplete survey responses (N = 31) were removed from data analysis as informed consent could 
not be assumed. For the closed-ended questions, quantitative analysis was performed using SPSS 
to yield descriptive statistics. Since these questions were mandatory, this analysis covered the 
entire participant sample (N = 61). All survey data was anonymous, and any identifiable details 
that may have been added by participants were removed from open-ended responses before 
analysis. The study was approved under the following ethics code: UCLIC_1920_007_Staff_Singh. 

An inductive reflexive thematic analysis [14] was conducted by the first author on both the 
mandatory open-ended questions and optional open-ended questions where participants 
provided responses. The author first familiarised themselves with the dataset, reading through all 
survey responses twice and taking initial notes. Using NVivo, the first ten participant responses 
were open coded [14] to identify patterns related to participants’ attitudes and experiences with 
deceptive patterns. This first round of open coding generated a set of initial codes. The author 
then continued open coding the remaining responses, comparing new data with existing codes 
and adding new codes as patterns emerged, and grouping similar codes into higher-level codes, 
such as “Avoidant Behaviour” mapped to the higher-level code “Behavioural Response”. Higher-
level codes were discussed and refined with co-authors, and affinity mapping was applied to 
develop four overarching themes from these higher-level codes. For example, “Behavioural 
Response” was mapped to the theme of “Lack of Transparency and Trust”, as participants’ 
avoidance of deceptive patterns often indicated a lack of trust in these e-commerce platforms. All 
authors iterated on these themes twice to ensure that every open-ended response was captured 
by at least one theme and reflected on Mathur et al.’s [58] structure during the write-up process. 
A detailed codebook, mapping out the initial codes and higher-level codes derived from the data, 
is provided in Appendix B. 

3.5 Survey Results 

3.5.1 Overview of Survey Metrics. Fig. 1 provides a graphical overview of key survey results. Most 
participants reported encountering deceptive patterns on shopping websites often (66%) or 
sometimes (25%). None of the participants reported never encountering a deceptive pattern 



348:8   Kalya Win Aung, Ewan Soubutts, & Aneesha Singh 

Proc. ACM Hum.-Comput. Interact., Vol. 8, No. CHI PLAY, Article 347. Publication date: October 2024. 

before, however only around a quarter (26%) of participants were familiar with the concept of 
deceptive patterns prior to completing the survey.  

With reference to the 7 deceptive patterns included, Hard to Cancel and Forced Enrolment 
were most commonly encountered (84%), followed closely by Confirmshaming and Activity 
Notifications (80%), Deceptive Countdown Timers (79%), and Hidden Costs (77%). High-demand 
messages, although less frequently encountered, were still reported by almost two-thirds (66%) of 
participants.  

Almost one-third (32%) of participants rated Hidden Costs and Hard to Cancel as the joint 
most concerning and important deceptive patterns to be able to identify when shopping online. 
Forced Enrolment (17%) was the next most concerning deceptive pattern for participants. High-
demand messages (6%), Deceptive Countdown Timers (5%), and Confirmshaming (5%) received a 
similar minority percentage of selections. Finally, Activity Notifications (4%) was perceived as the 
least concerning and important pattern for participants to identify online.  

Fig. 1. Graphical overview of findings from exploratory survey 

Regarding the third section of the survey about video games, three-quarters (75%) of 
participants reported that they currently play or have played a video game before. When asked 
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to envision a potential video game to help older adults identify deceptive patterns on shopping 
websites, most reported a preference for a puzzle- and strategy- based game (31%), an awareness-
based game (26%), or an educational-based game (20%) about deceptive patterns. 

3.5.2 Overview of Survey Responses. A thematic analysis of the qualitative survey responses 
led to four themes being identified: (1) Lack of Transparency and Trust; (2) Knowledge and 
Recognition of Deceptive Patterns; (3) Asserting Personal Agency and Decision-making; and (4) 
Learned Strategies to Overcome Deceptive Patterns. P# is used as a participant identifier for 
survey participants. 

3.5.3 Lack of Transparency and Trust.  In exploring the impact of deceptive patterns on older 
adults, participants voiced concerns about the honesty and integrity of e-commerce platforms 
that employ such tactics. Among these patterns, Hard to Cancel stood out as particularly 
frustrating. Some participants found the call-to-cancel practice excessively time-consuming, 
noting that it would take “half a lifetime to cancel/discontinue [the service/transaction]” (P50) so 
that companies could “try to keep you [as a customer for longer]” (P43). Others felt anger due to 
unclear pricing, hidden costs, or misleading subscription details leading to unintended financial 
commitments (P29). Confirmshaming, a deceptive tactic that induces guilt to influence user 
choices, caused confusion among some participants, which negatively influenced their decision-
making process (P53).  

Interestingly, while there was a prevalent negative perception of deceptive patterns, not all 
participants viewed them unfavourably. Some admitted that they had never perceived certain 
patterns as “deceptive or somehow ‘bad’” (P9) and even found humour in the overt nature of tactics 
like Deceptive Countdown Timers (P58). Despite this range of emotional responses, participants’ 
behavioural reactions to deceptive patterns were similar, often involving clicking away from or 
completely exiting the website. This avoidant behaviour seemed most pronounced for deceptive 
patterns characterised as restrictive by Mathur and colleagues [58] such as Hard to Cancel (“If I 
know it will be hard to cancel, I won’t sign up”; P45) and Forced Enrolment (“I just click away [from 
the Forced Enrolment popup] and Google the story”; P9). These patterns, encompassing actions like 
offering inconvenient cancellation options and mandating account creation for website access, 
both limit the set of choices available to complete a task. 

Participants emphasised the importance of clear and honest communication from websites to 
build trust among older adults, such as presenting transparent cancellation instructions when 
signing up to a service (P34). As participants encountered more deceptive patterns, they grew 
privy to the companies employing these tactics, leading to a preference for only “a handful of 
trusted sites” (P13). This trend suggests that repeated exposure to deceptive patterns might erode 
trust in e-commerce platforms over time, prompting individuals to become more cautious in their 
online engagements. 

3.5.4 Knowledge and Recognition of Deceptive Patterns.  Participants held varying perceptions 
regarding the underlying motives behind deceptive patterns. Broadly, participants were aware of 
the manipulative intent embedded within deceptive patterns (“I knew it was manipulation”; P18). 
However, not all participants perceived these features as manipulative. Some interpreted them as 
benign marketing techniques aimed at encouraging purchases (“[…] just thought these were 
marketing ploys to make you feel like you have to purchase some”; P57), while a minority even 
considered them helpful (“I thought it [Hidden Costs] helped to show me where to click!”; P28).  

Deceptive patterns that hid information from individuals, such as Hidden Costs and Hard to 
Cancel, were difficult for participants to detect early on. Participants expressed that the 
manipulative aspects of these patterns only became evident when they attempted to interact with 
them, making them “difficult to identify […] until you need to use [them]” (P25). Age-related factors 
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influenced perception, with older adults displaying more caution toward patterns with potential 
long-term effects ("I don’t want to leave subscriptions for others to end"; P16). 

Participants emphasised the importance of visibility, advocating for larger screens and legible 
fonts. Increasing awareness of deceptive practices was also viewed as essential in identifying 
these patterns ("Just being aware that it [Deceptive Countdown Timers] is a deceptive practice will 
help"; P31). 

3.5.5 Asserting Personal Agency and Decision Making.  Older adults expressed the desire to 
make choices based on their needs and preferences, rather than being influenced by the shopping 
interface. This sentiment was reflected in opinions of each deceptive pattern. Patterns that 
possessed restrictive characteristics, such as Hard to Cancel and Forced Enrolment, were 
considered the least acceptable by many as they overtly limit people’s choices (P4). Conversely, 
patterns exploiting social biases like the Bandwagon Effect – the tendency of individuals to place 
higher value on something due to its popularity among others [87] – were perceived as more 
acceptable, as participants believed in their ability to be “resistant” (P42) to such persuasion. 

Participants preferred platforms that respected their autonomy and provided transparent 
information to support their decision-making process. However, acceptance of manipulative 
practices was often contingent on the company’s reputation. For example, P29 felt more forgiving 
towards a well-known reputable site that required membership to browse, but criticised a new 
company for employing the same tactic, stating, “I’ve never even heard of you and you’re hiding 
your merch from me? What a stupid way to do business”. Additionally, cost played a role in 
perceptions, with some participants willing to overlook deceptive patterns if it meant receiving 
“the best deal” (P29). 

3.5.6  Learned Strategies to Overcome Deceptive Patterns.  Participants used various strategies 
to counter the influence of different deceptive patterns. When encountering restrictive patterns 
aimed at limiting options (i.e., Hard to Cancel and Forced Enrolment), participants often avoided 
these platforms entirely (P39) or carefully read the terms and conditions prior to committing to a 
service (P12). Others proactively set calendar reminders to cease Hard to Cancel subscriptions 
before the billing period began. 

For asymmetric patterns designed to create unequal choices (i.e., Confirmshaming and Forced 
Enrolment), participants ignored emotionally charged language and avoided selecting options 
presented in a coercive manner. P42 described using a “dedicated ‘spam’ e-mail address” when 
signing up for a website’s newsletter to access exclusive deals.  

When faced with covert patterns that influence decisions without the person’s knowledge 
(i.e., Deceptive Countdown Timers, Activity Notifications, and High-demand Messages), many 
critically evaluated the given information. For Activity Notifications, participants often assessed 
the authenticity of the activity portrayed (“I look at the numbers and decide if they have any truth. 
If it’s unlikely I pass”; P44). Some also expressed a habit of cross-referencing product availability 
claims across websites before deciding. Others deliberately waited a day or more before 
purchasing, regardless of timer or stock level indicators, in hopes of receiving a discount (P48). 

To overcome deceptive patterns (i.e., Hidden Costs, Deceptive Countdown Timers, and 
Activity Messages) and information-hiding patterns (i.e., Hidden Costs and Hard to Cancel), 
participants evaluated all information presented before making a purchase, considering factors 
like “shipping and convenience fees” (P43) and utilising cost-comparison methods or third-party 
shopping tools (P42) to secure the most favourable deal. 
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4 DESIGNING SHOPOPOLIS 

In this section, we introduce the design of Shopopolis: A novel inoculation game designed to 
enhance older adults’ awareness of manipulative interface design. To begin, we demonstrate how 
Shopopolis was designed and prototyped based on formative findings from our survey data in 
Study 1. We then present a second investigation assessing the impact of playing Shopopolis on 
older adults’ awareness of and concern about the influence of deceptive patterns, as well as their 
ability to recognise such patterns on shopping websites. 

4.1 Design of Shopopolis 

Our thematic analysis revealed three key design takeaways from the survey in Study 1. First, 
results suggested that Obstruction, Sneaking, Forced Action, and Misdirection were the most 
prevalent and concerning categories of deceptive patterns encountered by older adults during 
online shopping. Second, although every older adult reported previously encountering deceptive 
patterns on e-commerce websites, most were unaware of the concept and term ‘deceptive 
patterns’ prior to completing the survey. Finally, older adults generally had an affinity towards 
strategy- and awareness- based video games, especially in comparison to action- and adventure- 
based video games.  

In response to these findings, Shopopolis draws on the second and third key takeaways from 
Study 1 in a serious game format and targets: (1) lack of awareness of deceptive patterns we found 
among most older adults, and (2) the preference for strategy- and awareness- based video games 
within the older adult demographic. Related work highlighted the efficacy of games as a medium 
for applying active inoculation theory on older adults [5,54,82]. Additionally, gamification can 
enhance skill acquisition and information retention more than traditional passive approaches 
[12,21,23,80,97]. 

To address the first design takeaway from Study 1, Shopopolis comprises four levels dedicated 
to the deceptive pattern categories – Obstruction, Sneaking, Forced Action, and Misdirection – 
that were rated as highly concerning and frequently encountered by older adults. In the game, 
players take on the role of a recently appointed design lead at an up-and-coming e-commerce 
company. Similar to real-world e-commerce practices, their primary goal is to maximise total 
sales by implementing website features that enhance user engagement. Fig. 2 illustrates one such 
feature included in the game. Players are rewarded with sales if they choose designs incorporating 
deceptive patterns taught in the game (see Fig. 3). Conversely, players are punished with lower 
user engagement (and therefore lower sales) when choosing designs that prioritise honesty and 
transparency (see Fig. 4). To provide an authentic experience aligned with older adults’ real-life 
encounters on e-commerce websites, Shopopolis inoculates players against deceptive design 
features and scenarios described by participants in Study 1, such as coercing people to call to 
cancel (P43).  

The first level, “Misdirection”, educates players on how shopping websites use visuals, 
language, and emotion to manipulate perceptions of product value, often exploiting the 
Anchoring Bias [57,58]. The second level, “Sneaking”, covers techniques that hide crucial 
information – such as adding unwanted items to one’s cart – to manipulate people without their 
knowledge or consent. Players are taught how shopping websites exploit the Default Bias and 
Sunk Cost Fallacy to encourage people to continue their engagement despite potential drawbacks 
[43,48,58]. The third level, “Forced Action”, players learn about more extreme deceptive patterns, 
such as mandatory account creation and sharing features, and how these manipulate people into 
taking specific actions they may not choose voluntarily. The final level, “Obstruction”, focusses 
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on deceptive patterns that make it exceedingly difficult for people to disengage from the website 
once they are on it. These tactics include forcing people to navigate through numerous steps or 
hiding cancellation options, all with the intention of keeping them hooked and preventing them 
from leaving the site easily [15,16,58].  

Shopopolis was designed to include the two components necessary for psychological 
inoculation to occur [59,61]. First, refutational pre-emption is addressed by urging players to 
consider the impact of deceptive patterns on people’s behaviour and explore less manipulative 
redesign options. Second, the game deliberately creates tension between user engagement and 
agency to evoke an unsettling emotional response, as players must take responsibility for 
exploiting people’s decision-making (shown in Fig. 5, depicting one scenario where players are 
educated about the consequences of implementing a Hard-to-Cancel feature). 

Fig. 2. Overview of Shopopolis game completion states. 
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Shopopolis was piloted with a small sample of three older adults, who played through an early 
Figma prototype. Initial feedback indicated that all players found the user interface visually 
appealing, felt more aware of deceptive patterns, and felt better prepared to identify and avoid 
deceptive patterns in real-life scenarios. Feedback also highlighted participants’ desire for more 
significant consequences and stakes to increase their emotional investment in the game. In 
response to this feedback, the game was iterated so that if the engagement dial falls too low, 
players lose their job at the business and must redo the level. Fig. 6 depicts a situation where 
players must change their mind so as not to lose the game. The final Figma prototype of 
Shopopolis is available to be viewed at this link: https://shorturl.at/HIPQ1. 

 
 

Fig. 3. Feature implementation Fig. 4. Result of choosing a manipulative feature 

Fig. 5. Result of choosing a non-manipulative 
feature 

Fig. 6. Teaching players about cognitive biases 

Fig. 7. A decision that may result in game loss Fig. 8. Teaching players how deceptive patterns 
work against their best interests 

https://shorturl.at/HIPQ1
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5  STUDY 2: EVALUATING SHOPOPOLIS 

5.1 Participants 

Participants were recruited in July 2023 via Prolific (https://www.prolific.co), a crowdsourcing 
platform acknowledged for its data quality [77]. As in Study 1, participants had to be: (1) Aged 
60+, (2) Shopping online at least once every few months on average, (3) Identify as a non-clinically 
vulnerable adult, (4) Able to provide informed consent, (5) Fluent in English, and (6) Had a perfect 
approval rate (i.e., never failing a study) on Prolific. In exchange for their time, all participants 
received monetary compensation worth $3.04, in line with Prolific’s recommended hourly rate. 

A total of 66 participants completed the experiment. After employing data quality checks to 
identify participants who did not pass the attention filter (i.e., failing to input the correct video 
game completion code), the sample was reduced to 65 participants. Of these, 52% identified as 
men and 48% identified as women. Most participants were aged between 60 to 64 years (32% 65-
70, 11% 71-75, 3% 76-80). Their education level ranged from less than a high school diploma to a 
post-graduate degree, with the modal education representing completion of a bachelor’s degree 
(32%). 

Table 1. Deceptive patterns used in the STDP Task [58] 

5.2 Design and Materials 

Study 2 tested a prototype of Shopopolis built using Figma (https://www.figma.com). The 
experiment manipulated condition as a between-subjects variable: Participants either played 
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Shopopolis (Inoculation) or Tetris (Control). Based on the three-part survey methodology of 
Bongard-Blanchy and colleagues [8], the dependent variables were awareness of influence, 
awareness of potential harm, worries about manipulative design, and deceptive pattern detection 
score. These variables were measured both pre- and post- game intervention. participants 
received monetary compensation worth $3.04, in line with Prolific’s recommended hourly rate.  

5.2.1 Awareness and Concern Scale. The pre- and post- test measures of awareness and 
concern included items taken from Bongard-Blanchy et al.’s [8] study on deceptive patterns from 
an end-user perspective. Six statements were displayed in pairs (one pair per page) opposing 
personal perspective (“my/me”) and general perspective (“people/others”). These measured 
participants’ awareness of influence, awareness of potential harm, and worries about 
manipulative design. Participants rated their agreement using a 5-point Likert scale (-2 = strongly 
disagree; 2 = strongly agree). 

5.2.2 Spot-the-Deceptive-Pattern (STDP) Task. To evaluate participants’ ability to recognise 
various deceptive pattern types, a pre- and post- assessment was adapted from Bongard-Blanchy’s 
[8] study. Ten e-commerce website interfaces were displayed in a random order, with any 
reference to real companies digitally removed by the researcher. Two control conditions without 
any deceptive patterns were included. The other eight interfaces contained deceptive patterns 
from one of the four categories included in the game of Shopopolis, such that there were two 
examples for each deceptive pattern category. Table 1 summarises the deceptive patterns used in 
this task, organised according to Mathur et al.’s [58] taxonomy. 

As in Bongard-Blanchy et al. [8], each interface was presented for 10 to 30 seconds based on 
the degree of textual complexity. Participants were asked if they noticed any design element that 
could influence their behaviour. Crucially, it was explicitly stated beforehand that not all 
interfaces would contain such elements. This indication and the time restriction served to prevent 
excessive searching that is not natural to real-life online shopping contexts. After each interface 
disappeared, a thumbnail of the interface and a text field was displayed, where participants were 
asked to describe the manipulative element (i.e., means of influence) and the presumed service 
intention (i.e., its purpose). See Appendix C for all interfaces included in this task. 

5.3 Procedure 

Following consent, participants were presented with demographics questions, the Awareness and 
Concern Scale, and the STDP task to record baseline values. Participants were then randomly 
allocated to either the Inoculation (N = 30) or Control (N = 35) group. Those in the Inoculation 
group played Shopopolis until completion. To prove that they had completed the entire game, 
participants were required to enter a code displayed on the final game screen to proceed with the 
experiment. The Control group played Tetris for 8 minutes (the average time to finish Shopopolis 
in the pilot study). Tetris was chosen to control for the game modality of Shopopolis. This aligns 
with our focus on investigating the effects of gamified (active) inoculation, which past research 
suggests is superior to passive inoculation in supporting learning [4,26]. Therefore, comparing 
Shopopolis with a passive non-game inoculation, such as passively presenting information about 
deceptive patterns, would not be appropriate for our study. Next, both groups completed the 
Awareness and Concern Scale and the STDP task again to record post-intervention data. 
Participants were finally thanked for their participation. 

5.4 Data Analysis 

To analyse data gathered from the Awareness and Concern Scale, dependent sample statistical 
tests were conducted. Pre- and post- intervention responses from within-subjects Likert scale 



348:16   Kalya Win Aung, Ewan Soubutts, & Aneesha Singh 

Proc. ACM Hum.-Comput. Interact., Vol. 8, No. CHI PLAY, Article 347. Publication date: October 2024. 

items were analysed on SPSS using the Wilcoxon matched-pairs signed-rank test. P-values less 
than 0.05 were deemed significant. For Likert data, median over mean was used as a measure of 
central tendency due to the ordinal nature of Likert items. 

Similar to [8], the free-text descriptions of each interface from the STDP task were hand- 
coded using a deductive approach. Specifically, participants were assigned a score based on 
whether they identified the manipulative design element(s) correctly from Mathur et al.’s [58] 
description of the deceptive patterns (no = 0 / partly = 0.5 / yes = 1). Although each interface 
(excluding the two controls) contained one main deceptive pattern, further possible manipulative 
elements identified by participants were inductively added into the pool of correct or partly 
correct answers. All responses were blindly coded in Microsoft Excel by the first author. The pre- 
and post- intervention deceptive pattern detection scores for each participant were summed 
(ranging from 0 to 10). After confirming the normality assumption, paired samples t-tests were 
conducted on these scores in SPSS to determine whether there were any changes in recognition 
performance before and after the intervention for each condition. An independent sample t-test 
was conducted on the difference in pre- and post- intervention detection scores to determine 
whether this change was higher in the Inoculation or Control condition. 

5.5 Post-Inoculation Results 

Below, we present the findings from players of the Shopopolis inoculation game. These are 
presented here as participants’ awareness of different outcomes, shown quantitatively. As 
descriptive statistics revealed, participants in both conditions generally agreed with all six Likert 
statements. This was true for pre- and post- intervention ratings, with medians ranging from 
neutral (0) to strongly agree (+2) across conditions. Table 2 summarises the descriptive data for 
the Awareness and Concern Scale. 

Table 2. Descriptive statistics for Awareness and Concern Scale 

Wilcoxon matched-pairs signed-rank tests were conducted on each of the three statement 
pairs to determine if there was a significant change in pre- and post- intervention median scores. 
In this test, each participant is compared with themselves, and changed scores are compared in a 
ranked analysis. Table 3 provides an overview of the within-groups comparisons for this measure. 

 

Likert Item   Inoculation   Control   

  Pre-Intervention Post-Intervention Pre-Intervention Post-Intervention 

  Median IQR Median IQR Median IQR Median IQR 

Awareness of 
Influence 

General 2.00 1.00- 
2.00 

2.00 2.00- 
2.00 

1.00 1.00-2.00 2.00 2.00- 
2.00 

 Personal 1.00 .75-1.25 1.00 1.00- 
2.00 

1.00 .00-1.00 1.00 1.00- 
1.00 

Awareness of 
Potential 
Harm 

General 1.00 .00-2.00 2.00 1.00- 
2.00 

1.00 1.00-2.00 1.00 1.00- 
2.00 

 Personal .50 
-1.00- 

2.00 1.00 
.00- 
2.00 1.00 -1.00-1.00 1.00 

1.00- 
1.00 

Worried about 
Manipulative 
Designs 

General 1.00 .00-2.00 2.00 
1.00- 
2.00 

1.00 .00-1.00 1.00 
1.00- 
2.00 

 Personal .50 -1.00- 
1.25 

1.00 .00- 
2.00 

0.00 -1.00-1.00 1.00 1.00- 
1.00 
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Table 3. Wilcoxon tests for Awareness and Concern Scale 

5.5.1 Awareness of influence.  The first statement pair assessed participants’ awareness of the 
influence of deceptive patterns online (“The design of websites or applications can influence 
[people’s/my] choices and behaviours.”). The Wilcoxon matched-pairs signed-rank test revealed 
that when framed from a general perspective (“people”), participants in both the Inoculation 
condition (N = 30) and Control condition (N = 35) did not alter their views on the statement 
following the intervention. However, in the Inoculation condition, there was a significant increase 
in awareness of potential personal influence (“my”) after playing Shopopolis (p = .019), while the 
Control group's awareness remained unchanged. These results suggest that Shopopolis effectively 
increased participants’ awareness of how deceptive patterns can influence their own online 
behaviour but had no impact on their views of how these patterns might influence others’ 
behaviour. The research hypothesis was thus partially supported. 

5.5.2 Awareness of potential harm.  As we showed through the outcomes of Study 1, 
participants had varying levels of ability to detect deceptive patterns. Regarding the second pair 
of statements (“Websites or applications that are designed to manipulate users can cause harm to 
[people/me].”), there was a significant increase in awareness of harm in the Inoculation condition 
for both general (p = .001) and personal (p = .006) perspectives. This indicates that Shopopolis 
effectively strengthened participants’ negative views about the potential detrimental effects of 
deceptive patterns on themselves and others. The Control condition experienced no change in 
awareness of harm for either perspective. The research hypothesis was fully supported. 

5.5.3 Worries about manipulative designs.  For the final statement pair (“I am worried about 
the influence of manipulative websites and applications on [people’s/my] choices and 
behaviours.”), the Wilcoxon test revealed significantly higher post-intervention ratings of 
concern in the Inoculation group (general: p = .001; personal: p = .013). Interestingly, this increase 
in concern was also observed for both perspectives in the Control group (general: p = .005 
personal: p = .012). These findings suggest that the heightened awareness observed in the first 
two statement pairs indeed translated into increased concerns after playing Shopopolis. This also 
contrasts Study 1’s finding regarding older adults valuing clear and honest communication to 
establish trust. It was unclear how those who previously found deceptive patterns to be ‘amusing’ 
or ‘humor[ous]’ were also affected by the inoculation. However, this increase in concern was not 
exclusive to the Inoculation group. The research hypothesis was therefore only partially 
supported. 

5.5.4 Within-group comparisons of deceptive pattern detection score.  To assess the impact of 
Shopopolis on improving participants’ ability to recognise deceptive patterns, a paired samples t-

Likert Item   Inoculation (N = 30)  Control (N =35)   

  Higher 
(N) 

Lower 
(N) 

Ties 
(N) 

p- 
value 

Higher 
(N) 

Lower 
(N) 

Ties 
(N) 

p- 
value 

Awareness of 
Influence General 6 1 23 .206 7 2 26 .248 

 Personal 10 2 18 .019 10 6 19 .872 

Awareness of 
Potential Harm 

General 14 1 15 .001 5 5 25 .589 

 Personal 14 2 14 .006 5 6 24 .813 

Worried about 
Manipulative 
Designs 

General 14 1 15 .001 11 1 23 .005 

 Personal 13 4 13 .013 11 2 22 .012 
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test was computed comparing the mean pre- and post- intervention deceptive pattern detection 
scores of the Inoculation group. The pre-intervention mean score (M = 3.78, SD = 2.09) and the 
post-intervention mean score (M = 5.42, SD = 2.19) revealed a statistically significant increase in 
the recognition ability of older adults after playing Shopopolis (t = -5.64, df = 29, p < .001 2-tail). 
The research hypothesis was thus supported. As for the Control group, analysis of the pre-
intervention mean score (M = 4.24, SD = 2.12) and the post-intervention mean score (M = 4.66, SD 
= 1.93) showed no difference in recognition ability after playing Tetris (t = -1.74, df = 34, p = .090 
2-tail), supporting the research hypothesis. Table 4 presents findings from the paired t-tests for 
both conditions. 

5.5.5 Recognition improvement comparisons between Inoculation and Control group.  To 
compare the degree of deceptive pattern recognition improvement between conditions, change 
scores (i.e., the difference in pre- and post- intervention detection scores) were calculated for each 
participant. Mean change scores for the Inoculation group (M = 1.63, SD = 1.59) and the Control 
group (M = .41, SD = 1.41) were then subjected to an independent samples t-test. Consistent with 
the research hypothesis, the Inoculation group had significantly higher increases in detection 
scores from pre-intervention to post-intervention compared to the Control group, t(63) = 3.28, p 
= .002 2-tail. This indicates that participants who played Shopopolis experienced more substantial 
improvements in recognising deceptive patterns than those who did not engage in the game. This 
also contrasts with participants’ survey responses, indicating that their subjective impressions of 
self-confidence pre-inoculation may be unfounded.  

6 DISCUSSION 

We conducted two studies exploring end-user perceptions of e-commerce deceptive patterns, 
focusing specifically on adults aged sixty and above. Evaluating Mathur et al.’s [58] taxonomy as 
a descriptive and comparative framework for understanding the relationships between deceptive 
patterns and older adults’ responses showed that restrictive or hidden information deceptive 
patterns were the most frequently encountered by older adults on shopping websites and were 
also perceived as the most concerning (P3,4,16,25,30,43,52). These deceptive patterns included 
those classified by Mathur et al. [58] under Obstruction, Forced Action, and Sneaking. The second 
study showed that Shopopolis successfully induced an inoculation effect in older adults, 
increasing their awareness of, concerns about, and abilities to recognise deceptive patterns on 
shopping websites. In this section, we explore how these findings have the potential to further 
discussion of the effect of deceptive patterns on older adults, and the potential for inoculations 
like Shopopolis in developing deceptive pattern interventions in the future. 

6.1 Mitigating the Effects of E-Commerce Deceptive Patterns for Older Adults 

Even though the term ‘deceptive pattern’ was unknown to almost two-thirds of participants, the 
results of Study 1 show that they were somewhat aware of the existence of such techniques and 
recognised some presented examples, which is in line with past evidence indicating a growing 
general awareness of deceptive patterns among older adults [3,8,33]. Out of the seven examples 
of deceptive patterns tested in Study 1, Hard to Cancel and Forced Enrolment were most 
frequently encountered by respondents when shopping online. This is in contrast to Mathur et 
al.’s large-scale web crawl study where these patterns were some of the least observed, suggesting 
a disparity between the prevalence of deceptive patterns in real-world online encounters and the 
reported awareness among older adults. For HCI researchers, this observation implies that 
addressing manipulative design extends beyond simply counting occurrences or assessing 
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awareness. Rather, it highlights the importance of understanding the cognitive and emotional 
mechanisms older adults employ when confronted with deceptive patterns. Consequently, the 
design of e-commerce sites should be considerate of older adults who, are more susceptible to 
being influenced [8] and may struggle to adapt their self-protection strategies online [11]. 

There is potential for a further mitigation of the effects of deceptive patterns online, by 
exploring, for example, how participants in Study 1 exhibited stronger emotions towards certain 
types e.g., information hiding deceptive patterns. HCI researchers could explore this avenue 
further to understand whether emotional resonance influences the visibility of different deceptive 
pattern types in older adults, paving the way for more tailored educational efforts. 

Study 1 also shed light on the interplay between deceptive pattern prevalence and user 
acceptance. It has been assumed within the literature that initial anger or annoyance towards 
deceptive patterns reduces as exposure increases, akin to the gradual normalisation of an 
intrusive salesman’s tactics [33,55]. However, in our study, the deceptive patterns Hard to Cancel 
and Forced Enrolment were also rated as the most concerning, alongside Hidden Costs, as shown 
by P3,4,25,39,52. For some older adults, this suggests that certain deceptive patterns may continue 
to be impactful over time due to the long-term financial or privacy implications associated with 
people’s habits around such patterns. For example, when considering Hard to Cancel and Hidden 
Costs, participants felt strongly against the possibility of being entrapped in recurring 
subscriptions or unexpected bills without their explicit consent. They conveyed their reluctance 
to leave unresolved matters for their family to manage, suggesting a deeper awareness of the 
potential long-term impacts of such designs. Similarly, with Forced Enrolment, participants felt 
strongly against the sharing of their personal information, sometimes even resorting to the 
creation of separate email accounts for spam prevention. This aligns with previous research on 
deceptive patterns, wherein people especially did not excuse the sneaking of additional costs or 
demands of personal information [33,55]. Older adults seemingly approach deceptive patterns 
with long-term financial and privacy consequences with heightened sensitivity, suggesting that 
more work could be done to draw out links between people’s degree of prior exposure and their 
sensitivity to some patterns. 

Study 1 further showed that Hidden Costs and Hard to Cancel, which delayed information 
giving, make older adults more vulnerable and ageing factors such as decreased eyesight made 
them greater targets. Unlike Van Nimwegen and De Wit’s [71] work, which suggested sites that 
e.g., sneak items into the basket make older adults more cautious, our findings showed that age-
related factors do make them more vulnerable and often less cautious. HCI researchers and 
practitioners working with deceptive patterns must therefore consider educating around 
vulnerabilities, empowering older adults to navigate online environments confidently and 
informedly. 

Whilst many e-commerce websites operate within a business model that revolves around 
profit generation, and while it appears that some businesses consider behaviour modification to 
be a necessary means for survival within the industry, our findings suggest this is not always 
true. As literature has suggested, prolonged deceptive pattern encounters erode people’s trust [7], 
a trend also supported by Study 1. The erosion of trust carries tangible consequences for 
businesses, as it often causes people to abandon the website and seek alternatives [7], echoed in 
Study 1, where a considerable number of participants demonstrated engaging in avoidant 
behaviours (e.g., clicking away from the site or avoiding it entirely) due to the presence of 
deceptive patterns. As such, HCI researchers and practitioners should work with companies to 
demonstrate the far-reaching implications of incorporating deceptive patterns into their designs 
for older adults, as these practices yield unintended outcomes. 
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6.2 Using Shopopolis to Support Older Adults’ E-Commerce Awareness 

Study 2 showed that older adults are generally aware of the influence that deceptive patterns can 
exert on them, even before being actively inoculated. This aligns with past research indicating 
that older adults are aware of online safety risks, which translates into a cautious approach when 
interacting with online services, particularly financial ones [27]. However, this contradicts 
Bongard-Blanchy et al. [8] who concluded that participants aged 40 or above were less likely to 
be aware of manipulative attempts online. Supporting our findings from Study 1, there was also 
a significant increase in older adults’ awareness of the potential harm of manipulative designs 
online after playing Shopopolis. Additionally, participants’ awareness of the influence of website 
design on their personal choices online also increased after using Shopopolis. These findings 
suggest that the refutational pre-emption component in Shopopolis was implemented successfully, 
as inoculated participants were better equipped with relevant information from gameplay to 
strengthen their negative attitudes towards deceptive patterns compared to uninoculated 
participants [20]. By using Tetris as a control condition, which is a game like Shopopolis, the 
study maintained a consistent level of engagement across both groups. This ensured that any 
changes in awareness or attitudes could be more confidently attributed to the specific content and 
mechanics of Shopopolis, rather than differences in engagement levels. That said, while our 
results indicate that reinforcing negative attitudes increased overall awareness of deceptive 
practices, the subsequent impact on user experiences, such as potentially greater frustration when 
dealing with difficult cancellation methods, remains to be explored. 

Shopopolis also revealed that personal influence did not extend to people’s general 
perspectives after inoculation. One plausible explanation for this discrepancy could be attributed 
to Shopopolis’ approach of educating players from an individual welfare normative lens [58] (that 
is, viewing deceptive patterns based on whether they diminish individual consumer welfare 
rather than collective welfare). This emphasis on evaluating deceptive patterns based on their 
individual impact is important and suggests that whilst collective impact might prompt 
participants to connect preventative concepts more closely with their personal experiences, 
individual awareness of personal welfare is most critical to mitigating deceptive patterns’ 
influence. 

The individual-centric approach [37,58] resonates particularly strongly within the context of 
shopping websites, where concerns related to financial loss, cognitive burden, and privacy 
infringement are commonplace [18]. Previous literature has revealed that the collective 
dissemination of information [7,48,58,86] significantly impacts societal discourse and behaviour 
and that it extends beyond e-commerce often onto social media [65,85]. While our study focussed 
on individual welfare within the context of shopping websites, we recognise the broader 
implications of deceptive patterns on collective outcomes. There is much potential to explore this 
dynamic further, considering these contextual intricacies in future research. 

Study 2 revealed that playing Shopopolis increased older adults’ worries about the danger 
represented by deceptive patterns from both a personal and general perspective. This finding 
implies that the threat component in Shopopolis was effective in forewarning players of the 
potential risks of e-commerce deceptive patterns and that older adults worried more for other 
people than for themselves. This confirms previous assumptions about online risk appraisal, 
where older adults often consider themselves to be less vulnerable to risks than the general 
population [95]. This finding extends Study 1 implying that older adults’ vulnerability to 
information hiding deceptive patterns might be exacerbated due to potential age-related factors. 
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More optimistically, older adults in Study 2 could have possessed a higher level of digital 
literacy (and therefore a greater understanding of online risks) than the broader user population, 
given their recruitment through an online survey website. The Control group (not inoculated) 
reported increased general and personal worries, which might also be attributed to their digital 
literacy and engagement with the Spot-the-Deceptive-Pattern task prompting them to reflect on 
deceptive patterns. However, the group lacked the exposure to Shopopolis fully required to 
understand the mechanics behind these patterns’ harmful effects. These findings suggest that 
when designing future deceptive pattern interventions, designers should not only educate older 
adults about the existence and impact of deceptive patterns, but also consider varying levels of 
digital literacy and how information is processed by older adults for their own welfare [56,58]. 

6.3  Supporting Long-Term Recognition of Deceptive Patterns for Older Adults 

Our findings revealed that it was also important to consider the impact of long-term exposure to 
deceptive patterns on older adults’ e-commerce habits. Before using Shopopolis, the mean 
deceptive pattern recognition scores for the Inoculation group and the Control group were 3.78 
and 4.24 out of 10, indicating that even without any prior exposure, older adults demonstrated 
some recognition towards manipulative designs. While our study did not directly compare the 
recognition scores of younger and older generations, when considering the findings of Bongard-
Blanchy et al. [8], which suggested that older people may struggle to identify manipulative 
attempts, we could infer that older adults’ ability to recognise such attempts can vary depending 
on contextual factors and the specific types of deceptive patterns assessed. 

Shopopolis was successful in increasing older adults’ recognition abilities of e-commerce 
deceptive patterns after gameplay and we contribute to broader inoculation research by showing 
that inoculations of our type have the potential to help bolster resistance to manipulative website 
designs for older adults. This is in line with prior studies that have demonstrated the efficacy of 
inoculations in building resilience to misinformation tactics [54,82]. We recommend that ongoing 
refinements based on user feedback and iterative testing could ensure a more effective and 
engaging learning process, effectively scaffolding longer-term resilience in older adults to 
deceptive patterns if they were e.g., exposed to Shopopolis for longer with support provided in-
kind, or if the inoculation was expanded to include other types of tasks. For example, HCI 
researchers could expand on the aforementioned [8] tasks chosen for Shopopolis in this study and 
investigate other deceptive pattern tasks specific to older adults that could better scaffold their 
resilience in the long term [82]. 

7 LIMITATIONS AND FUTURE WORK 

Recruitment for both studies used online platforms, social media, and crowdsourcing, and sample 
sizes were relatively small. Therefore, it is likely that participants were more familiar with online 
designs than less digitally literate older adults. Our findings could thus overestimate what the less 
technologically literate older adult population is aware of regarding e-commerce deceptive 
patterns. Moreover, since recruitment was not limited by country of residence, this raises the 
possibility of divergent conclusions based on cultural differences or location-specific effects [39]. 
It should be further mentioned that older adults’ awareness of and concern about the influence of 
manipulative design stemmed from a self-reported measure. Bongard-Blanchy et al. [8] also 
caution that this does not necessarily reflect actual behaviour, which introduces approximation 
into the measure. 
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Study 2 examined the immediate effects of inoculation through Shopopolis gameplay. As such, 
the long-term impact of Shopopolis on older adults’ resistance to deceptive patterns remains 
largely unexplored. Given that past research in the misinformation domain has shown that 
inoculation effects can remain stable for at least three months [54], we believe there is potential 
that the inoculation effect on manipulative designs could exhibit similar longevity. Future 
research could aim to address this limitation by conducting follow-up assessments over an 
extended timeframe, enabling a longitudinal evaluation of the intervention’s effects. 

It is also important to consider other implications of Shopopolis' design. The current win-
state, similar to Roozenbeek and van der Linden’s “Bad News” game [83], involves putting the 
player in the shoes of the manipulator and encouraging use of more deceptive patterns to increase 
sales. This design facilitates inoculation compared to a win-state where no deceptive patterns are 
incentivised, as it provides players with first-hand experience of manipulative tactics, fostering 
critical assessment. Without the incentive to use deceptive patterns, players might not fully 
explore or understand the intricacies of these tactics, limiting their exposure and learning 
opportunities. However, this approach might unintentionally reinforce the notion that deceptive 
patterns are necessary for success in e-commerce, especially if players do not fully engage with 
the game’s reflections (e.g., ethical implications). Furthermore, players who do not fully engage 
with the reflective prompts might miss the critical assessment component, leading to a less 
effective inoculation against these tactics. While this seems unlikely given our older adult 
participants showed an attitudinal change (increased awareness and concern) about deceptive 
patterns post-inoculation, it is crucial to consider these outcomes when adapting the game for 
different and potentially more impressionable audiences in future iterations. 

Finally, while Shopopolis was designed with the lived experiences of older adults in mind, its 
gamified approach has the potential to raise awareness of deceptive patterns among various 
populations, particularly those with limited technology exposure. That said, because end users’ 
technology goals and usage contexts are dynamic and individualised, there is no one-size-fits-all 
solution to combatting deceptive patterns. Similar to the approach taken in this research, tailoring 
the game to the needs and perceptions of the population of interest is crucial. This might involve 
shaping the game’s content to focus on deceptive patterns that are most impactful for this 
population and situating these patterns within scenarios they most commonly encounter (e.g., 
during online purchases, account registrations, or promotional offers). Future research would 
benefit from exploring the adaptability and effectiveness of gamified inoculation interventions 
like Shopopolis across user groups and web service contexts. Moreover, investigating how 
inoculation games can complement other interventions to support critical thinking [49], 
evaluations of online information [74], and unintended consumption [45] would be valuable. This 
holistic approach could contribute to fully mitigating the impact of deceptive patterns. 

8 CONCLUSION 

Deceptive patterns pose an increasing threat to the online environment. This research 
demonstrates a need to understand the unique ways in which older adults engage with e-
commerce services, and how these approaches shape their interactions with various types of 
deceptive patterns. Our findings highlight the role of age-related factors in moulding their 
responses to manipulative designs, indicating the necessity of tailored interventions, and how 
gamified inoculation, exemplified by Shopopolis, holds promise as a means to enhance older 
adults’ awareness, concern, and recognition of deceptive patterns. Our approach seeks to 
empower older adults to resist manipulative designs but also underscores the importance of 
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engaging with educational tools to fostering digital literacy within this demographic. We also 
advocate those inside and outside of HCI, including designers, researchers, practitioners, 
policymakers, and educators, to consider older adults’ inoculation preferences to help create safer 
digital environments for them. 
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A STUDY 1: ONLINE SURVEY 

Following demographic questions about age and gender, participants were asked to read this 
passage carefully before continuing the survey: 

• Deceptive patterns are design choices that benefit an online service by coercing, steering, 
or deceiving users into making decisions that they otherwise would not make if fully 
informed and capable of selecting alternatives. Such deceptive patterns are becoming 
increasingly ubiquitous, especially on online shopping websites. Although deceptive 
patterns affect users of all ages, older adults are currently an understudied demographic 
in this context. The following questions will probe into your previous experiences, if 
any, with deceptive patterns within e-commerce. You will be presented with 7 deceptive 
patterns found on shopping websites and asked if you have personally encountered each 
deceptive pattern before, what you thought of it at the time, and how it made you feel 
or behave. 

 
Participants were then presented with examples of seven deceptive patterns from Mathur et 

al.’s [59] taxonomy: 
• Deceptive Pattern 1 of 7: Hidden Costs. For example, a hotel might advertise a room for 

$100 per night, but then add a $50 "resort fee" at checkout that was not clearly disclosed 
earlier.  

• Deceptive Pattern 2 of 7: Deceptive Countdown Timers. For example, an advertised offer 
of "2 shirts for $19.99" remains valid even after the countdown timer expires. 

• Deceptive Pattern 3 of 7: Confirmshaming. For example, a website using language like "No 
thanks, I don't want to save money" on a pop-up that encourages users to sign up for a 
newsletter or make a purchase. 

• Deceptive Pattern 4 of 7: Activity Notifications. For example, a website using dynamic and 
periodic messages to indicate how many users have a specific item in their cart (e.g., "35 
people added this item to cart"). 

• Deceptive Pattern 5 of 7: High-demand Messages. For example, messages indicating that 
the products in the cart are selling out quickly (e.g., "Items in your cart are in high 
demand"). 

• Deceptive Pattern 6 of 7: Hard to Cancel. For example, making it easy for users to sign up 
for recurring subscriptions, but hard for them to subsequently cancel the subscriptions 
(e.g., by requiring them to call customer service). 
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• Deceptive Pattern 7 of 7: Forced Enrolment. For example, preventing users from viewing 
product offerings on the website without creating an account—even if users eventually 
decide against making a purchase. 

 
After presentation of each pattern, participants were asked the following questions: 
• Have you ever encountered this deceptive pattern on an e-commerce or shopping 

website before? (Yes/No) 
• How did it make you feel? Select all that apply. 

(Annoyed/Concerned/Angry/Stressed/None of the above/Other) 
• At the time, did you realise that the website was employing a deceptive design choice?  

If you knew, would you behave differently? 
• Optional question: If you can remember, what shopping website(s) did you encounter it 

on? 
• Optional question: What might help you to spot this deceptive pattern in the future? 

 
These questions were asked to gain more insight into participants’ perspectives towards the 

seven deceptive patterns: 
• Which deceptive pattern(s) do you believe is the most concerning and therefore the most 

important for you to identify when shopping online? Please select as many options as 
you like. 

• Why have you chosen this deceptive pattern(s) as most concerning and important to 
identify? 

• How often do you encounter deceptive patterns when using shopping websites? 
(Always/Often/Sometimes/Rarely/Never) 

• Were you familiar with the concept of deceptive patterns before taking this survey? 
(Yes/No) 

 
Finally, participants were asked questions related to their gaming experiences. Multiple choice 

options were formulated based on past research: 
• Have you ever played a video game before/do you play video games? (Yes/No) 
• As an older adult, do you face any of these challenges when playing existing video 

games? Select all that apply. (Video games can be difficult to learn/Video games can be 
difficult to play or operate/Video game controls can be difficult to remember/Playing 
video games takes up too much time/Video games cause too much frustration/None of 
the above/Other). 

• If a video game was created to help older adults identify different deceptive patterns on 
shopping websites, what features would be most important to include? Select all that 
apply. (It should be an educational-based game about deceptive patterns/It should be a 
puzzle and strategy-based game about deceptive patterns/It should be an awareness-
based game about deceptive patterns/It should be an action and adventure-based game 
about deceptive patterns/Other). 

B STUDY 1: CODEBOOK 

Initial Code Definition Example Text 
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Table 4. Codebook of initial codes after the first round of open coding. 

Hard to Cancel 
Frustration 

Instances where participants expressed 
frustration due to difficulty in cancelling a 
service. 

“It would take half a lifetime to 
cancel/discontinue” (P50) 

Hidden Costs Confusion 
Instances where participants were confused by 
additional costs revealed late in the purchase 
process. 

“I thought it helped to show me where to 
click!” (P28) 

Avoidant Behaviour Instances where participants avoided certain 
websites or services due to deceptive practices. 

“If I know it will be hard to cancel, I won’t 
sign up.” (P45) 

Awareness of 
Manipulative Intent 

Instances where participants recognised 
manipulative design choices. “I knew it was manipulation.” (P18) 

Reading Fine Print 
Instances where participants mentioned the 
importance of reading fine print to avoid 
deception. 

“I just read the fine print” (P12) 

Forced Enrolment 
Annoyance 

Frustration with being forced to create an 
account to access content. 

“I just click away and Google the story.” 
(P9) 

Activity Notifications 
Skepticism 

Doubt about the authenticity of activity 
notifications. 

“I look at the numbers and decide if they 
have any truth. If it’s unlikely I pass.” 
(P44) 

Cost Comparison Actions taken to compare costs across platforms 
to avoid hidden fees. 

“I don't shop just one site.  This means 
when I cost comparison I need to get 
competitor sites to the check out point to 
make a decision. I also make use of 3rd 
party shopping tools that show the total 
price.” (P42) 

Preference for 
Transparency 

Preference for clear and honest communication 
from websites. 

“I would prefer that they would be honest 
about it or provide clarity” (P49) 

Limited Trust 
Reduced trust in certain platforms due to 
repeated deceptive practices. 

“I don’t respond well to this tactic and 
usually stick to a handful of trusted sites 
for shopping, news subscription services 
and financial sites.” (P13) 

Adaptive Coping Strategies used by participants to mitigate the 
effects of deceptive patterns. 

“I use a dedicated ‘spam’ email address 
for sign-ups to avoid spam.” (P42) 

Caution Due to Long-
term Impact 

Increased caution toward long-term effects of 
deceptive patterns, especially among older 
adults. 

“I don’t want to leave subscriptions for 
others to end.” (P16) 

Discount Seeking Waiting for discounts despite deceptive urgency 
tactics like countdown timers. 

“Yes, I would do what I did and place the 
item in the shopping cart and waited 
several days until they sent me a 20% off 
code.” (P48) 

Seeking Reviews and 
Recommendations 

Seeking advice or checking reviews from others 
to avoid deceptive websites. 

“I try and read reviews before I shop at a 
website I am unfamiliar with.” (P25) 

Reporting Deceptive 
Practices 

Reporting deceptive practices to consumer 
protection agencies or warning others through 
negative reviews. 

“I stopped right here, and gave it a 
negative review over this charge.” (P9) 
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Table 5. Mapping of initial codes to their corresponding higher-level codes. 

C STUDY 2: SPOT-THE-DECEPTIVE-PATTERN (STDP) TASK INTERFACES 

Higher-Level Code Definition Example Initial Code 

Trust Erosion 
Instances where deceptive practices led to a loss 
of trust towards the website or service. 

Hard to Cancel Frustration, Hidden Costs 
Confusion, Limited Trust, Reporting 
Deceptive Practices 

Emotional Response Emotional reactions to deceptive practices, such 
as frustration, anger, or stress. 

Hard to Cancel Frustration, Awareness of 
Manipulative Intent, Forced Enrolment 
Annoyance 

Behavioural Response Changes in behavior as a result of encountering 
deceptive practices. 

Avoidant Behaviour, Reading Fine Print, 
Cost Comparison, Seeking Reviews and 
Recommendations, Reporting Deceptive 
Practices 

Desire for Autonomy 
Instances where participants expressed a desire 
for more control and transparency in their 
interactions. 

Awareness of Manipulative Intent, 
Preference for Transparency, Forced 
Enrolment Annoyance 

Cost-Related Tolerance Instances where participants indicated a 
threshold for acceptable additional costs. 

Hidden Costs Confusion, Reading Fine Print, 
Cost Comparison, Discount Seeking 

Knowledge and 
Recognition 

Understanding and identifying deceptive 
patterns. 

Awareness of Manipulative Intent, Activity 
Notifications Skepticism, Seeking Reviews 
and Recommendations 

Adaptive Strategies 
Methods used by participants to mitigate the 
impact of deceptive patterns. 

Adaptive Coping, Caution Due to Long-term 
Impact, Discount Seeking 

(a) Control (b) Control 

(c) Misdirection 

(d) Misdirection (e) Sneaking (f) Sneaking 
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