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Abstract—In this paper, we investigate the transmit signal de-
sign problem for a dual-functional radar-communication (DFRC)
system equipped with one-bit digital-to-analog converters (DACs).
Specifically, the one-bit DFRC waveform is designed to minimize
the difference between the transmitted beampattern and a desired
one, while ensuring constructive interference (CI)-based QoS
constraints for communication users. The formulated problem
is a discrete optimization problem with a nonconvex objective
function and many linear constraints. To solve it, we first
propose a penalty model to transform the discrete problem into
a continuous one. Then, we propose an inexact augmented La-
grangian method (ALM) framework to solve the penalty model.
In particular, the ALM subproblem at each iteration is solved
by a custom-designed block successive upper-bound minimization
(BSUM) algorithm, which admits closed-form updates and thus
makes the ALM computationally efficient. Simulation results
verify the superiority of the proposed approach over the existing
ones in both the radar and communication performance.

Index Terms—Augmented Lagrangian method, dual-functional
radar communication, one-bit digital-to-analog converters,
penalty method.

I. INTRODUCTION

The dual-functional radar-communication (DFRC) system
integrates radar and communication functionalities on one
platform, attracting significant attention for its capability to
save spectrum and hardware resources [1]–[4]. When em-
ployed with massive multiple-input multiple-output (MIMO)
[5], the DFRC system can further attain enhanced radar
and communication performance, as the increased number of
antennas offers greater flexibility to mitigate the multiuser
interference and shape the spectral beampattern for radar
applications. However, a practical issue associated with mas-
sive MIMO technology is its high hardware cost and energy
consumption. A promising way of addressing this challenge is
to employ one-bit digital-to-analog converters (DACs) at each
antenna element, which not only minimizes the hardware cost
of DACs but also enables the use of the most energy efficient
power amplifiers (PAs) [6].

Numerous research efforts have been devoted to one-bit
precoding designs and analysis for massive MIMO commu-
nication systems [7]–[14]. In particular, nonlinear symbol-
level precoding schemes, where the transmit signal is designed
based on both the channel and the data symbols, have demon-
strated significantly superior performance compared to classi-
cal linear precoding schemes [7]. Furthermore, in the context

of nonlinear symbol-level precoding, constructive interference
(CI) has been shown to be a better performance metric to
optimize than traditional mean square error (MSE) [15]. This
is because the CI metric exploits the multiuser interference by
shaping it to be constructive to the signal of interest, while
the MSE metric aims to suppress all the interference.

Despite thorough and extensive studies of one-bit precoding
in massive MIMO communication systems, there are very few
works studying the design of the one-bit transmit signal for
DFRC systems. The only works along this direction are [16]–
[18], all of which used the MSE as the communication metric.
The CI metric, though widely and successfully adopted in one-
bit communication systems [8], [9], [12], has not yet been
employed in one-bit DFRC waveform designs (possibly due
to its technical difficulty). It is worth mentioning that the works
[19]–[21] adopted the CI metric for DFRC waveform design,
but they did not consider the one-bit scenario. Furthermore,
the existing works on one-bit DFRC waveform design focused
on either minimizing the communication MSE under the
radar Cramer-Rao bound (CRB) constraint [16] or jointly
optimizing the radar beampattern and communication MSE
[17], [18]. There is still a lack of exploration in one-bit
DFRC transmit signal designs for the practical case where the
goal is to optimize the radar performance with a guaranteed
communication QoS requirement.

In this paper, we study the one-bit transmit signal design
problem for the MIMO DFRC system. In sharp contrast to all
of the previous works [16]–[18], we employ CI as the commu-
nication metric and formulate the problem as the minimization
of the difference between the designed beampattern and a de-
sired one, subject to the CI-based QoS requirement constraints
of communication users and the one-bit constraints. To solve
the formulated problem, we first introduce a penalty model to
deal with the discrete one-bit constraint and then propose an
inexact augmented Lagrangian method (ALM) framework for
solving the penalty model. In particular, at each iteration of
the inexact ALM framework, a block successive upper-bound
minimization (BSUM) algorithm is custom-designed to solve
the ALM subproblem by carefully exploiting the problem
structure. Simulation results demonstrate the effectiveness of
the proposed approach in both the radar and communication
performance.



II. SYSTEM MODEL AND PROBLEM FORMULATION

A. System Model
Consider a DFRC system that simultaneously serves K

single-antenna users and performs a sensing task. The DFRC
system is equipped with N transmit antennas in a uniform
linear array (ULA). To achieve hardware-efficiency in the
DFRC system, we assume that one-bit DACs are employed.
Let X = [x1,x2, . . . ,xT ] ∈ CN×T be the transmit signal
matrix, where xt is the transmit signal vector in the t-th time
slot. Due to one-bit DACs, each transmit signal is restricted
to lie in the set of only four alphabets, i.e.,

xt,n ∈ {η(±1± j)} , ∀ t ∈ [T ], ∀ n ∈ [N ],

where η =
√

P/2NT with P being the total transmit power
at each time slot and j is the imaginary unit. Throughout the
paper, for a positive integer L, we denote [L] = {1, 2, . . . , L}.
For the communication users, the received signal matrix Y =
[y1,y2, . . . ,yT ] ∈ CK×T is given by

Y = HX+N,

where H = [h1,h2, . . . ,hK ]T ∈ CK×N is the channel
matrix between the transmitter and the users, and N =
[n1,n2, . . . ,nT ] ∈ CK×T is the additive white Gaussian noise
matrix.

B. Performance Metric
In this part, we introduce the communication and radar

metrics adopted in the paper.
1) Communication Metric: Let S = [s1, s2, . . . , sT ] ∈

CK×T be the data symbols for the users. In this paper, we
focus on the M -ary phase-shift keying (PSK) constellation
and adopt the CI metric proposed in [9] as the communication
metric. The idea of CI is to shape the interference so that it
aligns constructively with the signal of interest and pushes the
signal farther away from the decision boundary, thereby max-
imizing the useful signal power and minimizing the symbol
error probability (SEP) [22].

For illustration, we depict a piece of the decision region of
8-PSK constellation in Fig. 1, where st,k and y′t,k := hT

kxt

denote the data symbol and the noise-free received signal of
user k at time-slot t, respectively. The CI effect is measured by
the distance from y′t,k to its closest decision boundary of st,k,
i.e., min{d(1)t,k , d

(2)
t,k}, a crucial quantity known as the safety

margin [22]. It was shown in [23], [24] that the SEP can be
both upper and lower bounded by an increasing function of
min{d(1)t,k , d

(2)
t,k}. Hence, the communication QoS requirement

can be formulated as
min{d(1)t,k , d

(2)
t,k} ≥ bt,k, ∀ t ∈ [T ], ∀ k ∈ [K], (1)

where bt,k > 0 is the lower bound of the safety margin
determined solely by the SEP threshold.

Next we derive the explicit formula of min{d(1)t,k , d
(2)
t,k}.

First, by decomposing y′t,k along the decision boundaries as
y′t,k = αA

t,ks
A
t,k + αB

t,ks
B
t,k, (2)

where sAt,k = sk,te
−j π

M and sBt,k = st,ke
j π
M are the unit

vectors on the decision boundaries, we have
min{d(1)t,k , d

(2)
t,k} = min{αA

t,k, α
B
t,k} sinΩ;

st,k
y′ t,k

d (2)
t,k
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t,k

sA
t,k

sB
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Fig. 1: An illustration of the CI metric.

see Fig. 1. By further rewriting (2) into the real space and
noting that y′t,k = hT

kxt, we can express αA
t,k and αB

t,k as(
αA
t,k

αB
t,k

)
=

1

sinΩ

(
I(sAt,k) −R(sAt,k)
−I(sAt,k) R(sAt,k)

)(
R(hT

k) −I(hT
k)

I(hT
k) R(hT

k)

)(
R(xt)
I(xt)

)
=:

1

sinΩ

(
cTt,2k−1

cTt,2k

)(
R(xt)

I(xt)

)
.

Let xR
t = [R(xt)

T I(xt)
T]T ∈ R2N be the real space

representation of xt, Ct = [ct,1, ct,2, . . . , ct,2K−1, ct,2K ]T ∈
R2K×2N , and bt = [bt,1, bt,2, . . . , bt,K ]T ⊗ [1, 1]T ∈ R2K ,
where ⊗ denotes the Kronecker product. Then the QoS
constraint in (1) can be expressed as

Ctx
R
t ≥ bt, ∀ t ∈ [T ].

2) Radar Metric: A common radar metric is to match
the transmit beampattern with a desired beampattern that is
predetermined to ensure good sensing performance [25]. Note
that for the considered model, the transmit beampattern at
angle θ ∈ [−π/2, π/2] is given by a(θ)HXXHa(θ)/T, where
a(θ) := [1, eπ sin θ, . . . , ejπ(N−1) sin θ]T is the steering vector.
Let d(θ) be the desired beampattern. Then the radar metric is
the difference between the designed and desired beampatterns:

1

Q

Q∑
q=1

∣∣∣∣αd(θq)− 1

T
a(θq)

HXXHa(θq)

∣∣∣∣2 ,
where α is a scaling factor and {θq}Qq=1 are the sampled angles.

C. Problem Formulation
Based on the above discussions, the one-bit transmit signal

design problem, aiming to minimize the difference between
the transmit and desired beampattern while satisfying the CI-
based QoS requirement, can be formulated as follows:

min
α>0,X

1

Q

Q∑
q=1

∣∣∣∣αd(θq)− 1

T
a(θq)

HXXHa(θq)

∣∣∣∣2 , (3a)

s.t. Ctx
R
t ≥ bt, ∀ t ∈ [T ], (3b)

xt,n ∈ {η(±1± j)} , ∀ t ∈ [T ], ∀ n ∈ [N ], (3c)
where we recall that X = [x1,x2, . . . ,xT ] and xR

t is the
real-space counterpart of xt. To solve (3), we first note that
for a given X, the problem is quadratic in α, which admits a
closed-form solution as

α∗(X) =
1
T

∑Q
q=1 d(θq)a(θq)

HXXHa(θq)∑Q
q=1 d

2(θq)
.

By substituting α∗(X) into the objective function (3a) and
transforming both the objective function (3a) and the one-bit



constraint (3c) into the real space, we obtain the following
equivalent real-space formulation (where a constant scaling
factor has been omitted in the objective function):

min
{xR

t }

Q∑
q=1

(
T∑

t=1

∥Aqx
R
t ∥22

)2

−

(
Q∑

q=1

T∑
t=1

cq∥Aqx
R
t ∥22

)2

s.t. Ctx
R
t ≥ bt, ∀ t ∈ [T ],

xR
t,n ∈ {−η, η} , ∀ t ∈ [T ], ∀ n ∈ [2N ],

(4)

where

cq =
d(θq)√∑Q
q=1 d

2(θq)
, Aq=

(
R(a(θq)) I(a(θq))
−I(a(θq)) R(a(θq))

)
∈ R2×2N .

III. PROPOSED ALGORITHM

Problem (4) is a large-scale discrete optimization problem
with a nonconvex objective function and many linear con-
straints, which is challenging to solve. In this section, we
propose an efficient algorithm for solving (4) by carefully
exploiting its special structure.

A. Penalty Model
We first use the penalty technique [11], [26] to deal with the

discrete one-bit constraint. Specifically, we relax the one-bit
constraint to a boxed constraint and include a negative square
penalty term into the objective function:

min
{xR

t }

Q∑
q=1

(
T∑

t=1

∥Aqx
R
t ∥22

)2

−

(
Q∑

q=1

T∑
t=1

cq∥Aqx
R
t ∥22

)2

− λ

T∑
t=1

∥xR
t ∥22

s.t. Ctx
R
t ≥ bt, ∀ t ∈ [T ],

xR
t,n ∈ [−η, η] , ∀ t ∈ [T ], ∀ n ∈ [2N ],

(5)

where λ is the penalty parameter. The idea is that the negative
square penalty would encourage large values for each element
of xR

t , so that a feasible discrete solution is likely to be
attained when the penalty parameter λ is sufficiently large.

In our implementation, following a common technique in
penalty-based approaches, we initialize the penalty parameter
λ with a small value and gradually increase it, tracking the
solution path of the corresponding penalty models. This simple
technique has been shown to be able to significantly enhance
the quality of the solution [12].

B. Inexact ALM Algorithm for Solving (5)
Next, we propose an inexact ALM framework for solving

the penalty model (5).
1) Reformulation of (5): We first introduce auxiliary vari-

ables wq,t = Aqx
R
t ∈ R2 to simplify the objective function

and introduce zt ≥ 0 to transform the inequality linear
constraints into equality ones:

min

Q∑
q=1

(
T∑

t=1

∥wq,t∥22

)2

−

(
Q∑

q=1

T∑
t=1

cq∥wq,t∥22

)2

−λ
T∑

t=1

∥xR
t ∥22

s.t. Ctx
R
t − zt = bt, zt ≥ 0, ∀ t ∈ [T ],

ÃxR
t −wt = 0, ∀ t ∈ [T ],

xR
t,n ∈ [−η, η] , ∀ t ∈ [T ], ∀ n ∈ [2N ],

where Ã = [AT
1 ,A

T
2 , . . . ,A

T
Q]

T ∈ R2Q×2N and wt =

[wT
1,t,w

T
2,t, . . . ,w

T
Q,t]

T ∈ R2Q×1. For conciseness, we further
express the above problem into the following more compact
form:

min
x∈X ,w,z∈Z

f(w) + g(w) + h(x)

s.t. Cx− z = b,

Ax−w = 0,

(6)

where x = [(xR
1 )T, (xR

2 )T, . . . , (xR
T )T]T, w = [wT

1 ,w
T
2 ,

. . . ,wT
T ]

T, z = [zT1 , z
T
2 , . . . , z

T
T ]

T, b = [bT
1 ,b

T
2 , . . . ,b

T
T ]

T,
C = diag(C1,C2, . . . ,CT ), A = IT ⊗ Ã, X = [−η, η]2NT ,
Z = {z | z ≥ 0}, and f(w), g(w), and h(x) are the first,
second, and third terms of the objective function, respectively.

2) Inexact ALM Framework: The ALM [27] is a popu-
lar and powerful method for solving (equality) constrained
optimization problems like (6). Specifically, the augmented
Lagrangian function of (6) is given by
Lρ(x,w, z;µ,ν) =f(w) + g(w) + h(x)

+ µT(Cx− z− b) + νT(Ax−w)

+
ρµ
2
∥Cx− z− b∥22 +

ρν
2
∥Ax−w∥22,

(7)
where µ and ν are the Lagrange multipliers and ρ := (ρµ, ρν)
are the penalty parameters. For the classical ALM algorithm,
we need to solve the following subproblem
(xm,wm, zm) ∈ min

x∈X ,w,z∈Z
Lρm(x,w, z;µm−1,νm−1) (8)

at each iteration. To reduce the high computational cost of
exactly solving (8), we propose an inexact ALM framework
in Algorithm 1, which only requires an approximate stationary
solution satisfying (9) at each iteration.

Algorithm 1 Inexact ALM framework for solving (6)

Input: µ0,ν0, τ > 1, δ > 0, a positive sequence ϵm → 0.
for m = 1, 2, . . . do

Step 1: (Solve the ALM subproblem): Find (xm,wm, zm)
that satisfies

dist (∇Lρm(xm,wm, zm;µm−1,νm−1)abdce

+∂IX (xm) + ∂IZ(zm),0) ≤ ϵm.
(9)

Step 2: (Update the Lagrange multipliers)
µm = µm−1 + ρmµ (Cxm − zm − b),

νm = νm−1 + ρmν (Axm −wm).
Step 3: (Update the penalty parameter)

ρm+1
µ = τρmµ , ρm+1

ν = τρmν .

end for

To obtain a solution satisfying (9) at each iteration, we
next propose a custom-designed BSUM algorithm for approx-
imately solving the ALM subproblem.

3) BSUM Algorithm for Solving Subproblem (8): Noting
that the constraints in the ALM subproblem (8) are separable
within each block of variables {x,w, z}, it is convenient
to update the variables alternately to solve the problem. By
carefully exploiting the problem structure, we propose the
following algorithm:



x(r+1) ∈ argmin
x∈X

∇Lρm(x(r),w(r), z(r);µm−1,νm−1)T(x− x(r))

+
γm

2
∥x− x(r)∥22, (10a)

w(r+1) ∈ argmin f(w) +∇g(w(r))T(w −w(r))− (νm−1)Tw

+
ρmv
2

∥w −Ax(r+1)∥22, (10b)

z(r+1) ∈ argmin
z∈Z

−(µm−1)Tz+
ρmµ
2

∥z−Cx(r+1) + b∥22.
(10c)

The above algorithm falls into the category of the BSUM
algorithm [28] as the x-, w-, and z-subproblems, with some
constant terms added, minimize an upper bound of the cur-
rent objective function of (8) at each iteration, as long as
γm ≥ ∥ρmµ CTC + ρmν ATA∥2. This can be easily verified
by the concavity of g(w) and h(x). Hence, by the property
of BSUM [28], an approximate stationary solution satisfying
(9) can be obtained within a finite number of iterations.

Moreover, problems (10a)–(10c) all admit closed-form solu-
tions, making the proposed BSUM algorithm computationally
efficient. First, it is obvious that the x- and z-subproblems
only involve projections onto the sets X = [−η, η]2NT and
Z = {z | z ≥ 0}, respectively, which admit closed-form
solutions. For the w-subproblem, by linearizing g(w), the
problem becomes separable over the index q ∈ [Q]. Let
w(q) := [wT

q,1,w
T
q,2, . . . ,w

T
q,T ]

T denote the vector collecting
all the components in w related to q and let ξ

(r)
q be the

coefficient of the linear term in (10b) related to w(q). Then for
each q ∈ [Q], the w(q)-subproblem has the following form:

w
(r+1)
(q) = argmin

w(q)

∥w(q)∥42 +
ρmv
2

∥w(q)∥22 + (ξ(r)q )Tw(q).

Clearly, the optimal direction of w(q) is given by
−ξ

(r)
q /∥ξ(r)q ∥. Therefore, we only need to optimize the norm

of w(q), i.e., solving a univariate quartic problem as follows:

β(r)
q ∈ argmin

β≥0

{
β4 +

ρmv
2

β2 −
∥∥∥ξ(r)q

∥∥∥β} ,

whose explicit solution can be obtained by solving a cubic
equation. Then, we get

w
(r+1)
(q) = − β

(r)
q

∥ξ(r)q ∥
ξ(r)q , ∀ q ∈ [Q].

IV. SIMULATION RESULTS

In this section, we present simulation results to evaluate the
performance of the proposed algorithm. As in [1], the elements
of the channel H are i.i.d. generated following CN (0, 1) and
the transmit power is set as P = 1. The block length is
T = 50. We focus on QPSK constellation and consider the
following desired beampattern:

d(θ) =

1, if θ ∈
[
θi −

∆θ

2
, θi +

∆θ

2

]
, i = 1, 2, 3;

0, otherwise,
where θ1 = −40◦, θ2 = 0◦, and θ3 = 40◦ are the angles
of interest to be explored, and ∆θ = 10◦ is the beam width.
The direction grids {θq} are uniformly sampled from −90◦

to 90◦ with a resolution of 1◦. For comparison, we include
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Fig. 2: Beampattern for different algorithms.
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Fig. 3: SER performance for different algorithms.

the algorithms in [1] and the MVAM algorithm in [17] as
benchmarks. Note that the algorithm in [1] is designed for
the infinite-resolution case, which we term as “Inf-Res” in
the simulation. We also include a quantized version of the
algorithm in [1] by directly quantizing its output to satisfy the
one-bit constraint, which is termed as “Quantize”.

In Fig. 2, we depict the beampattern of the compared
approaches. As can be observed from the figure, there is
a degradation in radar performance when one-bit DACs are
employed. Nevertheless, the three one-bit approaches still
produce satisfactory beampatterns, featuring strong mainlobes
around the desired angles. Notably, the proposed approach
demonstrates the best beampattern among them.

In Fig. 3, we evaluate the SER performance of the compared
approaches. All the results are averaged over 500 channel
realizations. As shown in the figure, there is a severe error
rate floor if we directly quantize the output of the algorithm
in [1]. In contrast, the MVAM algorithm in [17] and the
proposed algorithm, which are designed specifically for the
one-bit scenario, achieve significantly better SER performance.
Due to the superiority of their problem formulations, these two
one-bit approaches even outperform the unquantized version of
the algorithm in [1] (corresponding to the case where infinite-
resolution DACs are employed) in large systems and at low
SNRs; see Fig. 3 (b). Finally, we note that for the two one-bit
approaches, the proposed one performs much better, especially
in high SNR cases.

From the simulations, we can conclude that the proposed
approach achieves substantially better radar and communica-
tion performance compared to the existing approaches. This
is attributed to both the superiority of the CI metric compared
to the MSE metric and the effectiveness of the proposed
algorithm.
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