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Abstract—This paper investigates quantum machine learning
to optimize the beamforming in a multiuser multiple-input single-
output downlink system. We aim to combine the power of
quantum neural networks and the success of classical deep neural
networks to enhance the learning performance. Specifically,
we propose two hybrid quantum-classical neural networks to
maximize the sum rate of a downlink system. The first one
proposes a quantum neural network employing parameterized
quantum circuits that follows a classical convolutional neural
network. The classical neural network can be jointly trained
with the quantum neural network or pre-trained leading to a
fine-tuning transfer learning method. The second one designs a
quantum convolutional neural network to better extract features
followed by a classical deep neural network. Our results demon-
strate the feasibility of the proposed hybrid neural networks,
and reveal that the first method can achieve similar sum rate
performance compared to a benchmark classical neural network
with significantly less training parameters; while the second
method can achieve higher sum rate especially in presence of
many users still with less training parameters. The robustness of
the proposed methods is verified using both software simulators
and hardware emulators considering noisy intermediate-scale
quantum devices.

Index Terms—Quantum machine learning, parameterized
quantum circuit, hybrid quantum and classical neural network,
beamforming.

I. INTRODUCTION

Multi-antenna technique or multiple-input and multiple-
output (MIMO) has played an important role in the evolution
of wireless communications. Continued mobile traffic growth,
without any associated increase in revenue as customers adopt
unlimited data bundles, requires a focus on cost reduction and
hence efficiency improvements, both for energy and spectrum.
MIMO beamforming is a popular transmit strategy to deliver
improvements in both power efficiency and spectral efficiency.
Optimization is thus critical to achieve high performance
of MIMO systems that employs beamforming. In the early
literature, the optimization of beamforming largely rely on
numerical algorithms according to different design objectives
such as minimization of total transmit power [1], [2], maxi-
mization of signal-to-interference-plus-noise ratio (SINR) [3]
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and sum rate [4], [5]. The challenge with numerical algorithms
is that they are iterative in nature, often experiences low con-
vergence and cannot scale well as the system becomes large.
Consequently, these algorithms cannot meet the increasing
demand of high data rate, high reliability and ultra low latency
in the beyond fifth-generation (5G) and the sixth-generation
(6G) mobile communications systems. Improvement of MIMO
beamforming algorithms requires real time access to data
measured from the radio channel between user and base station
(BS). The ultimate capacity of the radio interface with massive
MIMO antennas is significantly greater than being achieved
today. Users must move slowly enough for uplink channel in-
formation to be an accurate estimate for the downlink channel,
so a rapidly converging optimization algorithm can achieve the
beamforming gain for more rapidly moving users. With greater
knowledge of the customer service and user distribution and
with the use of rapid machine learning to improve MIMO
algorithms, there is an opportunity to significantly improve
5G and 6G spectral efficiency.

To speed up the optimization algorithms, deep learning
based techniques have been exploited to approximate the near-
optimal beamforming solution. The main idea is to learn the
mapping from the input channel state information to the output
beamforming solution by training a deep neural network
without the complex and iterative numerical procedure. This
can be done offline infrequently, and when used in real time,
the trained model can predict the beamforming directly. This
idea has been successfully used to develop a series of deep
learning algorithms using the fully connected deep neural
networks [7], [8], convolutional neural networks (CNN) [9],
[10] and graph neural networks (GNN) [11], [12], to address
different beamforming optimization problems. However, even
with deep neural networks, realizing the benefits of optimized
beamforming is challenging as classical neural networks can-
not keep pace with the rapidly increasing user demand in
6G communications and the computational-heavy optimization
will become a bottleneck again. Take beam selection in
multicell massive MIMO systems for example: when there are
hundreds of beams, one needs to find the best solution from
billions of beam combinations and its associated complexity
cannot be afforded by using classical algorithms [13]. If
MIMO techniques continue to thrive in 6G communications,
there must be more efficient optimization methods to design
the beamforming strategy.

Recently researchers have started to explore quantum com-
puting as a promising alternative technology to broadly address
the resource allocation in wireless communications systems.
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Unlike the bit in classical computing which can either take
the state 0 or 1, in quantum computing, a qubit is the basis
unit and can have the states of |0⟩ or |1⟩ (which will be
explained in Appendix), or be in the superposition of the two
states simultaneously. In general, by using b bits in classical
computing, only one of the 2b possible combinations can be
represented; while with b qubits, a superposition of all 2b

states can be represented and this parallel processing shows
significant improvement over classical computing. Quantum
technology is fast developing and the progression of the
number of qubits has been rapid over the years. Starting
from 2 qubits by IBM, MIT and UC Berkeley in 1997,
IBM achieved 5 qubits in 2016 and increased it to 50 in
2017. Google unveiled its 72-qubit chip in 2018. IBM then
released 433-qubit and 1,121-qubit processors in 2022 and
2023, respectively, and set out a key milestone of achieving a
100,000-qubit system by 2033.

It is the superposition and entanglement that make quantum
computing so powerful and be able to accomplish tasks
intractable for classical computing. For instance, Shor’s al-
gorithm can factor a large integer number in polynomial time
which is widely believed to have no efficient solution on a
classical computer and it has the potential to break public-
key cryptography schemes [14]. For instance, the Grover’s
algorithm [14], one quantum search algorithm, can find a
desired value with high probability in a database with N
entries using just O(

√
N) evaluations of the function while

classical computing requires at least O(N) evaluations.
Quantum search algorithms have been proposed to improve

the performance of wireless communications systems such as
multiuser detection [16], joint channel estimation and data
detection [17], vector-perturbation based precoding [18], and
routing in multi-hop communications [19], and the perfor-
mance improvement has been verified via simulations. This
is termed as quantum-assisted communications using quantum
search algorithms, and a comprehensive survey can be found
in [15]. Quantum annealing is another popular algorithm that
has been used to solve discrete problems as long as the
objective function formulations are binary quadratic models.
Examples solved by quantum annealing include optimization
of vector precoding [20] and phase optimization of reflective
metasurfaces [21] on an advanced QA hardware, the D-Wave
2000-qubit (DW2Q) quantum adiabatic optimizer machine
[22]. A hybrid quantum-classical algorithm called quantum
approximate optimization algorithm was recently proposed to
solve NP-hard problems [23]. This algorithm was successfully
applied to solve the channel decoding problem and validated
on a real IBM quantum computer [24].

Quantum machine learning (QML) is one of the most
active research areas that combines the advantages of quantum
computing and machine learning [25]. By taking advantage
of quantum effects such as entanglement and superposition,
QML can process data more efficiently and thus achieve
faster convergence rate and increased accuracy in prediction
which often leads to improved end performance. It is proved
in [26] that multiple-layer parametrized quantum circuits
(PQCs), which is one form of the quantum neural network
(QNN), has stronger expressive power than a classical neural

network when approximating the distributions generated by
instantaneous quantum polynomial time (IQP) circuits. This
is because those distributions cannot be sampled efficiently
by any classical neural network, which partially explains the
reason of “quantum supremacy”. A separate study [27] adopts
the metric of effective dimension to explain the supremacy of
QNN. Effective dimension is to estimate the size that a model
occupies in model space – the space of all possible functions
for a particular model class, where the Fisher information
matrix serves as the metric. Intuitively, the higher the effective
dimension, the better the performance of neural networks.
For instance, classical neural networks exist in very high-
dimensional parameter spaces, but their true size, represented
by effective dimension, is typically far smaller [28]. It is
shown in [27] through numerical experiments that QNNs are
able to achieve significantly higher effective dimensions than
their classical counterparts. Quantum generative adversarial
learning networks have been introduced that may exhibit
an exponential advantage over classical adversarial networks
when the data consist of samples of measurements made
on high-dimensional spaces [29]. Despite QML being an
emerging research area, it has already found wide applications
in many information and engineering related areas recently,
including speech recognition [30] [31], anomaly detection
[32] [33], earth observation and remote sensing [34] [35],
and wireless communications. A comprehensive review on
quantum machine learning and its applications to resource al-
location and network security for 6G wireless networks can be
found in [36]. A QNN and a reinforcement-learning-inspired
QNN are presented in [37] to reduce the time complexity of
resource allocation in non-orthogonal multiple access systems
while maintaining the performance. This method is extended
to the application of transmitter-user assignment in the cell-
free MIMO scenario [38]. A QNN is developed in [39]
to improve the energy efficiency and it exhibits a slightly
faster convergence speed than its classical counterpart. In [40],
quantum reinforcement leaning (QRL) is designed to jointly
optimize relay and transmit power selection and its advantage
is shown compared to state-of-the-art techniques in terms of
convergence speed and network utility. A novel quantum-
inspired experience replay (QiER) framework is proposed in
[41] to help a UAV find the optimal flying direction and thus its
trajectory towards the destination. It is shown to achieve more
efficient learning, require less hyper-parameters and minimum
time cost compared to classical deep reinforcement learning.

While the above initial studies mostly assume that the
quantum machines operate in a perfect and desired way, one
of the major challenges of quantum computing in the noisy
intermediate-scale quantum (NISQ) era is to deal with errors
due to limited resources available [42], [43]. Quantum sys-
tems are extremely vulnerable to environmental effects which
rapidly decohere their quantum properties. While eventually
quantum error correction techniques may have to be used
to ensure fault-tolerant quantum computation, they are not
practical to implement currently due to high overhead in terms
the number of qubits and quantum gates. Therefore, we have
to assume that NISQ devices cannot mainly rely on quantum
error correction and other more robust utilization of noisy
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quantum devices must be sought. In this regard, variational
quantum algorithms (VQA) [44], [45] have been proposed as
a promising method to achieve quantum advantages on the
NISQ devices. VQA has a common hybrid structure including
a parameterized quantum circuit with its measured expectation
output contributing to the computing of the cost function. A
classical processor will optimize the circuit parameters by
minimizing the cost function. This gives rise to the hybrid
quantum-classical nature that combines the power of quantum
computing with the success of existing classical neural net-
works [46]. Because the circuit has relatively shallow depth,
the overall algorithm is resilient against quantum noise caused
by decoherence and imperfect gate circuits as studied in
Section IV. The application of VQA-based hybrid machine
learning in wireless communications is still rare. In [48],
variational quantum circuit are used to build QNN as a new
QML approach for Wi-Fi sensing. The proposed transfer
learning framework with a small-scale QNN can achieve
greater than 90% accuracy, comparable to a large-scale DNN,
and can improve the robustness against domain shifts across
Wi-Fi scanning sessions. A method to automate the design of
quantum circuits (also known as ansatz) is first proposed in
[47] and applied in the scenario of WiFi integrated sensing
and communications. It is shown that a small-scale QNN can
achieve state-of-the-art performance comparable to a large-
scale DNN, in human pose recognition.

Motivated by the aforementioned efforts and lack of vari-
ational quantum algorithms to resource optimization in wire-
less communications, this paper investigates hybrid quantum-
classical neural networks employing variational quantum cir-
cuits to optimize multiuser beamforming with the design
objective of maximizing the sum rate. We refer “hybrid neural
networks” as a hybrid use of both classical neural networks
and quantum neural networks jointly. A beamforming opti-
mization that can achieve a higher sum-rate in a shorter time
than a classical algorithm can equate to more efficient network
resource utilization serving more users. To the best of our
knowledge, this paper is the first study that introduces hybrid
quantum-classical neural networks to solve challenging re-
source optimization problems in wireless communications and
demonstrates their advantages over classical neural networks.
Our main contributions are summarized as follows:

• We introduce the framework of hybrid quantum-classical
neural networks to optimize the beamforming of mul-
tiuser multi-antenna systems with the aim to enhance
the capability of classical neural networks to maximize
the sum rate. It synthesises benefits of the well studied
classical deep learning neural networks, the quantum
parallelism and quantum entanglement that allow more
efficient and effective learning, and shallow quantum
circuits that are robust against noise.

• We propose two specific hybrid quantum-classical neu-
ral network structures to achieve the above aim. The
first one employs a small QNN to replace large fully
connected layers to exploit the extracted features by
a classical CNN. Thanks to the small-scale QNN, the
amount of trainable parameters increases only linearly

with the number of users and the number of antennas
at the BS. This is in stark contrast to the benchmark
classical neural network approach in which the amount of
trainable parameters increases linearly with the product
of the number of users and the number of antennas at
the BS. The second one investigates quantum CNN to
better extract the features from data which will be fed into
the classical fully connected layers to achieve superior
performance.

• We carry out extensive simulations to evaluate the learn-
ing performance and the sum rate of the proposed hybrid
structures and demonstrate their advantages in terms of
the improved sum rate and reduced trainable parameters.
Moreover, we assess their performance in noisy devices
using both software simulations and hardware emulators,
and confirm their resilience against errors.

Note that in this paper we employ a universal general-
purpose gate-based quantum computing platform which can
be applied to a wide range of applications and is not solely
dedicated for this specific beamforming optimization problem
in wireless communications.

The remainder of this paper is organized as follows. Section
II introduces the system model, problem formulation and clas-
sical neural network design to solve the sum rate maximization
problem. Section III provides details of the proposed hybrid
learning framework and two hybrid neural network structures
with analysis on the comparison of trainable parameters with
the classical counterpart. Simulation results and conclusions
are presented in Section V and Section VI, respectively. We
leave the fundamental concepts of quantum computing that are
relevant to the development of our propose algorithms to the
Appendix for readers’ convenience.

Notions: All boldface letters indicate vectors (lower case)
or matrices (upper case). The superscripts (·)H and (·)−1

denote the conjugate transpose and the inverse of a matrix,
respectively. In addition, ∥z∥2 denotes the L2 norm of a com-
plex vector z. The operator CN (0,Θ) represents a complex
Gaussian vector with zero-mean and covariance matrix Θ. IM
denotes an identity matrix of size M ×M .

II. SYSTEM MODEL, PROBLEM FORMULATION AND
CLASSICAL NEURAL NETWORK

A. System Model and Problem Formulation

We consider a multi-input single-output (MISO) downlink
system where a BS with Nt antennas serves K single-antenna
users. The received signal at user k can be written as

yk = hH
k wksk + nk, (1)

where hk ∈ CNt×1 denotes the channel vector between the
BS and user k, wk and sk ∼ CN (0, 1) denote the transmit
beamforming vector and the information-bearing signal for
user k with normalized power, respectively. The additive
Gaussian white noise (AWGN) is given by nk ∼ CN (0, σ2).
As a result, the received SINR at user k is expressed as

γk =
|hH

k wk|2∑K
j ̸=k |hH

k wj |2 + σ2
,∀k. (2)
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Based on the aforementioned system setup, we consider the
sum rate maximization problem under a total power constraint
P which is formulated as

max
wk,k=1,...,K

K∑
k=1

log2(1 + γk), s.t.

K∑
k=1

∥wk∥22 ≤ P, (3)

where we have assumed that perfect channel state information
is available. Normally the optimization of beamforming is
nonconvex and difficult to solve. Specifically, the sum rate
optimization (3) a well-known challenging problem and there
is no practical algorithm to find its optimal solution. Instead, it
is often solved in an iterative way such as using the weighted
minimum mean squared error (WMMSE) algorithm [4], [5].
Although the WMMSE algorithm achieves close to optimal
solutions with a large number of iterations, its iterative nature
brings high complexity and therefore it is not suitable for
practical implementation in particular for low-latency systems.

B. Overview of A Classical Deep Neural Network Solution

Deep learning has emerged as a new paradigm to learn the
mapping from the channel state information to the beamform-
ing solution offline, and then infer the near-optimal solution in
real time with low complexity and computational latency [7]–
[9]. Learning the beamforming solution directly is a nontrivial
task because of the high-dimensional beamforming vectors
which contain 2NtK real variables. To facilitate the deep neu-
ral network design, [9] has proposed a model-based approach
that aims to first learn the key features of the problem (3) with
a reduced dimension, and then the beamformig solution can be
recovered from the key features and channel state information.

To be specific, the optimal parameterized downlink beam-
forming vectors can be expressed as [49]:

w∗
k =

√
pk

(IN +
∑K

k=1
qk
σ2hkh

H
k )−1hk

||(IN +
∑K

k=1
qk
σ2hkhH

k )−1hk||2
,∀k, (4)

where {p} is the downlink power vector with a sum of P
and pk = ∥wk∥2. {q} denotes the virtual uplink power for
a symmetric scenario where the downlink and the virtual
uplink channels are equally strong and have well separated
directivity, while both channels have the same SINR region
for all users and the same total transmit power. {q} and {p}
will be exploited as the low-dimensional features. In other
words, instead of predicting the beamforming vectors directly,
the neural network will predict the power vectors {q} and {p}
and then with the available channel information, the required
beamforming solution can be recovered by using (4). We can
see that by doing so, the output dimension of the neural
network is reduced from 2NtK to 2K, which leads to much
reduced complexity and improved accuracy.

Because the problem is (3) is nonconvex and it is difficult to
generate enough labelled data, we adopt unsupervised learning
to train the neural network. The resulting loss function is thus
the negative average sum rate directly, i.e.,

Loss = − 1

2KN

N∑
n=1

K∑
k=1

log2

(
1 + γ

(n)
k

)
, (5)

Fig. 1. The classical neural network structure to solve (3).

TABLE I
PARAMETERS OF THE NEURAL NETWORK MODULES OF THE CLASSICAL

NEURAL NETWORK STRUCTURE IN FIG. 1.

Layer Parameter
Layer 1 Input Input of size K × 2Nt × 1

Layer 2 2D convolutional F kernels of size m × m, zero
padding 1, stride 1

Layer 3 Activation ReLU
Layer 4 Batch normalization non-trainable parameters: momentum=0.1, ϵ = 10−5

Layer 5 Flatten
Layer 6 Fully-connected) 2K neurons
Layer 7 Output Activation Sigmoid

where N is the batch size. The beamforming vectors need
to meet the total transmit power constraint in (3), while this
may not be satisfied by the output of the neural network. In
the construction of the above loss function, before we calculate
the SINR, we normalize the output of the neural network such
that the total transmit power is always P .

The network structure is adapted from the model-based
beamforming neural network framework proposed in [9] to
learn the power vectors, as illustrated in Fig. 1. This framework
is composed of a CNN architecture, one batch normalization
(BN) layer, one flatten layer, one fully connected (FC) layer
and one Sigmoid activation layer at the end. The output
includes the uplink and downlink power vectors and they will
be used to find the original beamforming vectors using (4).
The CNN layer is useful to extract features and it applies
F kernels of size m ×m, one stride, and one padding. The
complex channel input is split into two real value inputs, so
the input dimension of the input layer is K×2Nt. The Adam
optimizer is adopted [50] for the optimization of the neural
network with a learning rate of 0.001. Detailed description of
the classical neural network structure is provided in Table I.

III. HYBRID QUANTUM-CLASSICAL NEURAL NETWORKS
FOR BEAMFORMING OPTIMIZATION

The aim of this paper is to leverage the latest quantum tech-
nology to enhance the classical neural networks to optimize
the downlink beamforming design. In this section, we propose
a framework of hybrid quantum-classical neural network that
introduces quantum layers into the classical neural network
presented in Section II (illustrated in Fig. 1) to improve its
performance.

A QNN layer that can be incorporated in the classical neural
network usually contains the following three components:

• Data embedding. It transforms classical information into
quantum states in higher dimensional Hilbert space, and
is an essential first step in using quantum machine
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learning algorithms to solve classical problems. It can be
seen as a quantum circuit composed of quantum gates
to a set of |0⟩ quantum nodes and the parameters of
the gates are determined by the classical data. How to
design efficient data embedding is still an active research
area, and there are widely used data embedding methods.
Below we introduce two of them [51] that will be used
in our proposed hybrid neural network.

1) Angle encoding. Angle encoding makes use of rota-
tion gates to encode classical information {xi}. The
classical information determines angles of rotation
gates:

|ψ⟩ = ⊗n
i R(xi) |0n⟩ , (6)

where R(·) denotes a rotation gate about the X, Y
or Z-axis of the Bloch sphere and in this paper we
use Ry introduced in the Appendex. The number
of qubits required for encoding is the same as the
length of the classical vector. For instance, suppose
the classical data is x = [π π π], then using Ry

gate the corresponding quantum state will be |111⟩.
2) Amplitude encoding. This method encodes a nor-

malized classical vector x of length N into ampli-
tudes of an n-qubit quantum state:

|ψ⟩ =
N∑
i=1

xi |i⟩ , (7)

where N = 2n, xi is the i−th element of the
vector x and {|i⟩} is the computational basis for
the Hilbert space. For instance, for a classical vector
x = [12

1
2 − 1

2 − 1
2 ]

T , the amplitude encoded
quantum state can be expressed as

|ψ⟩ = 1

2
|00⟩+ 1

2
|01⟩ − 1

2
|10⟩ − 1

2
|11⟩ . (8)

As a n-qubit system can provide 2n amplitudes,
amplitude encoding only requires n = ⌈log2(N)⌉
qubits, compared to N qubits for the angle embed-
ding.

• Parameterized quantum circuit. A parameterized quantum
circuit is the main circuit following the data embed-
ding. Usually one layer of circuit includes entangling
operations such as CNOT and parameterized rotations
using single-qubit quantum gates. The rotation angles of
the rotation gates are trainable parameters similar to the
weights of classical neural networks. The whole circuit
can have multiple identical or different layers to improve
its expressive power.

• Measurement. The outputs of the quantum states are
retrieved by measuring the qubits’ states in the compu-
tational basis (usually the Pauli-Z basis). This process
essentially converts quantum states back to classical data
which will then be used as input for the rest classical
neural network layers.

It is worth mentioning that the initialization for the qubits is
done by setting their states to |0⟩ and the gates parameters are
initialized by using a uniform distribution in [−2π, 2π].

There are different ways in which QNN can be incorporated
into classical neural networks. It can either make better use
of features extracted by the classical layers or can more
effectively extract features to be used by classical layers. In
this paper, we propose two hybrid structures that will be
presented below.

A. A Hybrid QNN Structure

The first hybrid neural network structure is to add a QNN
after the classical CNN as illustrated in Fig. 2. Compared to
the classical neural network in Fig. 1, this structure replaces
the fully connected layer ’FC’ with a QNN layer together with
two smaller fully connected layers ’FC1’ and ’FC2’. The CNN
is well known to extract features effectively, and the motivation
of this design is to leverage QNN to better exploit the features
extracted by the CNN than the original fully connected layer.
The details of the QNN is shown in Fig. 3. As described in

Fig. 2. The proposed hybrid QNN structure to solve (3).

the previous subsection, the proposed QNN has the embedding
layer, parameterized quantum circuit layer and measurement
layer with details below.

1) Data embedding layer. The data embedding layer em-
ploys angle encoding to convert the classical data to quantum
states. 1 Suppose the output length of the flatten layer is O
which will become clear in Section III. C. Then the first small
fully connected layer (‘FC1’ in Fig. 2) with the activation
function ‘tanh’ has Q neurons and generates Q classical input
data to the QNN, denoted as {ci}Qi=1. For angle encoding, we
first apply the Hadamard gate and then the Ry gate to encode
classical channel data {ci} to quantum data, i.e.,

|ψ⟩ = ⊗Q
i Ry(ci)H

∣∣0Q〉 , (9)

and we can clearly see that the classical bits determine the
angle of Ry gates. This process is illustrated in the first part
of Fig. 3.

2) Parameterized quantum circuit layer. After quantum
data embedding, there are L parameterized circuits with an
identical structure and the l−th circuit is shown in the middle
of Fig. 3. The qubits are first entangled through the CNOT
gates and specifically, the i−th qubit is the control qubit and
the (i+1)−qubit is the target qubit. It is then followed by Ry

gates with rotation angles as trainable parameters, which are
similar to the trainable parameters including weight and bias
in classical neural network. All trainable parameters will be
jointly optimized by a classical optimizer during the training
process. This multi-layer circuit structure allows to increase

1The encoding methods for QNN and QCNN are chosen based on the
empirical results in Section V.
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the entanglement2 of qubits and exploitation of the quantum
space.

Note that the trainable parameters are different across dif-
ferent circuits, so the total number of trainable parameters is
LQ. The input and output dimensions of the parameterized
quantum circuit layer are both Q.

3) The measurement layer. As illustrated in the rightmost
part of Fig. 3, after the parameterized quantum circuits, the
measurement layer converts the quantum states to the classical
data. Specifically, it takes the expectation values of a number
of measurements in the Z-basis which projects the quantum
state onto one of the states |0⟩ or |1⟩, i.e., the eigenstates of the
Pauli Z matrix. In our simulation, 1,000 circuit evaluations3 are
used to estimate the expectation values. The output dimension
of the measurement layer is still Q.

The following fully connected layer (‘FC2’ in Fig. 2) has
2K neurons which takes the Q dimensional output of the QNN
as input. The whole hybrid neural network can be trained
so that the weights of the classical neural network and the
rotation angles (i.e., LQ in total) in the QNN can be jointly
optimized so that the search space is expanded to utilize the
higher expressive power of the quantum layer. Apart from
qubit entanglement, the main advantage of this method is
that it requires less trainable parameters than the classical
neural networks since each layer of quantum circuit only has
Q parameters to optimize. A detailed comparison of neural
network parameters is provided in Section IV.C.

In addition, we can also exploit transfer learning in which
the CNN module is pre-trained in the classical deep neural
network as a feature extractor and we keep its weights con-
stant, so we only need to train the weights and rotation angles
in the newly added fully connected layers and QNN. This
method will further reduce the number of required trainable
parameters and can be trained with fewer epochs.

B. A Hybrid Quantum CNN Structure

In the second hybrid scheme, we propose to enhance the
classical neural network by introducing an additional quantum
CNN (QCNN) layer before the CNN layer, as illustrated in
Fig. 4. This is inspired by the quanvolution neural network
originally proposed in [52]. CNN is well known for its
capability to capture the spatial and temporal dependencies
in the input data by applying convolutional filters to local
subsections of the input to produce useful features. Another
benefit of CNN is that it requires many fewer parameters
than fully connect layers via weight sharing. A QCNN layer
operates in a similar way as CNN by extracting useful features
through transforming local data and thus retains the advantages
of CNN. The main difference is that a quantum filter ex-
tracts features using purpose-designed parametrized quantum

2According to [54], entanglement is necessary in a quantum algorithm on
pure states if the algorithm is to offer an exponential speed-up over classical
computation, although it alone may not be an essential resource for quantum-
computational power.

3The delay caused by the high number of circuit evaluations will exceed
the 5G/6G latency budget. This will be improved as quantum technology
advances and can be reduced by using less circuit evaluations at the cost of
lower measurement quality.

circuits, and possible performance gains come from the fact
that QCNN can exploit a large quantum state space through
controllable entanglement and interference [53]. This would
lead to improved machine learning models for classical tasks.

An example parameterized quantum circuit in QCNN is
shown in Fig. 5. Similar to the QNN, it has the embedding
layer, parameterized quantum circuit layer and measurement
layer which are detailed below.

1) Data embedding. We apply the parameterized quantum
circuit to a small 2 × 2 square of input channel vector
with unit norm which contains four classical input (channel)
data c1, c2, c3, c4. As shown in the first part of Fig. 5, we
employ amplitude embedding to encode the classical data
into the following quantum states which requires only two
(Q = log2(4)) qubits:

|ψ⟩ =
4∑

i=1

ci |i⟩ , (10)

where {|i⟩} belongs to the computational basis of two qubits,
i.e., {|00⟩ , |01⟩ , |10⟩ , |11⟩}.

2) Parameterized quantum circuit layer. After data embed-
ding, the classical data is represented by two qubits which are
then followed by L parameterized circuits which has the same
structure as that in the QNN method, i.e., it uses the CNOT and
Ry(θ) gates to generate qubits entanglement, and the angles of
the Ry gates are trainable parameters to be optimized. There
are in total 2L trainable parameters.

3) Measurement layer. Finally, the two-qubit quantum
states are measured to produce classical output using the
same method as QNN by taking the expectation values of
measurements in the Z-basis. As the QNN, we use 1,000
circuit evaluations to estimate the expectation values. Similar
to CNN, by applying the parameterized quantum circuits to
the whole input channel data (a 2 × 2 block each time), we
can obtain the output of QCNN.

The measurement output will be fed into the original CNN
layer as shown in Fig. 4. This structure can be generalized to
Q > 2 with 2Q input data (e.g., a block of 2Q−1 × 2Q−1)
and is particularly attractive for NISQ devices since it only
requires a small number of qubits and is thus robust against
noise which will be verified in Section IV.

Note that we use trainable QCNN unlike the original work
in [52]. In [52], QCNN is used as a data pre-processing
mechanism to extract features and a random quantum circuit is
adopted, so the rotation angles are not trainable. The quantum
processed data is then used as the input to classical neural
networks. This method limits the capability of QCNN while
our proposed solution better exploits the quantum space by
optimizing the rotation angles together with the weights of
classical neural networks.

C. Parameter and Complexity Analysis

A major advantage of the hybrid quantum-classical neural
network is that it requires much less trainable parameters. This
imlies that a hybrid quantum-classical neural network is more
memory-efficient in training and storing the model and more
efficient when deployed on quantum computers and it has
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THE l-TH LAYER CIRCUIT

· · · · · ·

· · · · · ·

· · · · · ·

· · · · · ·

|ψ1⟩ H Ry(c1) Ry(θl,1)

|ψ2⟩ H Ry(c2) Ry(θl,2)

|ψ3⟩ H Ry(c3) Ry(θl,3)

|ψ4⟩ H Ry(c4) Ry(θl,4)

EMBEDDING MEASUREMENT

Fig. 3. The parameterized quantum circuit used in QNN, Q = 4. ci is the i-th classical input data. There are L entanglement layers in the middle part.

Fig. 4. The hybrid QCNN structure to solve (3).

Fig. 5. Detailed circuit of the quantum convolutional layer. Here we assume it
processes a block of 2×2 classical data, and the number of qubits is Q = 2.
ci is classical channel data.

better scalability. Therefore in this subsection, we analyze the
amount of trainable parameters of our proposed hybrid neural
networks and compare them with that of the hybrid neural
network. We assume the dimension of the input multiuser
channel matrix is K×2Nt×1 which indicates that the number
of input channels (in the terminology of CNN) is K; and the
output dimension is 2K×1 which represents the concatenated
uplink and downlink power vector.

• Classical CNN in Fig. 1. Suppose the number of filters
is F (so is the number of CNN output channels), the
kernel size is m × m, and both padding and stride are
one. The number of parameters in the CNN module
is (Km2 + 1)F [55] including Km2F weights and F
biases, and the batch normalization layer requires 2F
trainable parameters. The output dimension of CNN is
F × (2Nt − m + 3) × (1 − m + 3) and after the
flatten layer, the input size to the fully connected layer
is F (2Nt −m+ 3)(4−m). Since there are 2K neurons
in the fully connected layer, the number of associated
parameters is 2K(F (2Nt −m + 3)(4 −m) + 1) where
the constant 1 is due to the biases. Therefore in total the

number of parameters is

PCNN = (Km2+3)F+2K(F (2Nt−m+3)(4−m)+1).
(11)

• QNN in Fig. 2. In the proposed hybrid QNN structure,
it reuses the first CNN module, so the associated number
of parameters (including the batch normalization layer)
is also (Km2 + 3)F , and after flatten layer, the output
dimension is F × (2Nt −m+3)× (4−m). To generate
input to the QNN with Q qubits, the first fully connected
layer has Q neurons, so the associated number of pa-
rameters is (F (2Nt −m+ 3)(4−m) + 1)Q. The QNN
module with layer L has LQ parameters. The second fully
connected layer has 2K(Q + 1) parameters. Therefore
the total number of parameters of this proposed hybrid
structure is

PQNN=(Km2+3)F+(F (2Nt−m+3)(4−m)+1)Q+LQ+2K(Q+1).

(12)
Since normally a small number of qubits Q is needed,
the number of parameters is less than that in the classical
CNN. Especially, when K = Nt → ∞, we can verify
that PQNN

PCNN
→ 0, and this confirms the advantage of

the proposed QNN in terms of requiring less trainable
parameters. This result is significant since the number
of training parameters of the proposed QNN approach
only increases linearly with Nt and K, while that of
the classical CNN increases with KNt. Therefore our
proposed QNN has the potential to achieve more scalable
performance.

• QNN with transfer learning in Fig. 2. The difference
of this hybrid structure from the above one is that the
weights and biases of the first CNN module is fixed and
non-trainable, only the remaining layers involve trainable
parameters, and therefore the number of parameters is

PQNNT
= (F (2Nt−m+3)(4−m)+1)Q+LQ+2K(Q+1),

(13)
which is significantly less than the classical CNN espe-
cially when the number of users is large. This will be
confirmed by results in Section VI.

• QCNN in Fig. 4. In the second proposed hybrid structure,
a QCNN is introduced before the CNN module. The
number of parameters in QCNN is LQ. Suppose the
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quantum kernel dimension is FQ × FQ (FQ = 2 in the
example in Fig. 4). The output dimension of QCNN is
K
FQ

× 2Nt

FQ
×Q. Then the number of weights in the next

CNN module is ( K
FQ
m2+3)F , and the output dimension

of CNN is F × ( 2Nt

FQ
− m + 3) × (Q − m + 3). The

number of parameters in the following fully connected
layer is 2K(F ( 2Nt

FQ
−m+3)(Q−m+3)+1). Therefore

the total number of parameters in this hybrid structure is

PQCNN=LQ+( K
FQ

m2+3)F+2K(F (
2Nt
FQ

−m+3)(Q−m+3)+1).

(14)
By comparing PQCNN in (11) with PCNN in (14), we
notice that as long as the number of qubits Q is small,
in general, the proposed QCNN requires less trainable
parameters. Specifically, when K = Nt → ∞, we
can see that PQCNN

PCNN
→ Q

FQ
. Suppose the quantum

kernel is a square one with dimension FQ × FQ, then
FQ = 2Q/2 which yields PQCNN

PCNN
→ Q

FQ
= Q

2Q/2 . This
observation confirms the exponential quantum advantage
of the proposed QNN in terms of requiring less trainable
parameters.

For comparison, if the direct output of the last layer of
neural networks is beamforming with dimension 2NtK, the
numbers of trainable parameters are as shown below in Table
II. By comparing Table I with the above results, it can be

TABLE II
THE NUMBERS OF PARAMETERS WHEN THE DIRECT OUTPUT IS

BEAMFORMING.

Neural
networks

The number of trainable parameters

Classical
CNN

PCNN=(Km2+3)F+2NtK(F (2Nt−m+3)(4−m)+1)

QNN (Km2+3)F+(F (2Nt−m+3)(4−m)+1)Q+LQ+2K(Q+1)

QNN with
transfer
learning

(F (2Nt−m+3)(4−m)+1)Q+LQ+2K(Q+1)

QCNN LQ+( K
FQ

m2+3)F+2NtK(F (
2Nt
FQ

−m+3)(Q−m+3)+1)

clearly seen that by using the power vectors as the neural
network output, the trainable parameters can be significantly
reduced because the output dimension is reduced by a factor
of Nt.

D. Training and Testing

The training of the hybrid quantum neural network fol-
lows the same way as the classical neural network. We still
adopt unsupervised training and the same loss function in (5)
and Adam optimizer in the training process. The training is
based on backpropagation using any classical gradient-based
optimization algorithm. When calculating the gradient on a
quantum simulator without noise, the quantum circuit can be
viewed as a black box and the gradient of this black box with
respect to its parameters can be calculated in a standard way.

The new challenge is to compute the gradients on a quantum
computer because the noise in NISQ devices will render
accurate approximation of gradients impossible. In addition,
it is desirable that the same quantum circuit can be used
to compute both the quantum function and the gradient of

the quantum function. To achieve these goals, the parameter-
shift rule [56] is widely used to compute the gradients of
quantum functions, which evaluates the original expectation in
the measurement twice, but with one circuit parameter shifted
by a fixed value.

To be specific, suppose the loss function is f , and then the
derivative of the expectation value of the variational quantum
circuit with respect to the parameter θi is computed using the
parameter-shift rule is follows:

df

dθi
= r

[
f
(
θi +

π

4r

)
− f

(
θi −

π

4r

)]
, (15)

where r = e1−e0
2 is the shift constant determined by the

eigenvalues {e0, e1, e0 < e1} of the Hermitian generator of
the unitary gate parameterized by θi.

It is similar to the standard gradient derivation that uses two
evaluations of the a function at proximity. However, in the
parameter-shift rule, the shift between two data points is finite
and is not infinitesimal. The parameter-shift rule is supported
in most existing quantum simulators such as Pennylane [57],
Qiskit [58], TensorFlow Quantum [59] and Amazon Braket
[60] simulators. The testing phase follows a standard approach
as the classical neural network and the details are omitted.

IV. QUANTUM NOISE

So far we have assumed the quantum operations are perfect
but quantum computing is still a nascent technology, and quan-
tum noise is the major limiting factor of the NISQ devices.
This section will present some example models of quantum
noise [14] that will be used to evaluate the performance of
our proposed hybrid neural networks in the next section.

A bit flip error is a type of error in which the state of a qubit
is flipped from |0⟩ to |1⟩ or vice versa with probability p. This
could happen during hardware measurement or calibration.
Quantum noise is commonly modelled by quantum channels
that is represented by Kraus operators {Ki} satisfying the
condition

∑
i K

†
iKi = I. Assume the initial status of a qubit

is ρ, then output status after passing a channel is written as:

Φ(ρ) =
∑
i

K†
iρKi. (16)

The effect of a channel is to apply a random unitary transfor-
mation Ki with a certain probability. The Kraus operators of
a bit flip channel can be expressed as:

K0 =
√
1− p

[
1 0

0 1

]
,K1 =

√
pX =

√
p

[
0 1

1 0

]
. (17)

Note that flipping the state of a qubit is equivalent to applying
an X gate.

Similarly we can define the phase flip channel, whose Kraus
operators are

K0 =
√
1− p

[
1 0

0 1

]
,K1 =

√
pZ =

√
p

[
1 0

0 −1

]
. (18)

In other words, the phase flip channel applies a Z gate with
the probability p.
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The depolarizing channel is a generalization of the bit flip
and phase flip channels, in which each of the three types
of Pauli errors happen with the same probability. Its Kraus
operators are given by

K0 =
√
1− p

[
1 0

0 1

]
,K1 =

√
p

3
X =

√
p

3

[
0 1

1 0

]
, (19)

K2 =

√
p

3
Y =

√
p

3

[
0 −i
i 0

]
,K3 =

√
p

3
Z =

√
p

3

[
1 0

0 −1

]
. (20)

We can see the depolarizing channel leaves the status of a
qubit unchanged with the probability 1 − p, and apply X, Y
and Z gates each with the equal probability p

3 . In the next
section, we will show the effect of the bit flip channel and the
depolarizing channel using simulation results.

V. SIMULATION RESULTS

In this section, numerical simulations are carried out to eval-
uate the proposed hybrid neural networks for optimizing the
downlink beamforming in a wireless communications network.
We consider an MISO system in which one BS serves multiple
users using 20 MHz bandwidth and the noise power spectral
density is -174 dBm/Hz. The large-scale fading is considered
and the path loss is modelled as 128.1 + 37.6 log10(d) where
d is the distance in km between the BS and a user. We
assume users are uniformly located in an area between 100
and 500 meters from the BS. The small-scale fading follows
the Rayleigh distribution with zero mean and unit variance. We
assume the number of antennas at the BS is the same as the
number of users, i.e., Nt = K. We employ the deep learning
software Pytorch and the PennyLane framework to implement
the proposed quantum neural networks. Unless otherwise
specified, we use 10,000 channel samples for training the
neural networks with 150 epochs, a minibatch size of 100
and a learning rate of 0.001 of which 20% of data samples
are used for validation; and 1,000 channel samples are used
for testing the performance of the trained neural networks. The
transmit power is assumed to be 30 dBm.

For comparison, we consider the classical neural network
(NN) introduced in Section II as a benchmark, and the
WMMSE solution in [4] which is obtained by using a large
number of iterations to serve as a performance upper bound.
The sum rate is normalized as a percentage by the WMMSE
solution for all other schemes so it is always less than one.

First we will decide the QNN related hyper parameters
including the number of layers and number of qubits by
studying the performance of the proposed hybrid structures for
a system with Nt = K = 8. We vary the number of quantum
circuit layers from 2 to 6 while fixing the number of qubits to
be Q = 4. The results are shown in Table III. It is observed
that increasing the number of layers does not have an obvious
effect on the resulting sum rate. Next in Table IV we show
the results by varying the number of qubits from 2 to 8 while
keeping the number of layers to be L = 2 and again, there is
no significant effect on the achievable sum rate. Therefore, in
the sequel we choose L = 2 layers and Q = 4 qubits for low
complexity unless otherwise specified.

TABLE III
THE EFFECT OF THE NUMBER OF QUANTUM CIRCUIT LAYERS, Q = 4.

L 2 3 4 6
RQNN 0.9202 0.9168 0.9232 0.9259

TABLE IV
THE EFFECT OF THE NUMBER OF QUBITS IN THE DESIGNED QUANTUM

CIRCUIT, L = 2.

Q 2 4 6 8
RQNN 0.9165 0.9202 0.9201 0.9168

Next we show the evolution of the loss function for different
neural networks in both training and validation processes in
Fig. 6 for a system with Nt = K = 8. First note that for
all schemes, the values of loss functions keep decreasing until
convergence and this confirms the feasibility and trainability of
the proposed quantum neural networks. For the classical NN,
its training loss first reduces quickly but then takes longer time
to converge, and it has the largest gap between the training
and validation losses among all schemes. This may indicate
that the learned model is underfitting and cannot accurately
capture the relationship between the input channel and output
beamforming. For the proposed QNN method, it shows slightly
faster convergence than the classical NN and its training and
validation losses match well with each other. We also observe
that for QNN, the validation losses are lower than the training
loss at first and then become similar and slighter higher
when the training finishes. This is because the training loss is
calculated during each epoch, but validation loss is calculated
at the end of each epoch and by then the neural network
model is much better trained and improves significantly. The
QNN method with transfer learning shows faster convergence
than QNN and classical NN because of pretraining, but their
training and validations losses are high. The proposed QCNN
method achieves the fastest convergence but we also notice
that its training loss remains high. This indicates that it may
have experienced the barren plateau phenomenon in training
and how to overcome this is worth further study. In addition,
note that in general QCNN introduces more floating-point
operations (FLOPs) which could delay the training process.

Then we compare the sum rate performance for different
number of users (and BS antennas) in Table V. As can be
seen, both the proposed QNN and transfer learning methods
achieve similar sum rate performance as the classical NN. The
proposed QCNN method achieves higher data rates especially
as the number of users increases, and this confirms that
the QCNN can effectively extract more useful features than
classical CNN. This performance gain is important considering
that only two qubits are used by QCNN due to the use of
amplitude embedding. The effect of the embedding methods
is evaluated in Table VI, and for convenience of comparison
the results in Table V are also included. We can see that
for the proposed QNN method including transfer learning,
using either the angle embedding or the amplitude embedding
does not affect much the sum rate. However, for the proposed
QCNN method, there is a significant performance loss with
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Fig. 6. The training and validation losses vs the number of epochs when
Nt = K = 8.

the angle embedding. To reiterate, we have adopted angle
embedding for QNN and amplitude embedding for QCNN. We
observe that while the performance of both CNN and QNN
degrade as the number of users increases, QCNN can maintain
a more stable performance and this verifies its advantage in
terms of scalability.

TABLE V
THE SUM RATE PERFORMANCE VS. THE NUMBER OF USERS

K = Nt 4 6 8 10 20
RClassical 0.9330 0.9134 0.9135 0.9103 0.8988
RQNN 0.9320 0.9235 0.9191 0.9088 0.9023
RQNN(Transfer) 0.9346 0.9114 0.9112 0.9151 0.9094
RQCNN 0.9256 0.9262 0.9149 0.9241 0.9223

TABLE VI
THE EFFECT OF THE EMBEDDING METHODS ON THE SUM RATE

PERFORMANCE

K = Nt 4 6 8 10 20
RQNN, angle 0.9320 0.9235 0.9191 0.9088 0.9023
RQNN, amplitude 0.9204 0.9226 0.9097 0.8958 0.8938
RQNN(Transfer), angle 0.9346 0.9114 0.9112 0.9151 0.9094

RQNN(Transfer), amplitude 0.9348 0.9224 0.9155 0.8910 0.9013

RQCNN, amplitude 0.9241 0.9238 0.9164 0.9215 0.9275
RQCNN, angle 0.9203 0.8841 0.8698 0.8931 0.8766

In addition to the sum rate, we also investigate the number
of trainable parameters in the proposed quantum neural net-
works in Fig. 7 assuming equal number of users and antennas,
i.e., K = Nt. We still use the classical NN as the benchmark,
so the results in Fig. 7 are normalized by the amount of
parameters in the classical NN. We assume that in the CNN
module used in the classical NN and the QCNN, the number
of filters is F = 8, and kernel dimension is m = 3. In the
proposed QCNN, the kernel is of size 2 × 2 as shown in
Fig. 4 and the number of qubits is thus two. It is observed
that both QNN methods require significantly less parameters
than the classical NN. For instance, the QNN method and the
QNN with transfer learning require only about 20% and 10%
parameters, respectively, for a 20-user system. This advantage
is even more obvious when the number of users increases.
This is expected as we can see from the analysis in Section

III.C, for the classical NN, when Nt = K the number of
trainable parameters increases with K2 while that of the QNN
increases linearly with K. The QCNN method requires more
parameters than QNN but in general they are still less than
the classical NN as detailed in the analysis after (14), and
QCNN has superior sum rate performance as shown in Table
V. By combining the results in Fig. 7 and Table V, we can
clearly verify the advantages of the proposed hybrid quantum-
classical neural networks, i.e., they can either improve the sum
rate performance or reduce the amount of trainable parameters
required when compared to the classical NN.
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Fig. 7. The normalized amount of trainable parameters in the proposed
quantum neural networks with hyper parameters F = 8,m = 3, L = 2, Q =
4 (QNN) or Q = 2 (QCNN).

It is obvious that the quality of channel state information
is important for the optimization of beamforming, so next
we evaluate the impact of imperfect channel estimation on
the proposed QNN method. We assume that the real channel
between the j-th antenna and the k-th user is expressed as
hj,k = ĥj,k + ∆hj,k, where ĥj,k is the available channel
estimate for neural network training and inference while
∆hj,k ∈ CN (0, σ2

e) denotes the channel estimation error with
variance of σ2

e . In Table VII, we show the results of the
achievable rate when σ2

e varies from 0.01 to 0.2 for both the
classical neural network and the proposed QNN method. It can
be observed that the rates for both methods decrease gracefully
as the channel estimation error increases and the proposed
QNN method still outperforms the classical neural network.

TABLE VII
THE EFFECT OF THE CHANNEL ESTIMATION ERROR, K = Nt = 8.

σ2
e 0.01 0.05 0.1 0.15 0.2

RClassical 0.9071 0.9008 0.8931 0.8859 0.8789
RQNN 0.9202 0.9139 0.9062 0.8988 0.8917

So far we have assumed ideal quantum circuit operation
using Pennylane’s ‘default.qubit’ device. However, current
NISQ devices cannot execute quantum circuits perfectly, so
next we will investigate the performance in noisy environ-
ments. Note that due to the excessively long time needed
to simulate the noisy circuit using IBM’s simulators/devices,
we only consider the noise in the test phase to speed up the
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simulation while in the training phase, we assume the circuits
are perfect. Consequently, the results presented here are a
lower bound of the actual performance but our simulation
results for small systems verify that the performance is close
to the scenario when noise is also considered in the training
phase. Firstly, to model the error, we simulate two noisy
channels commonly used to model experimental imperfections
introduced in Section V. The first example is the simple bit
flip channel, which swaps |0⟩ and |1⟩ with the probability p;
and the second example is the depolarizing channel in which
each of the three possible Pauli errors can be applied to a
single qubit with each probability p

3 . The results are shown
in Table VIII as the number of users varies. We also simulate
the error performance by varying the error probability from
0.01 to 0.5 for a 8-user system and results are shown in
Table IX. By comparing the results in Table V and Table
VIII and IX, we observe that as the number of users increases
or the error probability increases both types of noise cause
significant performance degradation to the sum rate. Note that
we have shown the effects of very high error probabilities, but
in realistic quantum hardware, the error probability is much
lower and its effect will be studied below.

TABLE VIII
THE EFFECT OF THE QUANTUM CIRCUIT NOISE.

K 4 6 8 10
Depolarization, p = 0.05 0.9313 0.9217 0.9174 0.9065
Bit flip, p = 0.05 0.9284 0.9116 0.9123 0.9007
Depolarization, p = 0.3 0.9213 0.8863 0.8783 0.8682
Bit flip, p = 0.3 0.9196 0.8846 0.8672 0.8601

TABLE IX
THE EFFECT OF THE QUANTUM CIRCUIT NOISE PROBABILITY, K = 8.

p 0.01 0.1 0.2 0.3 0.4 0.5
Polarization 0.9189 0.9123 0.8941 0.8779 0.8710 0.8674
Bit flip 0.9187 0.8937 0.8714 0.8674 0.8667 0.8658

Secondly, to assess the realistic effect of the noise without
running the proposed algorithms on real quantum computers
which is time-consuming, we resort to IBM quantum hardware
emulators. IBM regularly calibrates the quantum hardware
available in their cloud. Its quantum software development
kit Qiskit provides various hardware emulators that use the
calibration data to replicate the target hardware output. In
this experiment, we use three quantum emulators, i.e., Fake-
Lima, FakeVigo and FakeCasablanca with different numbers
of qubits. These quantum systems are also different in terms
of coupling map, basis gates, qubit properties (T1, T2, error
rate, etc.) which are useful for performing noisy simulations
of the system [61]. From the results in Table X, we can see
that our proposed methods are robust to quantum errors on a
variety of quantum emulators.

To better interpret the above error results of emulators and
make meaningful comparison with the bit flip noise model,
we plot the mean square error (MSE) of the QNN output
(after measurement before the next fully connected layer) in
Fig. 8 when considering the bit flip noise and the hardware
emulators. As can be seen, when the bit flip noise probability

TABLE X
THE SUM RATE PERFORMANCE ON IBM QUANTUM HARDWARE

EMULATORS.

K = 8
FakeLima
(5 qubits)

FakeVigo
(5 qubits)

FakeCasablanca
(7 qubits)

Q = 4 0.9191 0.9189 0.9189
Q = 6 0.9144 0.9144 0.9142
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Fig. 8. MSE of the QNN output with bit flip error and emulators, Q = 4.

increases, the MSE performance degrades quickly which leads
to degraded sum rate performance as verified in Table IX.
We then examine the output MSEs of the three emulators
FakeLima, FakeVigo and FakeCasablanca to infer their bit
flip noise probabilities. It is observed that all three emulators
have low output MSEs which correspond to low bit flip
noise probability of 0.01 for FakeVigo and even less for the
other two emulators, and this explains why their sum rate
performance does not deviate much from the ideal case.

VI. CONCLUSIONS

In this paper, we introduced quantum machine learning
to enhance the performance of classical neural networks to
optimize multiuser beamforming, leading to a hybrid quantum-
classical neural network framework. We proposed two specific
methods to combine quantum neural network and classical
neural network. Simulation results demonstrated that the pro-
posed methods are capable of solving the multiuser beam-
forming problem, and can achieve advantages over classical
neural networks in terms of improved performance or reduced
amount of trainable parameters. Through noise models and
hardware emulators, the proposed algorithms are also shown
to be robust on NISQ devices for small errors.

The proposed method shows that tools from quantum ma-
chine learning can be used to enhance classical solvers for the
multiuser beamforming problem. Performance advantages of
such enhanced solvers manifest already with relatively small
sizes of the quantum system. The proposed hybrid quantum-
classical neural networks are also useful for other wireless-
related purposes, particularly concerning the projected growth
of user terminals such as non-orthogonal multiple access,
power control in extremely large MIMO systems, Internet of
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Things networks, federated learning in mobile edge computing
and integrated satellite-terrestrial networks.

This observation necessitates a more careful investigation of
the problem in several important directions including but not
limited to the identification of potential bottlenecks arising in
implementations, quantum-inspired solvers for solvers which
use only classical neural networks, channel variations caused
by user mobility, error mitigation techniques to minimize the
effects of noise and architectural design questions.

In particular, the practical implementation of quantum neu-
ral networks still faces major challenges. The energy consump-
tion of quantum computers is still high and cannot be afforded
by a single base station. The latency budgets of the overall
architecture will need to be investigated. For this, the 5G
centralized radio access network (C-RAN) architecture could
be a potentially solution to implement quantum computing
with low latency [20] [62] [63].

APPENDIX: QUANTUM PRELIMINARIES

This section provides background and fundamentals on
quantum computing necessary to the development of our
proposed quantum neural networks to solve the sum rate
maximization problem (3). For a comprehensive coverage on
quantum computation and quantum information, readers are
referred to textbooks or surveys such as [14] and [15].

A. Qubits

Analogous to bits used by classical computing as the small-
est unit, quantum computing uses qubits. Unlike a classical
bit, a qubit can be in a superposition state at the same time.
The state of a qubit can be expressed using the orthogonal
computational basis of {|0⟩ , |1⟩} in a two-dimensional Hilbert
space as

|ψ⟩ = a |0⟩+ b |1⟩ , (21)

where a and b are probability amplitudes that are complex
coefficients and satisfy |a|2 + |b|2 = 1. The Dirac’s “bracket”
notation |·⟩ is called a ket which is used to indicate that the
object is a column vector. The complex conjugate transpose of
|·⟩ is denoted as ⟨·|, which is called a bra. The state of a qubit
can also be equivalently written as a vector whose elements
are the probability amplitudes.

The power of quantum computing lies in the interaction
of multiple qubits. Consider a two-qubit system in which the
two qubits states are expressed as |ψ1⟩ = a1 |0⟩ + b1 |1⟩ and
|ψ2⟩ = a2 |0⟩+b2 |1⟩. The state |ψ⟩ of the joint system is then
written as the tensor product of the quantum states of the two
qubits, i.e.,

|ψ⟩ = |ψ1ψ2⟩ = |ψ1⟩ ⊗ |ψ2⟩
= a1a2 |00⟩+ a1b2 |01⟩+ a2b1 |10⟩+ a2b2 |11⟩ .(22)

In general, an n−qubit system has 2n probability amplitudes
each corresponding to an orthogonal basis.

A quantum state can also be characterized by its state vector
with the length being the number of orthogonal states and

each elements representing the corresponding amplitude. For
instance, for the single qubit in (21), its state vector is

|ψ⟩ = [a b]T , (23)

while for the state of the two qubits in (22), its state vector is

|ψ⟩ = [a1a2 a1b2 a2b1 a2b2]
T . (24)

In the above example, |ψ1⟩ and |ψ2⟩ are independent of each
other. There also exists scenarios in which the quantum states
of multiple qubits are correlated and cannot be represented
separately and independently of individual qubit states. In this
case, the qubits are entangled with each other. Bell states are
the simplest example of quantum entanglement of two qubits
and include the following four maximally entangled states of
two qubits: ∣∣Φ+

〉
=

1√
2
|00⟩+ 1√

2
|11⟩∣∣Φ−〉 =

1√
2
|00⟩ − 1√

2
|11⟩∣∣Ψ+

〉
=

1√
2
|01⟩+ 1√

2
|10⟩∣∣Ψ−〉 =

1√
2
|01⟩ − 1√

2
|10⟩ . (25)

It can be verified that Bell states in (25) cannot be described
as the form in (22). Quantum entanglement has important
implications and this property allows quantum computers to
perform operations that are difficult to achieve on classical
computers. The existence of entanglement has been experi-
mentally verified by the CHSH game [64], which is a thought
experiment involving two cooperating players who want to
win a game without communicating with each other during
the game. It is shown that if both players use only classical
strategies involving their local information and potentially
shared randomness, the maximum probability they win is 75%.
However, if both players pre-share an entangled qubit pair,
e.g., |Φ+⟩, then using a quantum strategy they succeed with
a probability of 85%. This experiment gives strong evidence
of quantum entanglement.

B. Measurement

Measurements extract information about a quantum system
and link it to a classical system. For a single qubit state in (21),
the complex amplitudes a and b determine the probabilities of
obtaining |0⟩ or |1⟩ when measuring the state of a qubit relative
to a given computational basis. Suppose we use the Z basis of
{|0⟩ , |1⟩} with corresponding eigenvalues λ0 = 1, λ1 = −1,
then the probability of obtaining the outcome j is

p(j) = ⟨ψ|PjP
†
j |ψ⟩ =

{
|a|2, Pj = |0⟩ ;
|b|2, Pj = |1⟩ .

(26)

That is, after measurement, the probabilities of obtaining |0⟩
and |1⟩ are |a|2 and |b|2, respectively. The expected value after
the measurement is then calculated as

∑
j=0,1 p(j)λj .
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Note that once an outcome is observed after the measure-
ment, the quantum state collapses to a classical bit 4, and
all quantum operations will have the same effect as classical
operations. In other words, the quantum computation ends with
the qubit measurement. In practice, measurements are often
restricted to the Z-basis such as on IBM quantum computers,
so each qubit needs to be first rotated to the Z-basis before
measurement.

C. Quantum Gates

Quantum gates are basic quantum circuits that can be used
to change the quantum state of a single or multiple qubits
in a reversible way. Quantum gates are unitary operators and
can be interpreted as rotations of the quantum state vector
in the Bloch sphere. Applying a quantum gate to qubit(s)
is equivalent to left multiplying the corresponding unitary
matrix with the state vector representation of qubits. Below
we describe some useful quantum gates that are necessary in
our proposed quantum neural networks.

• We start from the Hadamard gates for a single qubit. The
Hadamard gate creates equiprobable superpositions of the
two states and can be represented by the matrix

H =
1√
2

[
1 1

1 −1

]
, (27)

and it performs the transforms below

H |0⟩ = 1√
2
|0⟩+ 1√

2
|1⟩ ,

H |1⟩ = 1√
2
|0⟩ − 1√

2
|1⟩ . (28)

• Another set of three popular single-qubit quantum gates
belonging to the Pauli gates are expressed as

X =

[
0 1

1 0

]
, Y =

[
0 −i
i 0

]
, Z =

[
1 0

0 −1

]
. (29)

We can see that the X gate swaps the amplitudes of the
two states, i.e.,

X |ψ⟩ = b |0⟩+ a |1⟩ , (30)

so it is also known as the NOT gate. Y gate and Z gate
perform rotations by π around the y-axis and z-axis of
the Bloch sphere, respectively, which can be verified as:

Y |ψ⟩ = −i(b |0⟩+ a |1⟩), Z |ψ⟩ = a |0⟩ − b |1⟩ . (31)

• Different from the above gates with pre-determined op-
erations, the Ry(θ) gate is a parameterized gate that
performs the rotation of a qubit about the Y-axis in the
Bloch sphere by a given parameter angle θ. Ry(θ) gate
can be expressed as

Ry(θ) =

[
cos( θ2 ) − sin( θ2 )

sin( θ2 ) cos( θ2 )

]
. (32)

4There also exists non-destructive measurement that can infer how the
measurement process changes the quantum state of the system.

• The Controlled-NOT (CNOT) gate is a popular two-qubit
gate, which is used to entangle two qubits and is essential
in quantum computing. This gate is a conditional gate
that applies an X-gate (NOT operation) on the second
qubit, if the state of the first qubit is |1⟩. The first and
the second qubits are often called the control and target
qubits, respectively. Mathematically, a CNOT gate for two
qubits can be written as

CNOT =


1 0 0 0

0 1 0 0

0 0 0 1

0 0 1 0

 . (33)

It is easy to verify that if we apply the CNOT gate to
the |10⟩ state which is represented as the state vector
[0 0 1 0]T , we will get the result of [0 0 0 1]T

which corresponds to the state of |11⟩. This is because
the control qubit is |1⟩, the target qubit needs to be flipped
from |0⟩ to |1⟩.

Note that qubits can be realized through various physical
systems like superconducting circuits, trapped ions, or pho-
tonic systems. Take the superconducting quantum computers
for example. They use Josephson junctions to build artificial
atoms as superconducting qubits and by irradiating microwave
photons at these superconducting qubits, one can control their
behavior including the above mentioned gate operations [65].
Superconducting quantum computers have the fastest gate
speed which is measured in nanoseconds, so it is sufficient to
support the computational tasks for 5G/6G communications.
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