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Abstract

Abstract

The thesis focuses on the utilization of unstructured data in digital marketing and

supply chain management. The first chapter, I explore the effect of expert opin-

ions on consumer experience via the lens of consumer reviews in the restaurant

industry, where the expert opinions are conveyed by Michelin stars. We apply two

synthetic-control-based methods to estimate the effect of Michelin star changes on

the sentiment and content of consumer reviews. We find that decreases in Miche-

lin stars improve consumer review ratings, suggesting that the expectation effect

of expert opinions is stronger than the reputation effect. In the second chapter, I

move to explore how businesses adapt and respond to expert opinions. To do this,

we analyze restaurants historical menus to explore how the restaurants responded

to Michelin star awards. We find that one of the reasons why restaurants with de-

creases in Michelin stars received higher star ratings after the star decrease is that

they streamlined their menu structure and thereby improved the service quality. In

the final chapter, we conduct a spend analysis of a procurement practice for manu-

facturers. We propose the three-component classification model to automate spend

analysis and replicate the experts know-how. Using the spend data from Cranswick

plc, a major food producer in the UK, we demonstrate improved accuracy of our

methodology and superior performance compared to benchmark models.
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Text data has emerged as a critical component in the digital era, offering pro-

found insights into consumer behavior, market trends, and business strategies. My

research significantly contributes to this burgeoning field of study, highlighting the

applications and impacts of text data in digital marketing and supply chain manage-

ment. This thesis offers a comprehensive approach to understanding and leveraging

the nuances of text data, and covers both methodology contributions and practical

contributions.

From the methodology perspective, Chapter 2 provides a rigorous and general

empirical framework for analyzing consumer response to external shocks with re-

view data by adopting two synthetic-control-based causal inference methods and an

augmented LDA model. Chapter 4 presents a comprehensive methodology that em-

ploys natural language processing and machine learning to automate spend analysis

that successfully replicates the procurement expert’s know-how. The categoriza-

tion model classifies a vast number of suppliers into accurate multi-level hierarchical

taxonomy that is both deep and broad.

From the practical perspective, Chapter 4 is the first academic study to formalize

the automation of spend analysis. Therefore, it can highlight potential paths and

contribute towards the evolution of Industry 4.0. By collaborating with a major food

producer in the UK, we demonstrate improved accuracy of our methodology and su-

perior practical performance compared to benchmark models. Our spend analysis

decision support tool helps to identify the product categories with the highest sav-

5 of 167



Impact Statement

ings potential, and helps recommend specific suppliers to seek savings in an accurate,

quick, and cost-effective manner. Simulation of implementation estimates that au-

tomation of spend analysis contributes to £16-22 million ($20-28 million) in annual

savings for this food manufacturer.
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1

Chapter 1

Introduction

The significance of big data in enhancing decision-making processes and optimizing

various business functions, including marketing and supply chain, is well-recognized

(Chen et al. 2012a, Davenport 2013, Chae 2015). Despite this, IBM notes that

up to 80% of an organization’s data is unstructured (George et al. 2014), present-

ing a vast opportunity for the analysis of such data. The challenge for businesses

now lies in harnessing this unstructured data to extract actionable insights, thereby

gaining a competitive edge and making more informed decisions. Companies like

Amazon, eBay, and Walmart are already utilizing big data text analytics to man-

age extensive knowledge resources, engage with customers, and improve operational

efficiency (Davenport and Patil 2022). This practical application has sparked in-

creasing academic interest in the field. This thesis includes three chapters that offer

a comprehensive approach to understanding and leveraging the nuances of text data

in digital marketing and supply chain management. To this end, I leverage econo-

metrics models, natural language processing, and machine learning techniques.

In Chapters 2 and 3, I explore how expert opinion affect the responses from

demand-side and supply side, respectively. More specifically, Chapter 2 focuses on

the demand-side by addressing the effect of expert opinions on consumer experience

via the lens of consumer reviews. We answer two research questions: First, how do
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changes in Michelin star status affect the sentiment of consumer reviews? Second,

how do changes in Michelin star status affect the content of consumer reviews?

We construct a unique data set based on the Michelin Guide for Great Britain &

Ireland from 2010 to 2020. The data include consumer reviews on TripAdvisor for all

restaurants that were awarded Michelin stars during these 11 years, and a large pool

of potential control restaurants. We apply two synthetic-control-based methods to

estimate the effect of Michelin star changes on the sentiment and content of consumer

reviews. We show that decreases in Michelin stars improve consumer review ratings.

The analysis of review content further shows that service and “value for money”

appear to be the key drivers of the customer experience. When a restaurant loses or

receives fewer Michelin stars, consumers become less demanding on service aspects

and also focus less on value considerations.

Chapter 3 shifts focus to the responses from supply-side, examining how restau-

rants have historically adjusted their menus in response to gaining/losing Michelin

stars. To do this, we retrieved all available historical menus for each awarded restau-

rant since the publication of Michelin Guide 2010. We then manually organized the

retrieved menus into a structured format. In the empirical studies, we find that one

of the reasons why restaurants with decreases in Michelin stars received higher star

ratings after the star decrease is that they streamlined their menu structure and

thereby improved the service quality. In contrast, restaurants with an increase in

Michelin stars tended to focus on menu price rather than the menu structure, which

led to complaints about service in consumer reviews.

Chapter 4 focuses on applying natural language processing and machine learn-

ing techniques to practical supply chain problems. In collaboration with a UK food

manufacturer, I develop a comprehensive methodology to automate spend analysis

that successfully replicates the procurement expert’s know-how. Automating spend

analysis is not straightforward because (i) no true detailed category labels exist

for suppliers, (ii) sufficiently large sets of train- ing data do not exist, (iii) hierar-
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chical taxonomies vary across manufacturers, and (iv) hierarchical categorization

algorithms lose their accuracy beyond two levels. Our comprehensive model over-

comes all of these challenges to automate spend analysis and replicate the experts

know-how. Using the spend data from Cranswick plc, a major food producer in the

UK, we demonstrate improved accuracy of our methodology and superior perfor-

mance compared to benchmark models. Our spend analysis decision support tool

helps to identify the product categories with the highest savings potential, and helps

recommend specific suppliers to seek savings in an accurate, quick, and cost-effective

manner.

To conclude, this thesis aims to contribute to the methodology and application of

utilizing text data in the field of digital marketing and supply chain management. I

hope this dissertation to contribute to the expanding body of research that integrates

causal inference with machine learning techniques. Additionally, I hope this work

inspires other researchers and practitioners who are engaged in applying analytics

to address practical decision-making challenges.

Note that I am the first author of all chapters. In all chapters, I performed all

analyses and wrote all parts of the chapters myself.
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2

Chapter 2

Expert Opinions on Demand-Side

Responses: The Case of Michelin

Stars

2.1 Introduction

Customers look to experts and their opinions in their purchase journey as they

consider them to be trustworthy sources (Chen and Xie 2005, Johnson et al. 2005,

Hilger et al. 2011, Chen et al. 2012b, Friberg and Grönqvist 2012, Ashenfelter and

Jones 2013). In the movie industry, 60% of surveyed U.S. consumers stated that

movie critic reviews can influence their decision to watch a movie (Statista 2017).

In the book industry, the Booker Prize1 is the leading literary award for the best

novel of the year and has been shown to affect book sales (Ginsburgh 2003). In

the restaurant industry, the Michelin Guide is one of the best-known and most

prestigious expert rating systems, guiding diners in their restaurant choices (Ger-

gaud et al. 2015). Other well-known examples include the American Automobile

1https://publishingperspectives.com/2022/03/awards-the-international-booker-
prize-names-its-2022-longlist/
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Association (AAA)’s Diamond rating in the hotel industry, Robert Parker’s Wine

Advocate score in the wine industry, and the J.D. Power rating in the automobile

industry. Not surprisingly, it has been shown that favorable expert opinions can

in general benefit product sales (e.g., Friberg and Grönqvist 2012, Ashenfelter and

Jones 2013). However, research on the effect of expert opinions on consumer expe-

rience, including post-purchase interactions and consumer evaluations, is relatively

sparse. A few notable exceptions include Kovács and Sharkey (2014), Gergaud et al.

(2015) and Rossi (2021), who focus specifically on the effect of winning an award on

consumer evaluations. Understanding the influence of expert opinions on consumer

evaluations is important, because consumer evaluations not only directly reflect their

experiences, but also carry tangible behavioral and financial implications, including

repeat purchase decisions, revenues and peer recommendations (Mittal et al. 2021,

Morgan and Rego 2006).

In this paper, we investigate the effect of both favorable and unfavorable expert

opinions on consumer experience. Theoretically, the impact of expert opinions on

consumer experience is ambiguous. On the one hand, favorable expert opinions,

seen as quality signals, enhance the reputation of the business (e.g., Hilger et al.

2011, Chen et al. 2012b, Ashenfelter and Jones 2013). Consequently, business with

their newly gained reputation can potentially witness improved consumer experience

driven by consumer conformity, that is, individuals adjust their behaviors or beliefs

to align with those of a group or social norm (Asch 1955). We refer to this positive

effect of expert opinions as the reputation effect. On the other hand, consumer

evaluations of their experiences are also based on their expectations in the sense that

consumers first have expectations about an experience, then the actual experience,

and then they evaluate their experience by comparing it with their expectations. As

such, an experience that exceeds/meets/fails to meet their expectations is considered

great/good/bad. Past work (e.g., Diehl and Poynor 2010, Fogarty 2012, Gergaud

et al. 2015, Sands 2020, Rossi 2021) has shown that endorsements from experts
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can influence expectations and as a result influence the final experience (relative

to these changed expectations). Therefore, higher expert opinions raise consumer

expectations and potentially lead to disappointment as these expectations get harder

to meet or exceed, while lower expert opinions can moderate expectations, which

then become easier to meet or exceed, leading consumers to be more delighted with

their experience. We refer to this effect of expert opinions as the expectation effect,

noting that it is likely to be a negative effect when expert opinions become more

positive. Thus, our objective is to understand the net impact of the reputation and

expectation effects of expert opinions on consumer experience through the lens of

consumer reviews.

Specifically, we measure the net effect of expert opinions on consumer experience

in the restaurant industry, where the expert opinions are conveyed by the Michelin

Guide. The Michelin Guide started evaluating restaurants in France in 1900, award-

ing “stars” to denote quality, and does so worldwide now. We choose this setting

for three reasons. First, the restaurant industry has a substantial impact on the

economy. According to the National Restaurant Association, the U.S. restaurant

industry is forecast to reach $898 billion in sales and provide 14.9 million industry

jobs in 2022.2 Second, the Michelin Guide is updated every year in many countries

or regions based on anonymous expert evaluations, with some restaurants added to

the list or awarded more stars and others removed from the list or awarded fewer

stars. Such annual updates provide us an opportunity to identify the effect of ex-

pert opinions summarized (via changes) in awarded Michelin stars. Third, both

the reputation effect and the expectation effect have been documented in this con-

text. For example, head chefs describe being awarded a Michelin star as akin to

winning an Oscar in Hollywood.3 In another instance, the Greenhouse restaurant

2https://restaurant.org/research-and-media/media/press-releases/association-
releases-2022-state-of-the-restaurant-industry-report/

3https://www.fcsi.org/foodservice-consultant/worldwide/the-little-red-book/
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in London witnessed a 25% increase in diners when it went from one to two Miche-

lin stars.4 However, Michelin stars can also negatively affect restaurants through

heightened consumer expectations. It has been reported that Michelin receives more

than 45,000 letters and 7,000 emails from customers every year, and about 25% of

these are complaints about unsatisfactory experiences (Johnson et al. 2005). As a

chef at a Michelin-starred restaurant stated, “Customers become more demanding,

and people expect more of you and criticize things.”5 There have also been cases

where the increased pressure and expectations have led chefs to “give back” Miche-

lin stars by revamping their restaurants and food.6 In fact, this phenomenon - the

potential negative impact of Michelin stars - is labelled the “Michelin curse” in the

dining industry and food media. We also see evidence in support of this in the

consumer reviews we collected.7

We construct a unique data set based on the Michelin Guide for Great Britain &

Ireland for the years 2010 to 2020. The “Great Britain & Ireland” guide covers two

countries - United Kingdom and Ireland - in one book every year. Our dataset con-

sists of 262 restaurants that have been awarded Michelin stars at least once within

this time period and 1,257 other “fine-dining” restaurants that never had or received

Michelin stars in the same period. We collect consumer reviews for each of these

restaurants from TripAdvisor to understand the consumer post-purchase experience

4https://www.thestaffcanteen.com/Editorials-and-Advertorials/impact-michelin-
stars-business

5https://www.bighospitality.co.uk/Article/2017/09/28/Michelin-Guide-chefs-
discuss-is-it-still-relevant?

6https://www.bbc.com/news/world-us-canada-62854914
7For example, in our consumer review data, we find that increasing Michelin stars leads
to heightened consumer expectations, e.g., “Bibendum has 2 michelin stars and is very
expensive-so our expectations were high...”; “Wouldn’t come here again and left feel-
ing annoyed that we had spent £260 on which we felt should have been of a higher
standard for 2 michelin stars.” Meanwhile, losing Michelin star(s) sometimes leads to im-
proved consumer experiences, e.g.,“This really was the best food I have ever eaten (even
compared to a Michelin starred restaurant!)”;“The atmosphere is relaxed, friendly, wel-
coming...a real home from home (unlike some of Edinburgh’s other fine dining/Michelin
star establishments).”
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and evaluations. We focus on TripAdvisor because it is more popular and influential

than other platforms (e.g., Google, Facebook, Yelp) for UK consumers.8 We focus

on two kinds of information in these reviews. First, we look at the review sentiment,

measured via the five-point scale review rating on overall experience. Second, we

analyze the textual content of the consumer reviews in order to get more detailed

insights into the rating in the review. For both kinds of review information, we

control for “supply” side changes, primarily by restricting our analyses to restau-

rants that did not change their menu (we collect current and past menus from the

restaurant websites) in response to the Michelin star changes.

We apply two synthetic-control-based methods (Abadie et al. 2010, Li 2020) to

identify the net effect of Michelin star(s) changes on consumer reviews. In the first

method (SCM-DiD), we create a time-varying synthetic control restaurant that best

matches the focal awarded restaurant, and then apply the difference-in-differences

framework (Hackmann et al. 2015). The second method employs the cohort-based

synthetic difference-in-differences (SynthDiD) - see Arkhangelsky et al. (2021) and

Berman and Israeli (2022). In terms of the textual analysis of the review data, we

extend established Latent Dirichlet allocation (LDA) methods (e.g., Tirunillai and

Tellis 2014, Büschken and Allenby 2016, Puranam et al. 2017, Hollenbeck 2018) by

allowing for heterogeneous hyper-parameters based on review characteristics and

semantic word characteristics.

Setting wise, our work is closest to Gergaud et al. (2015), who show that Miche-

lin stars improve consumers’ perceived quality of the awarded restaurant (measured

via the Zagat surveys). However, our work differs in three significant ways. First,

Gergaud et al. (2015) only consider the first publication of the Michelin Guide in

a single market (New York City) in 2005. This means that they can only examine

the effect of gaining Michelin stars. In contrast, we consider the Michelin Guide

8https://bdaily.co.uk/articles/2019/06/26/34s-of-uk-consumers-check-online-
reviews-tripadvisor-25x-more-influential-than-google
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for Great Britain & Ireland during an 11 year period (2010-2020), which allows

us to identify all types of changes in Michelin stars and examine the effect of both

gaining and losing Michelin stars. Second, we rely on consumer reviews, which

arise organically rather than through responses to (survey) questions (as that paper

does), reducing the potential for bias or distortion associated with survey research,

such as sampling bias and non-response bias (e.g., Copas and Li 1997), social de-

sirability response bias (e.g., Krosnick 1999), among others. Consumer reviews also

provide deeper insights as we are able to analyze both the rating and the associ-

ated text. Third, Gergaud et al. (2015) use difference-in-differences and propensity

score matching methods. We are able to leverage state-of-the-art methods in causal

inference - two synthetic-control-based methods - that provide better identification,

especially in terms of controlling for time-varying confounders (cf. Xu 2017).

Our results on review sentiment show that decreases in Michelin star(s) im-

prove the consumer review ratings, suggesting that the expectation effect of expert

opinions is stronger than the reputation effect. In contrast, an increase in Miche-

lin star(s) has no impact on the consumer review ratings. Turning to the analysis

of the review content data, we find that when a restaurant loses or receives fewer

Michelin stars, consumers become less demanding on service aspects and also fo-

cus less on “value for money” considerations. In addition, consumers also appear

less concerned about food in their reviews. These results are consistent across both

synthetic-control-based methods. We demonstrate that these results are unlikely

driven by supply-side responses to Michelin awards or demand-side responses un-

related to the expectation and reputation effects, such as the changes in the mix

of consumers visiting the restaurant. We also show the robustness of these results

via an analysis that uses observable restaurant characteristics to select the con-

trol group, analyses with an alternative dependent variable and an alternative time

window, and an additional falsification test.

Our findings go some way in terms of shedding light on the “Michelin curse.”
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The Michelin Guide has five publicly acknowledged assessment criteria: quality

of the products, mastery of flavor and cooking techniques, the personality of the

chef in the cuisine, value for money, and consistency between visits.9 In order

to gain and/or keep a Michelin star, restaurants need to perform to satisfy these

criteria. Many chefs struggle with these, especially consistency as that dampens

creativity and lowers innovation. In fact, according to Hayward (2021), Michelin

awards “damage” restaurants, causing them to narrow their creativity to obtain

stars and to stop innovating in order to keep the stars. Overall, our paper suggests

that losing Michelin stars is not necessarily bad news for restaurants, especially vis-

a-vis the consumer experience. Conversely, winning Michelin stars does not seem to

improve the customer experience in any material way.

To summarize, this paper makes the following contributions. First, we conduct

a rigorous analysis on the (net) effect of expert opinions on consumer experiences.

Our findings show that, in our setting, a lower rating from experts can lead to a

better consumer experience, i.e., the expectation effect dominates the reputation

effect. To the best of our knowledge, this is the first instance of the documentation

of this outcome. Second, by analyzing consumer review text data, we identify key

drivers of the customer experience, further enriching managerial insights on the

value of receiving favorable or unfavorable expert opinions. Third, by adopting two

synthetic-control-based causal inference methods and an augmented LDA model, we

provide a rigorous and general empirical framework for analyzing consumer response

to external shocks with review data. Finally, we provide a data-based explanation

for the “Michelin curse,” offering implications for chefs, restaurant managers, the

Michelin Guide, and other businesses that provide experience goods.

The rest of the chapter is organized as follows. We describe the data and present

descriptive statistics in Section 2.2, followed by the empirical strategy in Section

2.3 and empirical results in Section 2.4. We test multiple alternative explanations
9https://guide.michelin.com/en/article/news-and-views/how-to-get-michelin-stars
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in Section 2.5 and conduct robustness checks in Section 2.6. Finally, we conclude

in Section 2.7 with a discussion of the managerial implications, limitations and

potential future extensions.

2.2 Data

2.2.1 The Michelin Guide and Awarded Restaurants

The Michelin Guide evaluates restaurants via the use of a group of anonymous

inspectors that operate worldwide. Inspectors are anonymous when visiting the

potential restaurants in order to guarantee that restaurants treat them as regular

consumers.10 Every decision relating to Michelin stars is decided by multiple inspec-

tors from different global regions who take turns to visit a restaurant in order to

ensure that the final outcome is based on a consensus (among inspectors). In other

words, no single inspector can assign or remove Michelin stars for a restaurant.

We construct a comprehensive data set based on the Michelin Guide for Great

Britain & Ireland from the year 2010 to 2020. We denote restaurants which received

Michelin stars at least once within this time frame as awarded restaurants. For

each awarded restaurant, we extract the restaurant’s characteristics (e.g., official

website URL, address, postcode, price level and cuisine type) from the restaurant’s

TripAdvisor page, and use a postcode checker to identify whether the restaurant

is in an urban or a rural area.11 In total, our data cover 262 awarded restaurants

10See, for example, https://www.forbes.com/sites/karlaalindahao/2019/10/23/the-
secret-life-of-an-anonymous-michelin-restaurant-inspector-2019/?sh=230efd5135c9

11The rural/urban classification is based on offices of national statistics in the UK (i.e.,
England, Wales, Scotland, Northern Ireland) and Ireland. In England and Wales, the ru-
ral/urban classification was developed by the Office for National Statistics. In Scotland,
the rural/urban classification was developed by the Scottish governments Geographic
Information Science & Analysis Team. In Northern Ireland, the rural/urban classifica-
tion was published by the Northern Ireland Statistics and Research Agency (NISRA).
In Ireland, an interactive map, “area type classification,” was developed by the Central
Statistics Office.
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that received Michelin stars at least once.12 Among these awarded restaurants, 91

(34.7%) are located in London, 235 (89.7%) are associated with the highest price

level (as labeled by TripAdvisor), 234 (89.3%) specialize in European cuisines (e.g.,

British, European and French, etc.), and 170 (64.9%) are located in urban areas.

As our goal is to analyze the effect of expert opinions (conveyed via Michelin

stars) on consumer reviews, it is crucial to observe Michelin star changes (either

an increase or a decrease in the number of Michelin stars, or an addition to or

a deletion from the Michelin Guide). We define the guidebook year as the period

between the publication dates of two consecutive guides. For example, the 2019

Michelin Guide was published on October 1, 2018 and the 2020 Michelin Guide was

published on October 7, 2019, so the period between these two dates corresponds

to guidebook year 2019. During these 11 guidebook years, 207 (79.0%) awarded

restaurants experienced Michelin star changes at least once, and the remaining 55

(21.0%) restaurants kept the same Michelin stars throughout.

Table 2.1 lists the Michelin star awards and Michelin star changes by guidebook

year. Every guidebook includes more than one hundred awarded restaurants, most

of which are one-star restaurants. Michelin star increases can be new additions

to the Michelin list (e.g., from no-star to one-star) or gaining more stars (e.g.,

from one-star to three-star), and Michelin star decreases can be removals from the

Michelin list (e.g., from one-star to no-star) or losing stars but remaining on the

list (e.g., from three-star to one-star). In total, there are 269 star changes, with

174 star increases and 95 decreases. In this paper, we do not separate the cases

within Michelin star increases and Michelin star decreases, because we only observe

15 (out of 269) instances where an awarded restaurant gained more stars, and 6 (out

of 269) instances where an awarded restaurant lost stars but remained on the list.

Figure 2.1 visualizes the Michelin star transitions by year.

12We exclude twelve (out of 278) restaurants that did not have a TripAdvisor page, and
four (out of 278) that did not have an official website.

29 of 167



2.2. Data

Figure 2.1: Michelin Stars Transition by Year
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Table 2.1: Summary of Michelin Stars (2010 to 2020)

Guidebook
year

# Michelin restaurants # Michelin star changes

total one-
star

two-
star

three-
star total

increase–
additions to

the guide

increase–
awarded

but gaining
more stars

decrease–
removals from

the guide

decrease–
losing stars

but remaining
on the guide

2010 117 99 14 4 – – – – –
2011 123 103 16 4 15 10 1 4 0
2012 132 110 18 4 19 13 2 4 0
2013 141 117 20 4 21 14 2 5 0
2014 152 127 21 4 20 15 1 4 0
2015 159 134 21 4 19 13 0 6 0
2016 163 137 22 4 32 17 1 13 1
2017 170 146 20 4 33 18 2 11 2
2018 171 146 20 5 26 13 1 12 0
2019 180 155 20 5 39 22 1 13 3
2020 187 159 23 5 45 24 4 17 0

Note: We do not consider Michelin star changes in guidebook year 2010 because guidebook year
2010 provides the initial star levels for the period under investigation.

2.2.2 Pool of Control Restaurants

For identification purposes, we further construct a large pool of control restaurants,

which never received Michelin stars during the data period, are located in the cities

with at least one awarded restaurant and are categorized as “fine-dining” on Tri-

pAdvisor.13

Specifically, we take the following steps to construct the pool of control restau-

rants. First, we check the city information for each awarded restaurant on Google,

and then collect the city’s TripAdvisor restaurant page. The 262 awarded restau-

rants are located in 73 cities in Great Britain and Ireland. Second, from the city’s

TripAdvisor restaurant page, we scrape the URL links of all “fine-dining” restau-

rants that are not in the list of the 262 awarded restaurants. We are able to collect

the TripAdvisor URLs of 1,803 “fine-dining” restaurants in total, which includes 262

awarded restaurants and 1,541 “fine-dining” restaurants that never received Miche-

13On TripAdvisor, restaurants are assigned one of the three labels: “Cheap-eats,” “Mid-
range,” and “Fine-dining.” Fine-dining restaurants are typically associated with the
price-level symbol “££££”, though in rare instances, some are marked with the symbol
“£££” or “££” Specifically, 27 (out of 262) awarded restaurants and 60 (out of 1,257)
control restaurants are fine-dining with “££” or “£££” price labels.
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lin stars during the data period (i.e., control restaurants). Third, similar to data

collection for awarded restaurants, we collect information on each of these 1,541 con-

trol restaurants, including their official website URL, characteristics (e.g., address,

postcode, price level and cuisine type), and rural/urban classifications. 284 (out

of 1,541) control restaurants did not receive consumer reviews during the period of

our study, and are dropped from the control pool. Thus, we have a pool of 1,257

control restaurants, of which 1,197 (95%) are associated with the highest price level

(as denoted by TripAdvisor).

2.2.3 Consumer Review Data

We scrape TripAdvisor consumer reviews for each of the 262 awarded restaurants and

the 1,257 control restaurants. As discussed earlier, TripAdvisor is chosen because

it is more popular and influential than other platforms (e.g., Google, Facebook,

Yelp) for UK consumers. The consumer reviews include the review text and an

overall evaluation of the dining experience on a five-point scale, with a higher rating

indicating a better experience. Our sample includes 889,660 consumer reviews.

Table 2.2 reports key statistics on the review data by Michelin star level. Note

that a single awarded restaurant can appear with different Michelin star levels in dif-

ferent years. Overall, holders of higher Michelin stars have more consumer reviews

on TripAdvisor. This is likely due to the reputation effect of Michelin stars: con-

sumers are more likely to visit, review, and indicate their satisfaction (or not) with

an awarded restaurant. While the consumer review ratings for the awarded restau-

rants are somewhat higher than those for the control restaurants, the differences are

not statistically significant.
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Table 2.2: Summary Statistics of the Review Data (by Michelin star level)

Awarded Restaurants Control
Restau-
rants

No-star One-star Two-star Three-
star

Number of restaurants 252 241 31 6 1,257
Number of reviews 46,044 146,683 35,445 7,521 653,967
Avg number of reviews per
restaurant

183 609 1143 1,254 520

Mean of restaurant-level
average review rating (s.d.)

4.50
(0.40)

4.47
(0.28)

4.58
(0.22)

4.63
(0.25)

4.25
(0.60)

Note: “No-Star” refers to awarded restaurants in guidebook years when they did not receive a
Michelin star. “Control Restaurant” refers to restaurants that never received Michelin stars in the
data period.

2.2.4 Use of Menus as Supply-Side Controls

Changes in Michelin star status could result in restaurants adjusting various aspects

such as food, decor, service etc. As mentioned earlier, we control for these via

our sample construction. First, we retrieve all available historical menus for each

awarded restaurant and control restaurant since the publication of the Michelin

Guide 2010, using the Wayback Machine (https://archive.org/web/) to access

archived versions of the restaurants’ official websites. Then, for each restaurant,

we check menus on each date that the website has been archived,14 and determine

whether there have been any changes compared to the last archived menu. Over

the 11-year period (2010 - 2020), we find that the number of menu changes is quite

modest, averaging 15.8 changes for an awarded restaurant and 5.1 for a control

restaurant. In order to control for menu changes, we restrict our data to include

only those awarded restaurants and control restaurants without menu changes in

the 180-day period around the Michelin Guide release (90 days before and 90 days

after the publication date). As a result, we exclude 17 (out of 269) star change

observations in the awarded group and 110 (out of 1,257) restaurants in the control

14Note that the Wayback Machine does not archive all websites on a daily basis.
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group.15

Second, the restriction of the time window to just 90 days post the Michelin

Guide release makes it unlikely that restaurants can successfully make major (non-

menu) changes, e.g., decor and/or re-training the staff to deliver a different service

level. In addition, we carry out a detailed analysis of the occurrence of service

related topics in consumer reviews (for each restaurant type - star increase, star

decrease, no star change, control) in each twelve-month period after the release of

the Michelin guide. We find that the attention paid to service (in the reviews) stays

stable. Section 2.5.1 provides the relevant details supporting our conjecture that

supply-side changes do not drive our results.

2.2.5 Final Sample in Main Analyses

After making the above selections, the final sample we use in the following empirical

analysis includes 252 star changes (denoted as treated unit) and 1,147 control restau-

rants. Table 2.3 shows the number of awarded restaurants gaining Michelin stars,

the number of awarded restaurants losing Michelin stars, and the number of control

restaurants in the pool, by guidebook year. Note that not all restaurants have re-

ceived consumer reviews every year, so the number of control restaurants varies by

year and generally increases over time because of consumer review accumulation.

2.2.6 Additional Reviewer-level Data

To analyze whether changes in Michelin stars change the mix of consumers who visit

the restaurant (e.g., Bondi et al. 2023), we further collect comprehensive data about

the reviewers, as outlined below.

First, to understand if the restaurant attracts different types of consumers after
15In robustness checks not reported in the paper, our main findings remain consistent

without controlling for menu changes at the awarded and control restaurants. Results
are available upon request from the authors.
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Table 2.3: Summary of the Number of Restaurants in Empirical Analyses (by
Guidebook Year)

Guidebook
year

# Awarded restaurants
with Michelin star

increases

# Awarded restaurants
with Michelin star

decreases

# Control
restaurants

2011 11 4 429
2012 14 3 549
2013 16 5 599
2014 13 4 648
2015 13 5 716
2016 17 13 770
2017 20 12 830
2018 14 11 910
2019 23 13 1,001
2020 28 13 1,065
Total 169 83 7,517

Note: As a control restaurant can be included in the control pool for multiple guidebook years,
the sum of the control restaurants units exceeds the total number of 1,147.

the Michelin star change, we collect the TripAdvisor profile pages of reviewers who

have reviewed an awarded restaurant within the 90-day guidebook window. The

TripAdvisor profile page contains reviewer-level information, such as their location

of registration, registration time, and all of the reviews they have posted (not limited

to those for the awarded restaurants). We collected TripAdvisor profile pages for

52,210 unique reviewers, who have written 1,617,923 reviews from 2010 to 2020.

Second, we collect restaurant information associated with these 1,617,923 re-

views. These reviews are associated with 327,852 unique restaurants. For each

of these 327,852 restaurants, we access its TripAdvisor page to collect restaurant

characteristics and all consumer reviews. We were able to locate TripAdvisor pages

for 279,359 (out of 327,852) restaurants. These restaurants have been reviewed by

45,274 (out of 52,210) reviewers in the data, and have received a total number of

over 79 million reviews. These review data will enable us to assess whether changes

in Michelin stars led consumers to visit a different type of restaurant.
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2.3 Empirical Strategy

This section proceeds as follows. First, to provide model-free evidence, Section 2.3.1

shows the mean review ratings for treated units in the 90-day windows before and

after Michelin star changes, respectively for those gaining stars and for those losing

stars. Next, we describe two variants of the synthetic control method (SCM) for

estimating the causal impact of Michelin star changes.

Section 2.3.2 describes the first method SCM-DiD (Hackmann et al. 2015) and

Section 2.3.3 describes the second method SynthDiD (Arkhangelsky et al. 2021,

Berman and Israeli 2022). Both SCM-DiD and SynthDiD have been shown to

provide clean identification and aid in causal inference. Each method has its own

advantages. SCM-DiD creates a time-varying synthetic control restaurant to best

match each treated unit and then applies the difference-in-differences framework,

allowing controls for fixed effects at the restaurant level and the time level. SynthDiD

separates treated units into guidebook-specific treated cohorts and then employs

the cohort-based synthetic difference-in-differences model, which relaxes the strong

parallel-trend assumptions for all units and all time periods. We apply both methods

to ensure the robustness of the results.

2.3.1 Model-Free Evidence

Figure 2.2 shows the mean review ratings received by the awarded restaurants in the

90-day windows before and after the Michelin star changes. Clearly, the restaurants

with Michelin star increases (left panel) received lower consumer review ratings after

the Michelin star changes, and the restaurants with Michelin star decreases (right

panel) received higher consumer review ratings after the Michelin star changes. The

initial model-free evidence suggests a relationship between the Michelin star changes

and the consumer review ratings, which is in line with the expectation effect.
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Figure 2.2: Mean Review Ratings in a 90-day Window Before/After Guidebook
Release for Michelin Star Increases (left) and Michelin Star Decreases (right)

Note: Error bars represent standard deviations.

This pattern obviously does not control for potential confounding factors. Table

2.4 summarizes identification challenges, possible confounding factors and alterna-

tive explanations for the observed pattern(s), along with our approach to dealing

with these.

2.3.2 Synthetic Control Method and Difference-in-Differences

Framework (SCM-DiD)

After the release of a new guidebook, an awarded restaurant is either treated (i.e.,

with Michelin star changes) or untreated (i.e., without Michelin star changes). In

order to predict the potential outcomes of a treated unit “as if” there were no

Michelin star changes, we employ the synthetic control method (SCM, Abadie et al.

2010, 2015) to create a best-matching control restaurant before its Michelin star

change. The synthetic control method allows us to capture any possible trends that

might affect identification of the effect of the Michelin star change.

For each treated unit (i.e., an awarded restaurant with a Michelin star change in a

specific guidebook year), we create a donor pool which consists of all available control

restaurants offering the same type of cuisine. Then, for the focal awarded restaurant
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and each control restaurant in the donor pool, we construct a “restaurant-guidebook

year” panel of consumer reviews with the following variables: yearly average review

ratings, yearly variance of review ratings, and yearly cumulative number of reviews.

Based on the “restaurant-guidebook year” panel data, we construct a synthetic

control restaurant for each treated unit as a weighted combination of the donor

restaurants, with weights chosen so that the resulting synthetic control restau-

rant best-approximates the relevant characteristics of the treated unit in the pre-

treatment period. On average, a synthetic control restaurant is constructed from a

pool of 404 control restaurants. The outcome variable is the yearly average review

rating. The predictors include the yearly variance of review ratings, yearly cumula-

tive number of reviews, and price level. In addition, we follow Abadie et al. (2011) to

include as a special predictor, the average review rating in the 90-day pre-treatment

period, to ensure that the synthetic restaurant is similar to the treated unit right

before the treatment. For every restaurant, the outcome variable and predictors are

calculated with an average number of 601 reviews. Therefore, we constructed 223

synthetic control restaurants corresponding to 223 (out of 252) treated units. The

remaining 29 treated units do not have enough reviews on at least one side of the

treatment time and therefore are dropped in the SCM procedure.

Next, we undertake an event study approach and focus our analysis on a win-

dow of 90 days before (pre-guidebook window) and 90 days after (post-guidebook

window) the release of the new guidebook. The SCM procedure described above

results in 223 pairs of treated and synthetic control restaurants. For each pair of

treated unit and its synthetic control, we aggregate the reviews and retain obser-

vations in the pre- and post- windows, so that there are four observations on each

pair: treated-pre, treated-post, control-pre, and control-post.

Finally, we estimate the effects of Michelin star changes on consumer reviews in

a stacked difference-in-differences framework (Hackmann et al. 2015). When exam-

ining the effect on the review sentiment, we use the mean consumer review rating as

38 of 167



2.3. Empirical Strategy

the dependent variable. When analyzing the effect on the review content, we first

extract topics from text reviews and then use the mean probability of each topic as

the dependent variable. The stacked difference-in-differences model is specified as

follows:

Yit = β1Afterit + β2Afterit × Increaseit + β3Afterit × Decreaseit

+ β4OneStarit + β5TwoStarit + β6ThreeStarit

+ β7Xit + β8Zit + αp(i)w(t) + γi + εit (2.3.1)

where i denotes restaurant, t denotes guidebook year, and w(t) denotes the guide-

book window defined as a window of 90 days before and 90 days after the release of

guidebook for year t (t ∈ {2011, ..., 2020}). Therefore, the guidebook window w(t)

includes observations in guidebook year t − 1 and observations in guidebook t.

The dependent variable, Yit, is the outcome of interest (e.g., mean review rating

in sentiment analysis, mean topic probabilities in content analysis) for restaurant

i in the part of the guidebook window belonging to guidebook year t. Afterit is

an indicator variable which takes the value of 1 if the observation is in the post-

guidebook window, and takes the value of 0 otherwise. We include dummy variables -

Increaseit and Decreaseit - to denote two treatment groups, indicating the changes

in Michelin star (i.e., increase, decrease, or unchanged). Specifically, Increaseit

(Decreaseit) takes the value of 1 if restaurant i gained (lost) stars in guidebook year

t compared with guidebook year t–1. The interaction term between Afterit and

Increaseit (Decreaseit) therefore measures the treatment effect above and beyond

the general trend. Corresponding to the three-star rating system in the Michelin

Guide, we add three indicator variables, OneStarit, TwoStarit, and ThreeStarit,

to control for the current Michelin star level of restaurant i in guidebook year t.

Xit is a vector of cumulative review characteristics for restaurant i in the window
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belonging to guidebook year t, constructed based on all available reviews prior to

the window. These characteristics are: the logarithm of the total number of reviews,

the cumulative average review rating, and the variance of previous ratings. Zit is

a measure of average demand of restaurant i in the 90-day window, proxied by the

normalized search intensity collected from Google Trends. We include pair–window

fixed effect αp(i)w(t) to control for unobservable factors affecting the restaurant pair

p (i) during the window w (t). Restaurant fixed effect γi controls for unobservable

time-invariant restaurant characteristics such as the restaurant’s general decoration

style, and εit is an idiosyncratic error term.
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Table 2.4: Identification Challenges, Alternative Explanations and Proposed So-
lutions

Type Solutions and Empirical Models

Identifi-
cation
Chal-
lenges

General trend SCM-DiD (Section 2.3.2) and SynthDiD (Section
2.3.3). Robustness check using placebo guidebook
publication date (Section 2.6.4).

Different panel lengths
across restaurants before
treatment

SynthDiD
Use 18-month review data for each treated and
control unit (Section 2.3.3).

Control restaurants
selected based on SCM may
not be fully comparable
with treated restaurants

SCM-DiD
Robustness check using manually selected control
restaurants based on location, price, and cuisine
type (Section 2.6.1).

Alterna-
tive
Explana-
tions

Supply-
side
changes

Restaurants change menus SCM-DiD and SynthDiD
Focus on restaurants without menu changes in
the 180-day period around the Michelin Guide
publication date (Section 2.2.5).

Restaurants make changes
on serving size (even with
same food)

SCM-DiD and SynthDiD
Robustness check using subset of restaurants
evidencing consistency (Section 2.5.1).

Restaurants make major
non-food changes (e.g.,
decor, service)

SCM-DiD
Focus on the short time window around the
Michelin Guide publication date (Section 2.3.2).
Robustness check using an alternative time
window (Section 2.6.3).
Other Analysis
Focus on “service-related topic metrics, and
analyze probabilities of relevant topics over the
twelve-month period between guidebook releases
(Section 2.5.1).

Demand-
side
changes

Restaurant demand
changes

SCM-DiD and SynthDiD
Use log-transformed normalized Google search
intensity as the dependent variable. Use
Farronato and Zervas (2022)’s OpenTable
reservation as the dependent variable (Section
2.5.2).

Consumers show sympathy
towards restaurants losing
stars

SCM-DiD and SynthDiD
Use review volume as the dependent variable
(Section 2.5.2). Replication with restaurants
serving British cuisine (Section 2.5.2).

Selection of different
consumers visiting the
restaurant

Analyze whether a restaurant attracts different
types of consumers after the Michelin star
change, and whether a Michelin star change led
consumers to visit a different type of restaurant.
(Section 2.5.2).

Michelin star changes may
change the proportion of
extreme reviews

SCM-DiD and SynthDiD
Use the percentage of 5-star reviews to measure
restaurant-level sentiment (Section 2.6.2).
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2.3.3 Synthetic Difference-in-Differences (SynthDiD)

The SCM-DiD model presented above includes 223 synthetic control restaurants, one

for each treated unit. As our data span 11 guidebook years, these synthetic control

restaurants may have different panel lengths before treatment, depending on the

guidebook year of Michelin star changes. Different pre-treatment panel lengths in

SCM may bias the estimates, thus we address this potential issue with the synthetic

difference-in-differences (SynthDiD) approach (Arkhangelsky et al. 2021). SynthDiD

allows both unit and time weights, where the unit weights are selected in a similar

way as SCM, and time weights are added so that within a unit, the weighted average

outcomes across pre-treatment periods approximate those in the post-treatment

period.

The SynthDiD is designed for a balanced panel where the treated units have the

same treatment time. In our setting, treatment time varies by restaurant. Therefore,

we follow Berman and Israeli (2022) to adapt the SynthDiD method to the staggered

treatment time by separating treated units into guidebook-specific treated cohorts,

estimating the treatment effect for each cohort separately, and then aggregating

them into an overall average treatment effect. We do this in four steps. First, for

each guidebook year t, we create three cohorts: treated cohort rincrease
t consisting of

treated units with an increase in Michelin stars; treated cohort rdecrease
t consisting of

treated unites with a decrease in Michelin stars; and control cohort rcontrol
t consisting

of control restaurants. We denote the number of restaurants in the three cohorts

respectively by N increase
t , Ndecrease

t , and N control
t .

Second, for each restaurant in the guidebook-specific treated or control cohort,

we extract review data in the period of one year before treatment to six months

after treatment. We then divide the 18-month data into nine consecutive two-

month blocks, and calculate the restaurant-level mean outcome (e.g., review rating

in sentiment analysis, topic probabilities in content analysis) in each two-month
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block. A restaurant is excluded from the cohort if it does not have the full nine

blocks of data, or if it is an awarded restaurant but has more than one change

of Michelin stars within this 18-month period (i.e., changed Michelin stars in two

consecutive years). As a result, we retain 148 (out of 252) treated units, including 95

treated units for gaining Michelin stars (Increase), and 53 treated units for losing

Michelin stars (Decrease). Correspondingly, there are 4,334 control units. Table

2.5 summarizes the treated and control cohorts in the data constructed above.

Third, for each guidebook year t, we estimate the cohort-level treatment effect

of gaining Michelin stars, ATT increase
t , using treated cohort rincrease

t and control

cohort rcontrol
t . Similarly, we estimate the cohort-level treatment effect of losing

Michelin stars, ATT decrease
t , using treated cohort rdecrease

t and control cohort rcontrol
t .

Standard errors are estimated using bootstrapping (Algorithm 2 of Arkhangelsky

et al. (2021)), or the placebo method (Algorithm 4 of Arkhangelsky et al. (2021)) if

a cohort includes only one treated restaurant.

Table 2.5: Summary of Treated and Control Cohorts in SynthDiD

Treated Cohorts Control
CohortsIncrease Decrease

Total number of units 95 53 4,334
Avg. number of units in a guidebook-specific
cohort

10.6 5.9 481.6

Avg. number of reviews per unit (within 18
months)

175.1 143.2 194.0

Note: As a control restaurant can be included in the control pool for multiple guidebook years,
the sum of the control units exceeds the total number of control restaurants 1,147.

Lastly, we aggregate the cohort-level treatment effects to the overall treatment

effect (ATT) by taking the weighted average as follows:

ATT increase =
∑

t N increase
t ·ATT increase

t∑
t N increase

t

(2.3.2)

ATT decrease =
∑

t Ndecrease
t ·ATT decrease

t∑
t Ndecrease

t

(2.3.3)

43 of 167



2.4. Results

Standard errors for the overall ATT are computed as a weighted average of the

cohort-level standard errors.

2.4 Results

This section reports the estimation results from the SCM-DiD and SynthDiD anal-

yses. Section 2.4.1 reports the effects of Michelin star changes on sentiment of

consumer reviews. Section 2.4.2 reports the results on content of consumer reviews,

where we first extract topics of consumer reviews using the Latent Dirichlet Alloca-

tion (LDA) model (Section 2.4.2), and then estimate the effect on topic probabilities

(Section 2.4.2).

2.4.1 Effects of Michelin Stars on Sentiment of Consumer

Reviews

Table 2.6 presents the results of the SCM-DiD model (Section 2.3.2), using the mean

consumer review rating as the dependent variable in Equation (2.3.1). Column (1)

controls only for Michelin star levels and fixed effects, and Column (2) adds the

full set of controls. The estimated coefficient for After is significantly negative,

suggesting a declining trend in online ratings, which is consistent with prior litera-

ture (e.g., Moe and Trusov 2011, Li and Hitt 2008). The estimated coefficient for

After × Increase is insignificant, suggesting that gaining Michelin stars does not

lead to changes in consumer review ratings. However, the estimated coefficient for

After × Decrease is significantly positive and the magnitude is larger than that of

After, suggesting an increase in the consumer review ratings for restaurants that

lost Michelin stars. This is likely driven by the expectation effect of Michelin stars:

consumers lower their expectations for restaurants with Michelin star decreases, and

as a result, tend to be more satisfied with the dining experience.
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Table 2.6: Effects of Michelin Star Changes on Sentiment of Consumer Reviews
by SCM-DiD

Synthetic control +
Difference-in-Differences

(1) (2)
After –0.069***

(0.014)
–0.045**
(0.020)

After × Increase 0.040
(0.052)

0.049
(0.056)

After × Decrease 0.318***
(0.058)

0.281***
(0.064)

One Star –0.060
(0.048)

–0.072
(0.057)

Two Star 0.002
(0.081)

–0.024
(0.102)

Three Star 0.998***
(0.196)

0.955***
(0.196)

ln(number of reviews+1) –0.056**
(0.028)

Cumulative average rating 0.654*
(0.365)

Cumulative rating variance 0.108
(0.353)

ln(normalized search volume+1) –0.017
(0.103)

Pair–window FE Yes Yes
Restaurant FE Yes Yes
Observations 892 892
Number of pairs 223 223
R2 0.851 0.856

Note: Robust standard errors clustered at pair level are in parentheses, and they are Diff-in-Diff
regression-based clustered standard errors. In Online Appendix 2.8.1, we report bootstrapped
standard errors following Arkhangelsky et al. (2021) and Adalja et al. (2023). The results remain
consistent. *** p<0.01,** p<0.05,* p<0.1.

Table 2.7 presents the results of the SynthDiD model (Section 2.3.3).16 The

overall ATT for Michelin star increases remains insignificant, and the overall ATT

for Michelin star decreases is significant with a value of 0.311. Based on the 18-

month data around the treatment time, we construct Figures 2.3 and 2.4, which

16The detailed ATT estimates by cohort can be found in Appendix 2.8.2.
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show the dynamic treatment effect estimates (with their 95% confidence intervals)

for gaining and losing Michelin stars respectively.17 Time 1 represents the first two-

month block after the Michelin star changes, and other times represent two-month

blocks relative to the Michelin star change. In the pre-treatment periods (i.e., Time

–5 to Time 0), the estimated ATT values are approximately zero in both figures,

confirming the parallel pre-trends. In the post-treatment periods (i.e., Time 1 to

Time 3), Figure 2.3 shows the confidence intervals on the ATT for gaining Michelin

stars contain zero in all periods, suggesting that the consumer review ratings do not

change after the restaurant gained Michelin stars. In Figure 2.4, it is evident that

the ATTs for losing Michelin stars are positive, indicating an increase in consumer

review ratings for restaurants that lost Michelin stars. Both plots are consistent

with the overall ATTs reported in Table 2.7.

Table 2.7: Effects of Michelin Star Changes on Sentiment of Consumer Reviews
by SynthDiD

Aggregated Synthetic
Difference-in-Differences

(1) Increase (2) Decrease
Overall ATT –0.015

(0.064)
0.311**
(0.138)

Total number of treatment
units

95 53

Total number of control units 4,334 4,334

Note: Aggregated standard errors are in parentheses. ** p<0.05.

Together, our results show that when a restaurant loses stars, the positive ex-

pectation effect outweighs the negative reputation effect, leading to higher consumer

ratings. In contrast, when a restaurant gains stars, it is possible that the positive

reputation effect negates the potential negative effects of higher expectations, lead-

ing to an overall null effect. However, we are unable to separate the expectation

17See Appendix A.1 in Berman and Israeli (2022) for details on the methodology used to
create the plot.
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Figure 2.3: SynthDiD Treatment Effects for Gaining Michelin Stars

Note: Time –5 to Time 0 correspond to the one-year pre-treatment period (i.e., six consecutive two-
month blocks), and Time 1 to Time 3 are post-treatment periods (i.e., three consecutive two-month
blocks). Time 1 denotes the first two-month block after the Michelin star increase.

Figure 2.4: SynthDiD Treatment Effects for Losing Michelin Stars

Note: Time –5 to Time 0 correspond to the one-year pre-treatment period (i.e., six consecutive two-
month blocks), and Time 1 to Time 3 are post-treatment periods (i.e., three consecutive two-month
blocks). Time 1 denotes the first two-month block after the Michelin star decrease.

effect from the reputation effect given the observational nature of our data.

We further check whether the results vary with the restaurant location, price

level or cuisine type, but do not find any such differences.

2.4.2 Content of Consumer Reviews

Having demonstrated the effect of Michelin star changes on the consumer review

ratings, we next delve into the content or the reviews to understand the mechanisms

behind the effects. We apply an LDA model to extract topics from textual reviews

(Section 2.4.2), and estimate the effects of Michelin star changes on the identified
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topics using SCM-DiD and SynthDiD (Section 2.4.2).

LDA Model

To facilitate textual data analysis, we preprocess all reviews by splitting the text into

its component words, eliminating punctuations, lemmatizing words into dictionary

form, transforming plurals to singular, removing stop words (a, an, the, etc.) and

all words that occur in less than 1% of the reviews in the data set (Griffiths and

Steyvers 2004, Büschken and Allenby 2016, Puranam et al. 2017, Berger et al. 2020).

After preprocessing, there are 785 unique words in the vocabulary, and the average

length of the textual reviews is 37 words (s.d. = 30.83). Note that this step is at

the review level, so we preprocess all available 889,660 consumer reviews for the 262

awarded restaurants and 1,257 control restaurants.

The LDA model assumes a certain data-generating process for the review text:

When consumers write reviews, they can choose words to express their opinions

about multiple dimensions (i.e., topics) of the dining experience, such as food and

service. Thus, each review d ∈ {1, ..., D} includes a mixture of K topics, and each

topic k ∈ {1, ..., K} is characterized by a probability distribution over a vocabulary

of V words v ∈ {1, ..., V }. The standard LDA model assumes the same Dirichlet

prior for all of the per-review topic distributions (α) and the same prior for all of

the per-topic word distribution (β). In other words, it ignores review and word

characteristics that might affect the distribution of topics. To account for potential

heterogeneity, we allow the hyperparameter αd to be a function of the length and

rating of the textual review. If two reviews have few characteristics in common, their

Dirichlet prior αd should be different, resulting in the different topic distribution

θd. For instance, a longer review might discuss more topics and therefore have

more evenly spread topic distributions. Similarly, we allow the hyperparameter βk

to be a function of latent semantic word characteristics. If two words have different

semantic characteristics (e.g., they are antonyms rather than synonyms), we expect
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that these two words will have different probabilities of appearing in the same topic

k. In other words, if a topic “prefers” a certain word v, we expect that it will also

prefer other words with similar semantic characteristics to v.

At the review level, we segment the review characteristics into quintiles based on

the length of the review (measured by the number of words before preprocessing) and

its rating. Thus, the review characteristics are represented by two categorical 5-level

variables, which are further converted into Ldoc dummy variables, each correspond-

ing to one level of the 5 × 5 = 25 combinations of the review length quintile and the

star rating, so Ldoc = 25 in our model. In addition to the observable review charac-

teristics, we add an intercept term to capture the characteristics that are unrelated

to the Ldoc binary variables. Therefore, the characteristics of review d are defined by

an (Ldoc+1)-dimensional binary vector fd = {1, fd,1, fd,2, ..., fd,l, ..., fd,Ldoc
}T , where

fd,l equals 1 if review d has the characteristic indicated by label l and 0 otherwise

(Zhao et al. 2017).

At the word level, frequency counts of word occurrences in a corpus are the

primary data to all unsupervised methods for learning word representations. How-

ever, standard LDA approaches do not consider word characteristics, presenting

challenges with short texts, where word co-occurrences are too sparse to provide

meaningful context. For example, it is possible that topics associated with syn-

onyms have a prior tendency to be similar, so that when one synonym is rare but

the other is common within the corpus, the topics estimates for the rare one can be

improved. A global log-bilinear regression model GloVe provides an effective mea-

sure for the linguistic or semantic similarity of word representations (Pennington

et al. 2014). Under GloVe representations, each word is represented by a high di-

mensional vector that is pre-trained on some large external corpus, e.g., Wikipedia,

Twitter, and Google News. Accordingly, we choose a set of 50-dimensional word
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embeddings pre-trained on Twitter18 as our original word characteristics. Similar

to the review characteristics, we convert the continuous-valued word characteristics

into binary values, following Guo et al. (2014). Let M ′′ be a V ×50 matrix, where V

is our vocabulary size. Each row v ∈ {1, ..., V } of M ′′ represents a 50-dimensional

embedding of vocabulary word v. For the jth dimension (j ∈ {1, ..., 50}) of word

embeddings, we divide the corresponding column vector M ′′
.j into two parts, with

one part including all positive elements (M ′′
.j+) and the other including the nega-

tive elements (M ′′
.j−). Next, we transform M ′′ to a same-dimension matrix M ′ as

follows:

M ′
v,j =



1 if M ′′
v,j > mean(M ′′

.j+),

−1 if M ′′
v,j < mean(M ′′

.j−)

0 otherwise

,

where mean(·) denotes the mathematical mean. The insight behind this trans-

formation is that we only consider the word embeddings with strong positive or

negative values on each dimension j and omit the values that are close to 0. Fi-

nally, we use two dummy variables to encode each column j in M ′ and transform

M ′
v,j ∈ {−1, 0, 1} to binarized word characteristics. Thus, the original continuous-

valued word labels are converted to Lword unique binary labels (Lword = 100 in

this case). The labels of each word v ∈ {1, ..., V } are defined by an (Lword+1)-

dimensional binary vector gv = {1, gv,1, gv,2, ..., gv,l′ , ..., gv,Lword
}T , where gv,l′ equals

1 if word v has the characteristic indicated by label l′ and equals 0 otherwise.

The LDA model describes the joint probability distribution over both the ob-

servable data (words in the review) and the hidden variables (topics of the review).

In our LDA model, we allow the Dirichlet prior αd to be a function of review char-

acteristics fd, and the Dirichlet prior βk to be a function of word characteristics gv,
18The word embedding was pre-trained on 2 billion tweets with 1.2 million unique words

by Pennington et al. (2014).
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specified as follows

αd,k = exp(
Ldoc∑
l=1

fd,l λl,k) = exp(fd
T λk), λl,k ∼ F (αd,k) (2.4.1)

βk,v = exp(
Lword∑
l′=1

gv,l′ δl′,k) = exp(gv
T δk), δl′,k ∼ G(βk,v) (2.4.2)

where F(ů) and G(ů) denote a function of parameters inside (Zhao et al. 2017). We

initialize the value of αd,k as 1/K, i.e., equal probability for K topics per review.

After λl,k is sampled, we can update the value of αd,k and iterate over the (Ldoc+1)-

dimensional vector fd. Similarly, we initialize the value of βk,v as 0.01 (i.e., equal

probability for 100 words per topic), and update βk,v by iterating over the (Lword+1)-

dimensional vector gv.

We vary the number of topics between two and ten,19 and estimate the LDA

model incorporating both review-level and word-level characteristics by Markov

Chain Monte Carlo (MCMC).20 We find that the LDA model with five topics yields

the highest topic coherence score, a measurement that has been shown to make the

resulting topics more interpretable (Chang et al. 2009, Röder et al. 2015, Zhang and

Luo 2023). We therefore set the number of topics K = 5, and estimate the LDA

model with both review-level and word-level characteristics.

Table 2.8 displays the top 20 words in descending order in terms of the posterior

probability to be associated with each topic. It appears that Topic 5 discusses the

general dining experience with an overall evaluation, whereas Topics 1–4 discuss

the dining experience in four different respects. Topic 1 concerns perceptions of

cost-effectiveness, and it relates to value for money. Generally, consumers think

19A larger number of topics is less preferred because it produces topics with a lot of overlap.
20We maximize the likelihood of the topic assignments for each word in the corpus with

respect to the parameters λl,k and δl′,k, and obtain the review-level topic proportions θd.
We run the MCMC chain for 15,000 iterations, with the first 1,500 iterations as burn-in.
The hyperparameters αd and βk are estimated and optimized every 100 iterations.
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the experience is good but might be overpriced, as evidenced by the words “price,”

“bite,” and “expensive.” Topic 3 centers around the menu and food, as evidenced by

the use of words such as “starter,” “dessert,” “steak,” “beef,” “fish,” “cheese,” etc.

Topic 5 includes words describing the general experience in various aspects (e.g.,

“experience,” “wine,” “food,” “dining,” “meal”). Both Topic 2 and Topic 4 relate

to service but are associated with different valence. Topic 2 relates to complaints

about services, such as issues regarding time (“time,” “wait,” “minute”), as well as

interactions with service personnel (“waiter,” “staff,” “ask,” “come”), which possibly

relate to attempts to resolve issues.21 Topic 4 relates to positive service encounters,

because most adjectives for this topic have a positive valence (“great,” “excellent,”

“amazing,” “friendly,” and “attentive”). Our descriptions of topics continue to hold

when only considering words that are unique to each of the five topics (see Table

2.26 in Appendix 2.8.3).

We verify our interpretation of topic valence by checking the correlations between

a review’s overall rating and the probability of being associated with each of the

five topics (value for money, issues with order, menu and food, service and staff,

and overall experience).22 In Table 2.9, Topic 5 (overall experience) is positively

21As an example, a representative review that has a high probability (θ> 0.85) for Topic 2
(issues with order) is presented below. It was posted after the restaurant gained Michelin
stars, which provides further evidence that consumers might have higher expectations
after a restaurant gains Michelin stars. “Been several times prior to the changes and the
Michelin star award so maybe expectations were too high. On arrival seated ourselves in the
bar, staff were busy in and out of restaurant no welcome smile or will be with you soon. Totally
ignored. After about 10 minutes someone came to take drinks order was very pleasant and
hospitable. Nice table taken to on time, extremely disappointed to be told on seated that there
was only one lamb left which we immediately reserved. On taking our order we did politely
express our disappointment that of only two meat choices one was not available, the response
from the waitress was a shrug and well they are closed for the next two days! One of our party
of 4 was very disappointed with the roast potatoes, tasted not fresh but rather as if been keep
warm for hours. When paying the bill, a very reasonable bill for Michelin star, we did raise our
complaints they were not received very well. Whatever business one is in, how complaints are
treated gives an insight on the company and their standards, flitch of bacon came up wanting in
this area more than in any other. Poor defensive excuses of new staff not properly trained, well
they should have been.”

22The topic probabilities for each review add up to one.
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correlated with the overall rating, so the higher Topic 5 probability, the higher

review ratings. We find a correlation of –0.521 (p < 0.0001) between Topic 1 (value

for money) and the overall rating. This is intuitive: consumers may be more likely

to mention value for money when it is low, which may make them less satisfied.

Surprisingly, Topic 3 (menu and food) has a negative correlation of –0.174 (p <

0.0001) with the overall rating, possibly because consumers tend to complain about

food when mentioning it. While both Topic 2 and Topic 4 relate to service, Topic 2

(issues with order) is negatively correlated with the overall rating, whereas Topic 4

(service and staff) is positively correlated with the overall rating. These correlations

are consistent with our topic interpretation above.

Table 2.8: Top 20 Words Under the LDA Model (K = 5)

Rank Topic 1 Topic 2 Topic 3 Topic 4 Topic 5
Value for
Money

Issues with
Order

Menu and
Food

Service and
Staff

Overall
Experience

1 food table main food menu
2 good ask starter service course
3 service take dessert great wine
4 price order cook staff experience
5 place time steak excellent food
6 great get good recommend dish
7 nice book dish visit tasting
8 menu arrive course lovely well
9 really drink delicious amazing star
10 wine come beef friendly every
11 bite tea meal good dining
12 get staff order place meal
13 like wait fish time chef
14 expect say cheese lunch eat
15 better waiter taste delicious staff
16 quality minute sauce atmosphere time
17 staff bar chocolate definitely visit
18 little service bread attentive win
19 expensive leave serve birthday michelin
20 quite tell menu fantastic best
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Table 2.9: Correlations Between Overall Review Rating and Topic Probabilities

Topic 1 Topic 2 Topic 3 Topic 4 Topic 5
Value for
Money

Issues with
Order

Menu and
Food

Service and
Staff

Overall
Experience

Overall
Rating –0.521*** –0.551*** –0.174*** 0.261*** 0.513***

Note: *** p<0.01.

Effects of Michelin Stars on Topics of Consumer Reviews

Given the topic distributions obtained from the LDA model, we aggregate the

review-level topic distribution to restaurant level in the 90-day guidebook windows

for SCM-DiD and in the two-month blocks for SynthDiD. Then, we analyze the

effect of Michelin star changes on the topics of consumer reviews with models de-

scribed in Section 2.3, using as dependent variable the mean probability of each of

the five topics. Tables 2.10 and 2.11 respectively report the SCM-DiD and SynthDiD

estimation results.

Column (5) of Table 2.10 shows that a decrease in Michelin stars is associated

with an increase in the discussion of overall experience (Topic 5). As overall experi-

ence (Topic 5) is positively correlated with the review’s overall rating, the result is

consistent with our prior findings on sentiment of consumer reviews. We find that

consumers are more likely to discuss value for money (Topic 1, Column (1)) when a

restaurant gains Michelin stars, and are less concerned about it when a restaurant

loses Michelin stars. This is consistent with reference dependence (Gerstner 1985,

Winer 1986, Rao and Monroe 1989, Almenberg and Dreber 2011) and expectation

effect: consumers raise their expectations and become more demanding with recom-

mendations from experts. Regarding menu and food (Topic 3, Column (3)), we note

that consumers tend to mention these aspects less frequently when a restaurant loses

Michelin stars, possibly because they have lower expectations about food in such

cases. Finally, for the two service-related topics (Topic 2 and Topic 4), an increase in

Michelin stars is associated with an 8.8 percentage point increase in the proportion
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of Topic 2 and a 17.4 percentage point decrease in the proportion of Topic 4. In con-

trast, a decrease in Michelin stars is associated with a 9.2 percentage point decrease

in the proportion of Topic 2 and a 17.5 percentage point increase in the proportion

of Topic 4. This suggests that consumers become more demanding on service qual-

ity when restaurants gain Michelin stars, and less demanding when restaurants lose

Michelin stars. Note that the results are not driven by menu changes, because we

focus on restaurants without menu changes in the guidebook windows. The results

from the SynthDiD estimation in Table 2.11 show a similar pattern.

Together, our results on the content of consumer reviews shed light on the under-

lying factors behind the changes in review sentiment following changes in Michelin

stars, providing support on the expectation effect. Service and “value for money”

are crucial to customer satisfaction. This finding is highly relevant to practitioners

as they navigate the impacts of expert opinions. As our results show, receiving a fa-

vorable expert opinion can put more pressure on the business due to raised customer

expectations. Thus, practitioners need to be proactive in terms of anticipating this

and preparing accordingly.
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Table 2.10: Effects of Michelin Star Changes on Topics of Consumer Reviews by
SCM-DiD

(1) Topic 1 (2) Topic 2 (3) Topic 3 (4) Topic 4 (5) Topic 5
Value for
Money

Issues with
Order

Menu and
Food

Service
and Staff

Overall
Experience

After 0.006
(0.004)

–0.004
(0.003)

0.000
(0.004)

–0.003
(0.005)

0.001
(0.004)

After × Increase 0.131***
(0.021)

0.088***
(0.015)

–0.018
(0.011)

–0.174***
(0.018)

–0.027
(0.025)

After × Decrease –0.160***
(0.016)

–0.092***
(0.014)

–0.099***
(0.012)

0.175***
(0.023)

0.175***
(0.024)

One Star 0.004
(0.019)

–0.001
(0.014)

–0.006
(0.011)

–0.002
(0.019)

0.005
(0.025)

Two Star –0.016
(0.041)

–0.008
(0.026)

–0.021
(0.022)

0.042
(0.031)

0.002
(0.054)

Three Star –0.133
(0.125)

–0.054
(0.086)

0.032
(0.025)

0.144***
(0.046)

0.010
(0.216)

ln(number of
reviews+1)

0.003
(0.009)

0.010**
(0.005)

0.009
(0.008)

–0.009
(0.011)

–0.013
(0.012)

Cumulative average
rating

–0.034
(0.098)

–0.067
(0.076)

–0.070
(0.078)

0.010
(0.099)

0.162
(0.126)

Cumulative rating
variance

0.014
(0.075)

–0.036
(0.069)

–0.132**
(0.063)

0.059
(0.065)

0.095
(0.071)

ln(normalized search
volume+1)

–0.023
(0.027)

0.012
(0.022)

–0.029*
(0.016)

0.014
(0.042)

0.027
(0.041)

Pair–window FE Yes Yes Yes Yes Yes
Restaurant FE Yes Yes Yes Yes Yes
Observations 892 892 892 892 892
Number of pairs 223 223 223 223 223
R2 0.861 0.827 0.785 0.885 0.901

Note: Robust standard errors clustered at pair level are in parentheses. *** p<0.01, ** p<0.05, *
p<0.1.

Table 2.11: Effects of Michelin Star Changes on Topics of Consumer Reviews by
SynthDiD

(1) Topic 1 (2) Topic 2 (3) Topic 3 (4) Topic 4 (5) Topic 5
Value for
Money

Issues with
Order

Menu and
Food

Service and
Staff

Overall
Experience

Increase 0.071***
(0.021)

0.038***
(0.013)

–0.015
(0.012)

–0.111***
(0.020)

0.018
(0.017)

Decrease –0.063***
(0.024)

–0.054**
(0.024)

–0.044***
(0.017)

0.144***
(0.039)

0.105***
(0.030)

Note: Overall ATT reported. Aggregated standard errors are in parentheses. *** p<0.01, **
p<0.05.
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2.5 Alternative Explanations

Although two variants of the synthetic control method allow us to capture possible

trends that might affect identification of the effect of the Michelin star change, as

summarized in Table 2.4, there still exist potential supply- and demand-side factors

that may lead to the observed effects. We address concerns related to supply-side

factors in Section 2.5.1 and concerns related to demand-side factors in Section 2.5.2.

2.5.1 Supply-side Factors

There are three supply-side changes that may affect consumer reviews: menu changes,

changes in serving size given the menu, and changes in restaurant decor and/or ser-

vice. We discuss each in turn.

Menu Changes

One alternative explanation to the finding is that restaurants may have changed

their menu following the Michelin star change. Recall that our sample excludes

restaurants that have changed their menus during the window around the Michelin

Guide release time, thus it is unlikely that the effects are driven by menu changes.

Table 2.12: Subset of Restaurants Evidencing Consistency

(1) SCM-DiD (2) SynthDiD
Increase 0.001

(0.074)
0.010

(0.069)
Decrease 0.340***

(0.079)
0.351***
(0.155)

Note: Regression coefficients on Equation (2.3.1) are reported in Column (1), and overall ATTs
estimated by Equations (2.3.2) and (2.3.3) are reported in Column (2). Robust standard errors
clustered at pair level (Column 1) and aggregated standard errors (Column 2) are in parentheses.
*** p<0.01.
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Serving Size Changes

Although we have controlled for menu offerings and focused on a short-time win-

dow, one concern is that restaurants can modify serving sizes or the quality of their

dishes without changing the menu. As discussed in Section 2.2.1, the Michelin star

selections are confirmed through repeated visits by different inspectors within a

year, ensuring consistency. Should there be changes in serving size or food qual-

ity post a Michelin star status change, it would likely be noted by the inspectors

during their consistency assessments and could result in an adjusted star rating the

following year. Thus, restaurants that retain their new Michelin star level in the

next guidebook year (e.g., sustaining a 1-star status after an increase from 0-star)

are presumed to uphold consistent food quality and serving sizes. We replicate the

analysis with this subset of “highly consistent” restaurants, and the results in Table

2.12 are consistent with prior results.2324

Non-food Changes

The third concern related to the supply-side is that restaurants may have made

major changes in their decor or service. In SCM-DiD, we focus on a window of 90

days before and 90 days after the Michelin Guide release, a timeframe likely too

short for significant changes. We revisit this issue by conducting a robustness check

with a shorter window period in Section 2.6.3. In SynthDiD, Figure 2.4 indicates a

very significant positive treatment effect in an even shorter period (60 days) after

the new Michelin Guide release. This makes it even less likely that changes in decor

and service could be causing our results.

23Note that our data period ends at guidebook 2020 and does not cover Michelin star
levels in guidebook 2021, thus this analysis includes star changes before guidebook year
2020.

24Note that, for brevity, in Table 2.12 and subsequent tables, we do not report the estimates
associated with other control variables in SCM-DiD, which are qualitatively similar to
those in Column (2) of Table 2.6.
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To further rule out the possibility that service changes drive the effect, we analyze

trends in review topics that might reflect such changes following the Michelin Guide

updates. To do so, we focus on “service-related” metrics, based on topics 2 and 4

(cf. Section 2.4.2). This involves aggregating the probabilities of relevant topics over

the twelve month period between guidebook releases. We follow a three-step proce-

dure: First, we categorize all the restaurants by guidebook years into four groups:

awarded restaurants with Michelin star increases (169 units); awarded restaurants

with Michelin star decreases (83 units); awarded restaurants whose Michelin star

status remained unchanged (2,091 units); and control restaurants (7,517 units).

Second, for each unit within each of these four restaurant groups, we aggregate the

reviews by month following the Michelin Guide publication date. Third, for each of

these four restaurant groups, we plot the average service-related topic probability,

aggregated across restaurants and Michelin Guidebook years, along with their 95%

confidence intervals, as shown in Figure 2.5. This additional analysis expands the

period in our previous analyses from a maximum of 90 days to a full year.

If the star changes led to adjustments in service levels, we should expect to

observe a corresponding shift in the probability of this topic being mentioned for

restaurants that experienced a Michelin star change. However, as shown in Fig-

ure 2.5, for all four groups, the probability of service-related topics being mentioned

remains stable over the twelve month period. The trends in the third and fourth

groups are more stable, because of the substantially larger numbers of observations.

This being said, we acknowledge that with sufficient commitment from man-

agement, there is a possibility of relatively swift improvements in service quality.

Because consumer reviews reflect both objective service quality and subjective per-

ceptions influenced by expectations, we cannot completely rule out the potential

impact of unobserved service quality adjustments. However, based on the above

discussion and analyses, it seems unlikely that these are the primary drivers of the

observed effects.
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Figure 2.5: Service-related Topic Probability by Month

Note: To plot this figure, we follow a three-step procedure. First, we categorize all the restaurants
by guidebook years into four groups: awarded restaurants with Michelin star increases (169 units);
awarded restaurants with Michelin star decreases (83 units); awarded restaurants whose Michelin
star status remained unchanged (2,091 units); and control restaurants (7,517 units). Second, for
each unit within each of these four restaurant groups, we aggregate the reviews by month following
the Michelin Guide publication date. Third, for each of these four restaurant groups, we plot the
average service-related topic probability, aggregated across restaurants and Michelin Guidebook
years, along with their their 95% confidence intervals.
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2.5.2 Demand-side Factors

There are three demand-side changes that may affect the interpretation of our re-

sults: changes in restaurant demand, consumers showing sympathy for restaurants

losing stars, and changes in the mix of consumers visiting a restaurant. We discuss

each in turn.

Restaurant Demand

Michelin star changes may induce changes in consumer interest and restaurant de-

mand. To see how Michelin stars affect restaurant demand, we estimate Equations

(2.3.1), (2.3.2) and (2.3.3) with the log-transformed normalized Google search inten-

sity (collected from Google Trends) as the dependent variable (see Table 2.13). Our

findings reveal that changes in a restaurants Michelin star status do not significantly

change its search volume, suggesting that our results are unlikely to be primarily

driven by changes in restaurant demand.

Table 2.13: Google Trends Search Volume

DV: log-transformed normalized

Google search intensity

(1) SCM-DiD (2) SynthDiD

Increase 0.019

(0.064)

0.022

(0.071)

Decrease 0.004

(0.059)

–0.082

(0.088)

Note: Regression coefficients on Equation (2.3.1) are reported in Column (1), and overall ATTs

estimated by Equations (2.3.2) and (2.3.3) are reported in Column (2). Robust standard errors

clustered at pair level (Column 1) and aggregated standard errors (Column 2) are in parentheses.

This being said, Google search intensity only includes searches originated from
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Google, and it is possible that changes in Michelin stars lead to changes in searches

on review and booking websites such as TripAdvisor and OpenTable. We next

examine restaurant demand using daily OpenTable reservation data collected by

Farronato and Zervas (2022) on New York City restaurants. This dataset contains

information on the daily availability of tables for two between 18:30 and 19:30 at each

restaurant in the period of April 2013 to March 2017. Within this time period, we

first check five New York City Michelin Guides (guidebook 2013 to guidebook 2017),

and identify 117 awarded restaurants that received Michelin stars at least once.

Among these awarded restaurants, there are 54 instances of Michelin star increase

and 39 instances of star decrease during guidebook 2014 to guidebook 2017 (with

guidebook 2013 serving as our baseline). Second, we match these awarded restau-

rants with the restaurants in Farronato and Zervas (2022)’s OpenTable reservation

data, and identify 70 (out of 117) awarded restaurants with OpenTable records.

Third, we denote each “restaurant-guidebook year” as a unit, and keep units for

which we observe booking information immediately before and after the guidebook

release. In the end, we retain a total number of 222 units, with 27 units associated

with Michelin star increases, 13 units associated with Michelin star decreases, and

182 units where star status remained unchanged. We then estimate the following

regression model analogous to Equation (8) from Farronato and Zervas (2022), using

data in a short window around the guidebook release dates:

Soldoutid = β1Afterd + β2Afterd × Increaseid + β3Afterd × Decreaseid

+ β4OneStarid + β5TwoStarid + β6ThreeStarid

+ αi + γd + εid (2.5.1)

where i denotes restaurant, and d denotes day. The outcome variable Soldoutid is

an indicator variable which equals 1 if restaurant i is sold out between 18:30 and
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19:30 on day d. Afterd is an indicator variable which takes the value of 1 if day d

is in a window after the Michelin guidebook update. Increaseid ( Decreaseid) takes

the value of 1 if restaurant i gained (lost) stars in the corresponding new guidebook.

We control for restaurant fixed effect αi and day fixed effects γd. Table 2.14 shows

the results. Column 1 (2) is based on a window of 60 (90) days before and 60 (90)

days after the guidebook release dates.

The results indicate that compared to restaurants that maintained the same

Michelin star level, restaurants gaining Michelin star(s) experience an increase in de-

mand, whereas those losing Michelin star(s) do not experience a significant change in

demand. Although this sample of restaurants differs from our main sample, we posit

that the relationship between Michelin stars and restaurant demand applies gener-

ally. This implies that the observed effects of Michelin star decreases on consumer

reviews (Section 2.4) are unlikely to be driven by changes in restaurant demand.

For restaurants gaining Michelin star(s), we conjecture that an increase in demand

could potentially compromise the dining experience (possibly due to overcrowding

etc.). The fact that the consumer review ratings in our main sample remained sta-

ble despite increased demand further suggests that the results are unlikely driven

by changes in restaurant demand.

Consumer Sympathy

One alternative explanation for our results is that consumers show their sympathy

to underdogs (i.e., restaurants losing Michelin stars) and thus try to defend them in

reviews. If this were the main mechanism, we would expect an increase in review

volume for restaurants losing Michelin stars. To test if this is the case, we estimate

Equations (2.3.1), (2.3.2) and (2.3.3) with the volume of consumer reviews as the

dependent variable (Table 2.15). We do not find significant changes in review vol-
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Table 2.14: Effect of Michelin Stars Changes on Restaurant Demand (New York
City)

DV: whether 18.30 – 19.30 slot sold
out on OpenTable

60-day window 90-day window
(1) (2)

After 0.040***
(0.015)

0.063***
(0.015)

After × Increase 0.084**
(0.034)

0.078**
(0.031)

After × Decrease –0.014
(0.047)

–0.026
(0.039)

One Star –0.056
(0.041)

–0.046
(0.036)

Two Star 0.191***
(0.071)

0.212***
(0.058)

Three Star 0.209***
(0.075)

0.227***
(0.058)

Restaurant FE Yes Yes
Day FE Yes Yes
Observations 24,987 35,375
Number of units 222 222
R2 0.460 0.455

Note: Robust standard errors clustered at restaurant level are in parentheses.
*** p<0.01,** p<0.05.

umes for restaurants gaining or losing Michelin stars,25 suggesting our results are

unlikely an outcome of the consumer sympathy to underdogs.

Consumer Mix

Potential changes in Michelin stars might change the mix of consumers who visit

the restaurant. There are two possible mechanisms that could lead to the change in

customer experience.

First, a change in the Michelin star ratings does not change the consumer mix
25Consumer sympathy could potentially be more evident for British cuisine restaurants, as

consumers might be inclined to support their national cuisine. To explore this, we repli-
cate our analysis with restaurants serving British cuisine and the results are consistent.
The results are available upon request.

64 of 167



2.5. Alternative Explanations

Table 2.15: Volume of Consumer Reviews

DV: review volume
(1) SCM-DiD (2) SynthDiD

Increase 8.042
(5.426)

0.735
(1.977)

Decrease –7.971
(4.939)

–2.412
(2.996)

Note: Regression coefficients on Equation (2.3.1) are reported in Column (1), and overall ATTs
estimated by Equations (2.3.2) and (2.3.3) are reported in Column (2). Robust standard errors
clustered at pair level (Column 1) and aggregated standard errors (Column 2) are in parentheses.

visiting the restaurant. Thus any change in experience is driven by the change

in expectations. Second, a change in the Michelin star ratings does change the

consumer mix visiting the restaurant. Thus any change in experience is driven by a

combination of selection and the change in expectations.

In either case, what the restaurant cares about is the aggregate level experience

presented to interested consumers. In other words, going forward, a prospective (or

even repeat) diner is unlikely to think about the (changing) consumer mix in her

decision to visit the restaurant. Therefore, the potential change in consumer mix is

unlikely to affect the implications of the findings for the restaurant, at least in the

short to medium term.

Having said this, it is important to provide evidence that the second mechanism

(above) is unlikely to be at play. To do this, we use the reviewer-level data described

in Section 2.2.6 for two sets of analyses. First, we look at the characteristics of all

the reviewers who have reviewed the focal restaurant before and the characteristics

of those who reviewed after the star change. Second, we look at the reviewers of

the focal restaurant and examine their behavior in terms of the characteristics of all

the restaurants i.e., not just the ones in our sample, that they visit before and after

the star change.
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Restaurant-level Analysis: Reviewer Characteristics As described in Sec-

tion 2.2.6, we have collected the TripAdvisor profiles of 52,210 unique reviewers,

who have provided 1,617,923 reviews spanning from 2010 to 2020, of which 52,224

reviews are for awarded restaurants. Based on this dataset, we construct a series

of reviewer-level characteristics. We then compare characteristics of reviewers who

reviewed the restaurant before the Michelin star change against those who reviewed

after the change. If we observed no significant changes in these characteristics, it

would provide us with greater confidence that the change in consumer mix is not

the main driver behind our findings. We detail the steps below.

First, we introduce four variables to describe reviewer characteristics based on

their profile, as shown in Table 2.16. To illustrate the construction of these vari-

ables, consider a reviewer who is registered in the United States and has provided

eight reviews. Among the eight reviews sorted in chronological order, the fifth and

eighth reviews are for two awarded restaurants, each receiving a “5-star” rating.

The remaining six reviews have “4-star” ratings. The “Example” column shows the

values of the four variables for this reviewer. The variable “Local consumer” takes

the value of 0 because she is not registered in the United Kingdom or Ireland. The

variable “Picky consumer” takes the value of 0 because she has given 5-star review

ratings. The cumulative number of restaurants until the two awarded restaurants

are respectively 4 and 7. The cumulative mean review rating until the first awarded

restaurant is 4 because the previous four reviews all have 4-star ratings. The cumu-

lative mean review rating until the second awarded restaurant is 4.14 because among

the seven previous reviews, six have 4-star ratings and one has a 5-star rating.

Next, for each of these 52,224 reviews, we extract the reviewer’s characteristics

at the time of the review. For illustration, Table 2.27 in Appendix 2.8.4 shows the

reviewer characteristics associated with the two reviews by the example reviewer

presented in Table 2.16.

Lastly, similar to the data preparation step of SCM-DiD, we aggregate the re-
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Table 2.16: Reviewer Characteristics

Variable Definition Example
Local consumer Equals 1 if the reviewer is registered in the “United Kingdom”

or “Ireland”. Otherwise, equals 0.
0

Picky consumer Equals 1 if the reviewer has never given a “5-star rating”
in their profile. Otherwise, equals 0.

0

Cum. # of restaurants until
each awarded restaurant

The number of restaurants that a reviewer has reviewed
until each awarded restaurant.

4 and 7

Cum. mean review rating
until each awarded
restaurant

Mean review rating across all previously reviewed restaurants. 4 and 4.14

views at the restaurant level for both the pre- and post- windows, and then use the

mean consumer review rating (or the mean topic probability) as the dependent vari-

able. In this specific analysis, we aggregate the reviewer characteristics constructed

at the review level – the four variables listed in Table 2.27 – at the restaurant

level. The resulting average of the review-level reviewer characteristics for each

restaurant is the dependent variable. Essentially, when aggregating the variables

“local consumer” and “picky consumer” at the restaurant level, we are measuring

the percentage of “local (picky) consumers” associated with the restaurant. When

aggregating the other two variables at the restaurant level, we are measuring the

mean value of those variables (averaged across reviewers) for the restaurant.

In this analysis, we have 217 awarded restaurants and 1,040 “restaurant-guidebook

year” units. Among these 1,040 units, 71 are associated with Michelin star increases,

53 are associated with Michelin star decreases, and the remaining units represent

cases where the Michelin star status remained unchanged. Each of these units com-

prises two observations: one for the period before the Michelin star rating change

and the other for the period after the Michelin star rating change.

The results of the analysis are shown in Table 2.17. Columns (1) and (2) indicate

that the percentage of local consumers and the percentage of picky consumers do not

change significantly after Michelin star changes. Columns (3) and (4) suggest that

the review intensity and average review rating are similar between reviewers who
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reviewed the restaurant prior to the change and those who reviewed it afterwards.

Together, these results suggest that Michelin star changes do not have a significant

impact on the types of consumers who visit awarded restaurants. Consequently, it

implies that a change in the consumer mix is unlikely to be the primary driving

factor behind our findings.

Table 2.17: Effect of Michelin Star Changes on Reviewer Characteristics (90-day
Window)

Percentage
(restaurant-level)

Mean
(restaurant-level)

Local Consumer
(reviewer-level)

Picky Consumer
(reviewer-level)

# of restaurants
until each

awarded restaurant
(reviewer-level)

Mean review rating
until each

awarded restaurant
(reviewer-level)

(1) (2) (3) (4)
After 0.044***

(0.008)
–0.001
(0.004)

1.355**
(.548)

–0.009
(0.016)

After × Increase 0.027
(0.022)

–0.001
(0.010)

–2.301
(1.719)

0.015
(0.042)

After × Decrease –0.024
(0.033)

–0.005
(0.014)

–0.916
(2.363)

0.060
(0.054)

Other control variables
(Michelin stars, the number of
reviews, cumulative average
review rating, cumulative
rating variance, Google search
volume)

Yes Yes Yes Yes

Restaurant FE Yes Yes Yes Yes
Guidebook year FE Yes Yes Yes Yes
Observations 2,080 2,080 2,080 2,080
“restaurant-guidebook year”
units

1,040 1,040 1,040 1,040

Number of restaurants 217 217 217 217
R2 0.040 0.016 0.278 0.021

Note: Robust standard errors clustered at restaurant level are in parentheses. *** p<0.01, **
p<0.05, * p<0.1.

Reviewer-level Analysis: Restaurant Characteristics We have shown that

consumers who reviewed a restaurant before the Michelin change are not funda-

mentally different from consumers who reviewed the restaurant after the Michelin

changes. Next, we examine whether changes in Michelin stars led consumers to visit

different types of restaurants, drawing on all the reviews across every restaurant
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that has been reviewed by a reviewer in our dataset.

As discussed in Section 2.2.6, we located the TripAdvisor pages for 279,359 (out

of 327,852) restaurants that have been reviewed by 45,274 (out of 52,210) reviewers

who have reviewed an awarded restaurant within the 90-day guidebook windows.

In total, these reviewers have provided 1,101,305 reviews. For each of these reviews,

we collect both time-invariant and time-varying characteristics of the corresponding

restaurant at the time of the review. Specifically, the time-invariant characteristics,

the price level and cuisine type, were extracted from the restaurant’s Tripadvisor

page. Then, we calculate the cumulative review characteristics (number of reviews,

mean star rating, standard deviation of star rating) for the restaurant up to the

review date, leveraging the dataset of 79 million reviews we have collected. We

illustrate this process with an example in Table 2.28 in Appendix 2.8.4.

After computing restaurant characteristics at the time of each review, we ag-

gregate these restaurant characteristics at the reviewer level. Specifically, for each

review within a reviewer’s profile, we calculate the cumulative restaurant character-

istics of her previously reviewed restaurants. Again, we illustrate this process with

an example in Table 2.29 in Appendix 2.8.4.

We then construct four variables to describe whether the restaurant is different

from the reviewer’s previously reviewed restaurants, as presented in Table 2.18.

First, we check if the price level and cuisine type of the restaurant differ from

those restaurants the reviewer had previously reviewed. Next, we look at whether

the review rating stands out from the reviewer’s previous ratings. To define what

counts as “standing out”, we look at whether the rating falls within a normal range,

calculated as the average plus or minus one standard deviation (mean±SD). Lastly,

we calculate the difference in ratings (∆Rating) by comparing the rating of the

current review against the reviewers average rating up to that point.

To analyze whether a review in the reviewer’s profile corresponds to a restau-

rant that differs from those she had reviewed previously, we use these four variables
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Table 2.18: Reviewer-level Restaurant Characteristics Measurement and Defini-
tion

Variable Definition
Whether new price level Equals 1 if the restaurant has a different price level from those

previously reviewed. Otherwise, equals 0.

Whether new cuisine type Equals 1 if the restaurant has a different cuisine type from those
previously reviewed. Otherwise, equals 0.

Whether rating out of
range of mean ± SD

Equals 1 if the review rating for the focal restaurant is out of
the range of previous ratings (mean ± SD). Otherwise, equals 0.

Rating difference, ∆Rating Difference between the focal review rating and the cumulative mean
review rating

as dependent variables and estimate difference-in-differences models at the review

level. The results are presented in Table 2.19. We control for both restaurant-level

cumulative characteristics (e.g., average review rating, total number of ratings, and

rating variance) and reviewer-level cumulative characteristics within their profile

(e.g., average ratings, number of ratings, number of unique price levels, and num-

ber of unique cuisine types). We also add fixed effects on price level, cuisine type,

reviewer, month, and guidebook year. Note that our analysis includes reviews start-

ing from the third one in the reviewer’s profile, because the initial two restaurants

serve as a basis for computing rating variances and provide baseline price levels and

cuisine types.

Table 2.19 shows that, across all four columns, there are no significant changes

in restaurant characteristics at the reviewer-level after Michelin star changes. This

suggests that consumers maintain their usual dining preferences, and thus, changes

in Michelin stars do not appear to significantly influence consumers’ decisions to

visit these restaurants.

Overall, based on observables in a large amount of reviewer and review data, we

find that the pool of diners at a focal restaurant does not change, and that reviewers

of the focal restaurant do not exhibit any change in their restaurant choices/pref-

erences, before and after Michelin star changes. This provides strong supportive
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evidence that the second mechanism i.e., a change in consumer mix after a Michelin

star change, is not driving our results.26

26An obvious caveat to this analysis is that we do not have data on restaurant visitors
who do not write reviews at all (or write only on less prominent sites than TripAdvisor).
Hopefully, the large sample sizes (in both analyses we carry out in this section) mitigate
this concern.
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Table 2.19: Effect of Michelin Star Changes on the Characteristics of Reviewed
Restaurants

Whether
new price

level

Whether
new cuisine

type

Whether
rating out of

range
mean ± SD

∆Rating

(1) (2) (3) (4)
After 0.002

(0.001)
0.006***
(0.002)

–2.150e-05
(3.213e-04)

0.001
(0.001)

After × Increase –0.019
(0.013)

–0.005
(0.009)

–2.225e-05
(4.206e-04)

–0.001
(0.004)

After × Decrease 0.022
(0.018)

–0.013
(0.010)

–1.202e-04
(4.462e-04)

–0.007
(0.006)

One Star 0.070***
(0.003)

0.004**
(0.002)

2.551e-04
(2.579e-04)

0.001
(0.001)

Two Star 0.052***
(0.005)

0.018***
(0.004)

9.021e-04*
(5.043e-04)

0.001
(0.002)

Three Star 0.014
(0.009)

0.050***
(0.009)

1.340e-03
(1.011e-03)

–0.002
(0.004)

Cumulative average
rating (Restaurant-level)

0.002***
(0.001)

0.001
(0.001)

–6.430e-
03***

(4.816e-04)

1.011***
(0.001)

Cumulative # of ratings
(Restaurant-level)

–0.002**
(0.001)

0.004***
(0.001)

4.099e-04*
(2.388e-04)

–0.002***
(0.001)

Cumulative rating
variance
(Restaurant-level)

–0.002*
(0.001)

0.003**
(0.001)

–6.253e-
03***

(5.929e-04)

–0.001
(0.001)

Cumulative average
rating (Reviewer-level)

–0.010***
(0.002)

–0.003
(0.002)

–7.661e-04
(6.790e-04)

–0.157***
(0.003)

Cumulative # of ratings
(Reviewer-level)

–0.109***
(0.005)

–0.112***
(0.006)

–3.846e-
03***

(4.103e-04)

0.021***
(0.001)

Cumulative # of price
levels (Reviewer-level)

0.057***
(0.002)

–0.005**
(0.002)

–4.817e-04**
(1.953e-04)

–0.003***
(0.001)

Cumulative # of cuisine
types (Reviewer-level)

0.001***
(0.000)

0.001***
(0.000)

3.900e-05***
(1.150e-05)

–0.000**
(0.000)

Restaurant price level FE Yes Yes Yes Yes
Restaurant cuisine type
FE

Yes Yes Yes Yes

Reviewer FE Yes Yes Yes Yes
Month FE Yes Yes Yes Yes
Guidebook year FE Yes Yes Yes Yes
Observations 883,589 883,589 883,589 883,589
Number of reviewers 17,775 17,775 17,775 17,775
R2 0.190 0.246 0.085 0.967

Note: Robust standard errors clustered at reviewer level are in parentheses. *** p<0.01, ** p<0.05,
* p<0.1
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2.6 Robustness Checks

We conduct a battery of robustness checks, including a difference-in-differences anal-

ysis with control restaurants manually selected based on location, price, and cuisine

type (Section 2.6.1), an alternative dependent variable to measure review sentiment

(Section 2.6.2), an alternative window in SCM-DiD (Section 2.6.3), a falsification

test with placebo guidebook publication dates in SynthDiD (Section 2.6.4), and a

replication study with New York City data (Section 2.6.5).

2.6.1 Rule-based Control Restaurants

The SCM-DiD model in Section 2.3.2 employs the SCM to create a time-varying

synthetic control restaurant that best matches the focal awarded restaurant, which is

a data-driven approach. We check the robustness with a rule-based control restau-

rant selection, which explicitly selects control restaurants that closely match the

awarded restaurants in terms of location, price level and cuisine type. Specifically,

for each of the 262 awarded restaurants, we select from the pool of 1,147 control

restaurants a control restaurant that satisfies the following criteria: (1) the control

restaurant needs to be geographically close to the focal awarded restaurant: in ur-

ban areas within 0.5 miles and in rural areas within 10 minutes driving distance;27

(2) the control restaurant has the same price level on TripAdvisor as the awarded

restaurant; and (3) the control restaurant has the same cuisine type on TripAd-

visor as the awarded restaurant. If more than one restaurant satisfies the above

criteria, we give preference to the one that appears on the best nearby restaurants

page recommended by TripAdvisor. Note that we allow each control restaurant to

be matched with at most one awarded restaurant, that is we use matching without

replacement to ensure that the results are not driven by a small group of control
27The distance is calculated by two restaurants’ geocoded longitudes and latitudes. The

travel time is estimated with Google Maps.
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restaurants which are matched with many awarded restaurants. In the end, 227 (out

of 1,147) control restaurants are selected, leading to 227 treated-control pairs. The

remaining 35 awarded restaurants without identified control restaurants are either

located in rural areas without nearby restaurants, or located in urban areas but do

not have nearby restaurants with the same price level and cuisine type. Out of the

227 restaurant pairs identified, 156 are located in urban areas and 71 are located in

rural areas. On average, the distance between the focal awarded restaurant and the

selected paired control is 0.12 miles (s.d. = 0.29) in urban areas and 7.01 miles (s.d.

= 8.48) in rural areas.

We then estimate the difference-in-differences model (Equation (2.3.1)) with the

treated-control restaurant pairs where both restaurants have received reviews in the

90-day pre- and post-treatment windows. This results in 143 (out of 227) restaurant

pairs. We report the results on review sentiment (Column 1) and review content

(Columns 2-6) in Table 2.20. The results are qualitatively similar to those in Tables

2.6 and 2.10.

2.6.2 Alternative Sentiment Measure

One concern is that the proportion of extreme reviews (i.e., 5-star-rating and 1-star-

rating reviews) has changed, but the mean review rating may not change. Following

Shin et al. (2023), we replicate the review sentiment analysis with the percentage of

5-star-rating reviews at the restaurant level, instead of the mean review rating, as

the outcome variable. Column (1) in Table 2.21 and Column (1) in Table 2.22 re-

spectively replicate Column (2) in Table 2.6 (SCM-DiD) and Table 2.7 (SynthDiD).

Results are consistent with our prior findings: decreases in Michelin stars improve

consumer review ratings.
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Table 2.20: Robustness Checks: DiD with Control Restaurants Selected via Rule-
Based Criteria

(1) Overall
Rating

(2) Topic 1 (3) Topic 2 (4) Topic 3 (5) Topic 4 (6) Topic 5

Value for
Money

Issues with
Order

Menu and
Food

Service
and Staff

Overall
Experience

After –0.097
(0.064)

0.014
(0.012)

0.011
(0.012)

–0.004
(0.010)

–0.025
(0.019)

0.004
(0.010)

After × Increase 0.010
(0.112)

0.133***
(0.032)

0.066***
(0.024)

–0.032
(0.022)

–0.183***
(0.039)

0.016
(0.036)

After × Decrease 0.216**
(0.115)

–0.171***
(0.026)

–0.086***
(0.026)

–0.079***
(0.023)

0.184***
(0.042)

0.153***
(0.033)

Other control variables
(Michelin stars, the
number of reviews,
cumulative average
review rating,
cumulative rating
variance, Google
search volume)

Yes Yes Yes Yes Yes Yes

Pair–window FE Yes Yes Yes Yes Yes Yes
Restaurant FE Yes Yes Yes Yes Yes Yes
Observations 572 572 572 572 572 572
Number of pairs 143 143 143 143 143 143
R2 0.708 0.811 0.699 0.737 0.801 0.900

Note: Robust standard errors clustered at pair level are in parentheses. *** p<0.01, ** p<0.05, *
p<0.1.

2.6.3 Alternative Window

As mentioned earlier, our main analysis with the restriction of the 90-day time

window around the Michelin Guide release makes it hard for restaurants to have

the time and/or resources to pull off major changes in decor and/or service levels.

We further shorten the period to 60-day time window around the Michelin Guide

release. Column (2) in Table 2.21 replicates Table 2.6 with a 60-day window in

SCM-DiD,28 and the results are robust.

2.6.4 Falsification Test

The SynthDiD model relaxes the strong parallel-trends assumption for all units and

all time periods. However, it assumes that there exist unit and time weights such
28The re-construction of SCM results in 208 (out of 252) synthetic control restaurants

corresponding to 208 treated units. 44 units were dropped because they do not have
enough reviews on at least one side of the 60-day pre- or post-treatment window.
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that the averaged treated unit and the weighted average of the control units satisfy a

parallel trends assumption for the averaged post-treatment period and the weighted

average of the pre-treatment periods (Arkhangelsky et al. 2021). In other words,

the selection of weights on control units and pre-treatment periods depends on the

actual treatment time. One possible concern regarding this design is that we may be

measuring a general trend among the treated restaurants instead of a causal effect

of the Michelin star changes. To alleviate this concern, we conduct a falsification

test by generating a “placebo” guidebook publication date that is 90 days before the

actual publication date. We then replicate Table 2.7 with the placebo guidebook

date.29 Results are presented in Column (2) of Table 2.22. The insignificant ATTs

indicate that our results are unlikely driven by a general time trend.

29The re-construction of 18-month data with nine consecutive two-month blocks around
“placebo” guidebook publication date results in 136 (out of 252) treated units, including
83 units for gaining Michelin stars and 53 units for losing Michelin stars, and 4,307
control units.
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Table 2.21: Robustness Checks: SCM-DiD with Alternative Sentiment Measure
and Alternative Window

Alternative
dependent variable

(Section 2.6.2)

Alternative window
(Section 2.6.3)

(1) (2)
After –0.019**

(0.008)
–0.079***

(0.029)
After × Increase 0.010

(0.034)
0.019

(0.076)
After × Decrease 0.089***

(0.033)
0.039***
(0.075)

Other control variables
(Michelin stars, the number of
reviews,
cumulative average review
rating, cumulative rating
variance,
Google search volume)

Yes Yes

Pair–window FE Yes Yes
Restaurant FE Yes Yes
Observations 892 832
Number of pairs 223 208
R2 0.821 0.821

Note: Robust standard errors clustered at pair level are in parentheses. *** p<0.01,** p<0.05.

Table 2.22: Robustness Checks: SynthDiD with Alternative Sentiment Measure
and Falsification Test

Alternative
dependent variable

(Section 2.6.2)

Falsification test
(Section 2.6.4)

(1) (2)
Increase –0.012

(0.033)
0.041

(0.075)
Decrease 0.159***

(0.062)
0.052

(0.133)
Total number of treated units 148 136
Total number of control units 4,334 4,307

Note: Overall ATT reported. Aggregated standard errors are in parentheses. *** p<0.01.
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2.6.5 Replication with NYC Restaurants

To investigate whether the effects generalize to other countries, we conduct a repli-

cation study in the context of New York City (NYC). The detailed data construction

process is described in Appendix 2.8.5. Using the mean consumer review rating as

the dependent variable, we replicate the analysis of review sentiment in Equation

(2.3.1). There are two key differences compared to our main analysis. First, in-

stead of using Google search intensity as a proxy of restaurant demand Zit, we use

OpenTable reservation data from Farronato and Zervas (2022) to proxy the demand

for NYC restaurants. As described in Section 2.5.2, Farronato and Zervas (2022)’s

data contain information on whether each restaurant had been fully booked (sold

out) between 18:30 and 19:30 on a daily basis. Thus, we measured the average

demand for each restaurant within the 90-day window by calculating the percent-

age of fully-booked days during that period. Second, we replace the pair–window

fixed effect αp(i)w(t) with the window fixed effect αw(t) because we do not match a

restaurant with its control due to the limited sample.

The estimation results are presented in Table 2.23. Column (1) controls only for

Michelin star levels and fixed effects, and Column (2) adds the full set of controls.

Both columns reveal that the estimated coefficient for After×Increase is not statis-

tically significant, indicating that gaining Michelin stars does not lead to changes in

consumer review ratings. However, the estimated coefficient for After×Decrease is

significantly positive, suggesting an increase in consumer review ratings for restau-

rants that lost Michelin stars. These results align with our main analysis. It is worth

noting that the NYC data set has a smaller sample size (20 Michelin star increases

and 8 Michelin star decreases), which impacts the level of statistical significance.

Nevertheless, the overall trend and direction of the effects remain consistent.
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Table 2.23: NYC Replication Results: Effects of Michelin Star Changes on Sen-
timent of Consumer Reviews

DV: mean review rating
(1) (2)

After 0.000
(0.040)

–0.022
(0.047)

After × Increase –0.146
(0.117)

–0.131
(0.130)

After × Decrease 0.236**
(0.116)

0.210*
(0.108)

One Star –0.043
(0.069)

–0.062
(0.068)

Two Star 0.086
(0.096)

–0.002
(0.124)

ln(number of reviews+1) 0.026
(0.038)

Cumulative average rating 0.629***
(0.201)

Cumulative rating variance 0.105
(0.214)

Percentage of fully booked days 0.124
(0.130)

Window FE Yes Yes
Restaurant FE Yes Yes
Observations 252 252
Number of units 126 126
R2 0.612 0.629

Note: Robust standard errors clustered at restaurant level are in parentheses. *** p<0.01, **
p<0.05, * p<0.1.

2.7 Discussion and Conclusion

Expert opinion exerts tremendous influence on the consumer journey, but its effect

on consumer experience is ambiguous as it can give rise to both expectation and

reputation effects. Favorable expert opinions can enhance the reputation of a busi-

ness, and potentially improve consumer experience by guiding consumer opinions,

but they may also harm consumer experience by raising consumer expectations.

Likewise, while unfavorable expert opinions may harm the reputation of a business,
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they also have the potential to improve consumer experience by lowering consumer

expectations. We investigate the tension between the expectation effect and the

reputation effect as a result of expert opinion through the lens of consumer reviews

in the context of the restaurant industry and Michelin stars.

We apply two synthetic-control-based methods to identify the effect of Michelin

star changes on the sentiment and content of consumer reviews. We find consis-

tently that decreases in Michelin stars improve consumer review ratings, suggesting

that the expectation effect of expert opinions is stronger than the reputation effect.

Analyses on review content further show that service and “value for money” appear

to be the key drivers of customer satisfaction, and when a restaurant is removed

from the Michelin Guide or loses stars, consumers tend to become less demanding

on service, and focus less on value for money. As noted earlier, prior work has never

documented the fact that a lowered expert rating can lead to a better consumer ex-

perience. We demonstrate that these results are unlikely to be driven by supply-side

responses to Michelin awards or demand-side responses unrelated to the expecta-

tion and reputation effects, such as the changes in the mix of consumers visiting the

restaurant.

Our results also reveal potential explanations for the “Michelin curse,” i.e., the

downside(s) of gaining Michelin stars. We offer substantive managerial insights

for restaurant managers, the Michelin Guide, and other firms providing experience

goods as a whole. For restaurants, the evidence presented in this paper suggests

that losing a Michelin star can lower consumer expectations, which can potentially

improve consumer review ratings. Therefore, losing Michelin stars is not necessarily

bad news for restaurants. Our findings also bear implications on potential mar-

keting strategies in response to Michelin stars. First, our analyses of the topics

of consumer reviews indicate that consumers pay more attention to service than

to food or menu, thus restaurants can strategically streamline menus (e.g., fewer

unique dishes in more types of menu) to balance menu variety and service efficiency.
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Second, because consumers are less concerned about value for money when a restau-

rant loses Michelin stars, these restaurants can potentially offer premium dishes with

expensive ingredients (e.g., caviar, truffles, saffron, and wagyu) to increase revenue.

However, this may not be an effective strategy for restaurants that gain Michelin

stars. Third, “wine” is a word associated with the overall experience (Topic 5 in

Table 2.8), and “sommelier” is a word associated with this topic when focusing only

on unique words (Table 2.26 in Appendix 2.8.3). Therefore, restaurants may benefit

from putting more effort in the wine list, and hiring professional sommeliers to rec-

ommend wines to complement customers’ tastes and to pair with their menu choices.

In addition to enhancing consumer experience, this can also directly enhance prof-

itability because there is evidence that alcohol sales account for more than 80% of

the profit for most fine-dining restaurants.30 Finally, because consumers tend to

focus more on service after Michelin star changes, restaurants should devote more

resources on staff training in order to maintain a high standard of service.

For the Michelin Guide, given the controversy on “consistency” as a criterion

and the lack of transparency in award decisions, the Michelin Guide can balance

consistency and innovation (Ospina 2018) in their evaluation criteria. In addition,

the Michelin Guide was established in the early 20th century and began to award

stars for fine dining establishments in 1926. In the age of social media, consumer

reviews and feedback can potentially be a valuable consideration in the assessment

process.

For other businesses providing experience goods, our research offers valuable

managerial insights. Companies tend to invest money and time with the purpose

of being recommended by experts or showing better results in expert based rating

systems. This often leads to businesses spending more on features and/or attributes

30https://www.thebalancesmb.com/restaurant-fine-dining-2888686
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that are not necessarily relevant for the customer experience.31 However, our find-

ings reveal that winning such endorsements and/or awards does not always lead

to improved consumer evaluations, and that losing an award may turn out to be

a blessing in disguise. Essentially, businesses should be open to the understanding

that favorable expert opinions can be a double-edged sword. As a result, they need

to devote resources in a manner that balances “pleasing” experts (by playing to

the criteria they use) and managing customer expectations and delivering fulfilling

experiences.

There are several limitations to the present study that represent opportunities for

future research. First, we focus on online consumer reviews and ignore other social

media platforms and offline word-of-mouth. Incorporating other social media and

offline word-of-mouth into the research framework would broaden our understanding

of how consumer opinions are influenced by expert opinions. Second, due to the lack

of access to sales and revenue data for UK and Ireland restaurants, we are unable

to analyze the economic impact of (the change in) Michelin stars. Third, despite

our efforts to understand the effect of Michelin star changes on the customer mix

visiting a restaurant, our analyses are based on publicly posted reviews, which may

not fully represent the actual customer base. Finally, this research mainly focuses

on the Michelin Guide for Great Britain & Ireland with a replication study on New

York City’s Michelin Guide, and future research can extend the scope of the analyses

to other countries and/or industries.

31See, for example, https://www.forbes.com/sites/forbesbusinesscouncil/2022/03/30/
how-hotel-art-affects-ratings/
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2.8 Appendix

2.8.1 Bootstrapped Standard Errors for SCM-DiD

We use the approach outlined by (Arkhangelsky et al. 2021) and (Adalja et al.

2023) to calculate bootstrap standard errors for the SCM-DiD analysis reported in

Table 2.6. For each treated unit, we independently resample the donor pool con-

sisting of control units 1,000 times. For each bootstrap sample b, the estimator δ̂b is

obtained following the procedure described in Section 2.3.2. The bootstrap variance

is calculated as V̂ = 1
1000

1000∑
b=1

(δ̂b − 1
1000

1000∑
b=1

δ̂b)2. The results shown in Table 2.24 are

consistent with those in Table 2.6.

Table 2.24: Bootstrap Treatment Effect and Standard Errors

Increase Decrease
Estimation 0.086

(0.034)
0.363***
(0.038)

p-value 0.227 0.000

Note: The table presents bootstrap mean, standard errors (in parentheses), and average p-value
of the treatment effect among 1000 iterations. p<0.01, ** p<0.05, * p<0.1.
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2.8.2 Additional Details on SynthDiD

Table 2.25 shows the cohort-level SynthDiD ATT estimates for review sentiment.

Table 2.25: Cohort-level Estimates by SynthDiD

Guidebook window (1) Increase (2) Decrease

2012 0.185

(0.122)

0.560***

(0.332)

2013 –0.032

(0.073)

0.099

(0.086)

2014 –0.048

(0.084)

0.236

(0.186)

2015 –0.019

(0.056)

0.375

(0.305)

2016 –0.047

(0.058)

0.169**

(0.157)

2017 –0.012

(0.045)

0.192***

(0.056)

2018 0.134*

(0.078)

0.557***

(0.191)

2019 –0.021

(0.063)

0.336***

(0.108)

2020 –0.094*

(0.049)

0.280***

(0.104)

Note: Standard errors for each guidebook window calculated with bootstrap or placebo are in

parentheses. We do not observe available treated units in guidebook window for the 2011

guidebook. *** p<0.01, ** p<0.05, * p<0.1.
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2.8.3 Unique Words under the LDA Model

Table 2.26 displays the words that are unique to each of the five topics in decreasing

order of the posterior probability.

Table 2.26: Unique Words under the LDA Model (K = 5)

Topic

number

Topic name Unique words

Topic 1 Value for Money price, bite, expect, better, quality, little, expensive, quite,

much, disappoint, small, high, overall, find, portion,

though, dont, although

Topic 2 Issues with

Order

ask, arrive, tea, wait, waiter, minute, leave, tell, give,

seat, sit, didnt, afternoon, bill, offer, waitress, another,

people, glass, hour, day, bring, show

Topic 3 Menu and Food main, starter, dessert, cook, steak, beef, fish, cheese,

sauce, chocolate, bread, lamb, start, chicken, side, duck,

pudding, meat, tasty, cream, chip, roast, pork, scallop,

follow, share, crab, salad, potato

Topic 4 Service and

Staff

recommend, amazing, friendly, definitely, attentive,

fantastic, highly, love, thank, beautiful, worth, perfect,

night, return, cocktail, treat, always, welcome, superb

Topic 5 Overall

Experience

tasting, star, every, dining, chef, win, michelin, present,

year, kitchen, room, list, sommelier, ever, without, work,

choice

85 of 167



2.8. Appendix

2.8.4 Additional Details on the Reviewer-level Analyses

Reviewer Characteristics

Table 2.27 presents an example of reviewer characteristics at the time of the review.

Table 2.27: Reviewer Characteristics at the Time of the Review (Example)

Order of
review

Local
con-

sumer

Picky
con-

sumer

Cum. # of
restaurants
until each
awarded

restaurant

Cum. mean
review rating

until each
awarded

restaurant
5 0 0 4 4
8 0 0 7 4.14

Restaurants Characteristics

We illustrate the process of computing restaurant characteristics at the time of the

review. Table 2.28 shows an example of a reviewer with eight reviews. Columns (1)

and (2) show the restaurant ID and review date. For each restaurant, we extract

its time-invariant characteristics (i.e., price level and cuisine type) from the corre-

sponding TripAdvisor page, as presented in Columns (3) and (4). Then, leveraging

the dataset of 79 million reviews we have collected, we calculated the cumulative

review characteristics for each restaurant up to the review date. For instance, for

the first review in Table 2.28, we calculated the review characteristics for restaurant

“105866” until 13 August 2014. Columns (5) to (7) illustrate these characteristics,

including the logarithm of the total number of reviews, the mean and the standard

deviation of previous ratings.

Assuming that the first five reviews in Table 2.28 are written by the same re-

viewer. For each review within her profile, we calculate the cumulative restaurant

characteristics that have been reviewed up to that point. Table 2.29 provides an

illustrative example. Columns (1) to (4) display the TripAdvisor profile of this re-
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viewer, with each review indicating a review rating, the reviewed restaurant, and a

specific date. Columns (5) to (11) describe the cumulative restaurant characteristics

within the reviewer’s timeline.

For instance, in the case of the first review in the profile, no cumulative restaurant

characteristics exist. For the third review, the cumulative restaurant characteristics

would incorporate information from the antecedent two restaurants. As detailed

in Table 2.28, the third review corresponds to a “seafood” restaurant with “$$$$”

price level. Before this entry, the reviewer had visited a “$$$$” priced restaurant

and another priced at “$$ - $$$ ”. Thus, by the third review, there are two unique

price levels, shown in Column (5) of Table 2.29. In terms of cuisine type, uniqueness

is determined based on specific word. For example, the first restaurant is labeled as

“French, European,” whereas the second is simply as “European” which is a subset

of prior cuisine type. Therefore, up to the third review, the cumulative number of

unique cuisine types is one (Columns (6) in Table 2.29). Moreover, Columns (7)

to (9) in Table 2.29 compute the average review characteristics for those restaurant

that have been reviewed so far. These calculations are derived from the information

in Columns (5) to (7) of Table 2.28, respectively. We also determined the range of

review ratings up to each respective review. Columns (10) and (11) in Table 2.29

present the rating range as “mean ± SD” and “mean ± 2 ∗ SD”, respectively, with

both ranges derived using columns (8) and (9).
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Table 2.28: Restaurant Characteristics at the Time of the Review (Example)

Restaurant
ID

Date Price Level Cuisine Type ln(Cum.
number
of re-

views+1)

Cum.
mean
rating

Cum.
rating
s.d.

(1) (2) (3) (4) (5) (6) (7)
# 1 105866 2014-08-13 $$$$ French,

European
6.864 3.889 1.056

# 2 033473 2014-08-25 $$ - $$$ European 5.357 3.923 0.946
# 3 086008 2014-12-03 $$$$ Seafood 3.996 4.450 0.828
# 4 018994 2015-02-11 $$$$ Bar, British 5.234 4.232 1.008
# 5 008075 2015-05-06 $$$$ Steakhouse 6.768 4.591 0.843
# 6 025005 2015-05-16 $$$$ European 7.001 4.535 0.827
# 7 037418 2015-08-15 $$$$ America 6.743 4.215 1.026
# 8 140968 2015-08-18 $$$$ Japanese 5.727 3.478 1.142

Table 2.29: Cumulative Characteristics of Restaurants Reviewed at the Reviewer
Level (Example)

TripAdvisor Profile reviewer-level
cum. restaurant characteristics

Order
of Re-
view

Re-
view
Rat-
ing

Restau-
rant
ID

Date Cum.
number

of
unique
price
levels

Cum.
number

of
unique
cuisine
types

Cum.
average
number

of
reviews

Cum.
mean
rating

Cum.
rating
stan-
dard

devia-
tion

Cum.
rating
range

mean ± SD

(1) (2) (3) (4) (5) (6) (7) (8) (9) (10)
1 4 105866 2014-08-

13
– – – – – –

2 4 033473 2014-08-
25

1 1 6.863 3.889 1.056 [2.833, 4.945]

3 4 086008 2014-12-
03

2 1 6.111 3.906 1.001 [2.905, 4.907]

4 4 018994 2015-02-
11

2 2 5.405 4.087 0.943 [3.144, 5.000]

5 5 008075 2015-05-
06

2 3 5.363 4.124 0.960 [3.164, 5.000]

Note: As review rating is in 5-point scale, the right boundary of the rating range is “minimum(5,
mean + SD)” in Column (10).
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2.8.5 Data Construction for Replication Study with NYC

Restaurants

We construct the dataset for the replication study through five steps, outlined in

Table 2.30. Steps 1-3 are conducted in the same manner as described in Section

2.5.2: focusing on the Michelin guidebooks in NYC from 2013 to 2017, matching

the awarded restaurants with (Farronato and Zervas 2022)’s OpenTable reservation

data, and retaining units that had reservation information available for both the pre-

guidebook and post-guidebook windows. Moving on to the fourth step, we proceed

to collect OpenTable reviews specifically related to these awarded restaurants. As

a result, our NYC replication dataset consists of 73,229 reviews for 52 (out of 70)

awarded restaurants from 2013 to 2017. The remaining 18 awarded restaurants

are excluded from the dataset due to the absence of an OpenTable page. In the

fifth step, we focus on restaurants where we observed reviews within both a 90-day

window before and after the guidebook release date. In the end, the data set for

NYC replication includes 126 “restaurant-guidebook year” units that correspond

to 47 awarded restaurants. Among these 126 units, 20 experienced increases in

Michelin stars, 8 experienced decreases in Michelin stars, while the remaining units

maintained the same Michelin stars.

Table 2.30: Data Construction Steps in New York City Replication

Steps Data
sources # Awarded

Restaurants
# Michelin star

increases
# Michelin star

decreases
# “restaurant-guidebook year”

unit

Step
1

Michelin Guides in NYC
from 2013 to 2017

117 54 39 468

Step
2

OpenTable reservation
data (Farronato and Zervas 2022)

70 28 13 230

Step
3

Reservations available
on both sides of
the guidebook release date

70 27 13 222

Step
4

OpenTable review data
from 2013 to 2017

52 21 8 141

Step
5

Reviews available
on both sides of
the guidebook release date

47 20 8 126
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Chapter 3

Expert Opinion on Supply-Side

Responses

3.1 Introduction

In the preceding chapter, our focus was centered on understanding consumer re-

sponse to expert opinions as reflected in customer reviews. This chapter, however,

shifts focus to examine how restaurants have historically adjusted their menus in

response to gaining/losing Michelin stars. In this chapter, we address the research

question of how do restaurants respond to Michelin star awards, and what might

have been improved given the effect of Michelin star status on consumer reviews?

By answering these questions, we can provide managerial implications for restaurant

managers.

The study closest to ours is Sands (2020), who examines the effect of receiving

a Michelin star on restaurant survival, and finds that being awarded a Michelin

star can increase the probability that a restaurant go out of business in subsequent

periods. Our paper differs from Sands (2020)’s paper in three ways. First, we

consider the annual changes in Michelin stars (i.e., both increase and decrease)

from 2010 to 2020, while Sands (2020) only considers the star changes when the
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restaurants receive stars for the first time. Second, we use time-varying menu prices

from restaurants historical menus rather than average price levels from The New

York Times. Third, we use synthetic control to test the robustness, which guarantees

parallel pretreatment trends between awarded restaurants and control restaurants.

3.2 Data

In order to analyze restaurant responses to Michelin stars, we retrieved all available

historical menus for each awarded restaurant since the publication of Michelin Guide

2010, using the website archival tool Wayback Machine (https://archive.org/

web/) on the restaurants official website. We were able to obtain historical menus

for 266 of the 271 Michelin restaurants. For the remaining five restaurants, we did

not observe a current menu on their official websites or historical menus from their

websites archive.

A restaurant can provide multiple types of menu choices (e.g., lunch tasting

set, dinner tasting set, etc.) on a given day. We refer to a specific type of choice

as a “submenu” for the focal restaurant and day, and denote the collection of all

available submenus on that day as a “menu.” In other words, a menu consists of all of

a restaurants submenus for a specific day. In total, there were 4,156 menu changes

and 12 types of submenus for the 266 Michelin restaurants from guidebook year

2010 to guidebook year 2020. The 12 types of submenus are: a-la-carte, quick lunch

set, lunch tasting set, quick dinner set, dinner tasting set, seasonal, occasion (e.g.,

Valentines Day, Mothers Day, etc.), vegetarian, vegan, children/kids, pre-theatre,

pescatarian. Among the 12 types of submenus, the quick lunch set and the dinner

tasting set were the most popular options. The quick lunch set typically includes

two or three courses, and the dinner tasting set provides a full dining experience

with at least five courses.

We then manually organized the retrieved menus into a structured format. For
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each menu collected, we extracted the earliest date that the menu was archived, the

types of submenus it included, the number of dishes for the set menu, the name and

ingredients for each dish, the price for each dish in the a-la-carte menu, and the

price for the set menu. Because of the extensive amount of manual work required

for organizing the menu data, we did not collect detailed menu items for the control

restaurants but only checked the dates on their menu changes.

For each restaurant, we calculate the menu duration as the number of days

between the last day the previous menu was archived and the earliest day when the

focal menu was archived. For each menu, we count the number of submenu types

and the number of submenu choices. For example, if a restaurant provided two

quick lunch sets (£30 for two courses and £40 for three courses) and two dinner

tasting sets (£100 for five courses and £120 for seven courses) on October 11, 2018,

then under our definition, it provided two types of submenus and four submenu

choices on that date. We choose the lowest price as the submenu price because it

represents a “minimum spend” for that particular submenu. Thus, in the preceding

example, the price for the quick lunch set is £30 and the price for the dinner tasting

set is £100. We identify unique dishes within a menu based on the dish name and

ingredients. Table 3.1 presents the summary statistics of the menu data. In general,

one-star and two-star Michelin restaurants changed their menu more frequently,

and restaurants with more Michelin stars tended to provide fewer unique dishes at

higher prices, though the differences are not statistically significant due to the large

standard errors.

3.3 Empirical Model and Results

This section examines the effect of Michelin star ratings on restaurant menus and

discusses how a restaurant should adapt its marketing strategies in response to

Michelin star awards. As described in the Section 3.2, we have collected 4,156
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Table 3.1: Summary Statistics of the Menu Data

Guidebook
year

# Michelin restaurants
no-
star

one-
star

two-
star

three-
star

Number of restaurants 128 231 29 5
Number of changes 823 2,967 281 84
Avg menu duration in days (s.d.) 203.40

(211.62)
161.94

(126.81)
160.15

(143.28)
232.83

(262.69)
Avg number of submenu types (s.d.) 2.50

(1.25)
2.64

(1.23)
2.72

(1.14)
2.77

(1.75)
Avg number of submenu choices (s.d.) 3.68

(2.25)
3.96

(2.36)
4.27

(2.58)
3.37

(2.27)
Avg number of unique dishes (s.d.) 30.96

(18.28)
29.99

(17.54)
25.43

(18.88)
22.99

(17.47)
Avg price for quick lunch set (s.d.) 29.07

(10.12)
32.49

(12.13)
51.46

(19.32)
58.59

(10.68)
Avg price for dinner tasting set (s.d.) 68.57

(21.65)
74.66

(21.50)
129.86
(25.61)

190.74
(72.25)

detailed menus with 12 types of submenus for 266 of the 271 awarded restaurants

since the publication of Michelin Guide 2010. As there is evidence that diners

may prefer variety to simplicity on restaurant menus,1 we focus on variety and

price in our analysis of the menus. For variety, we consider menu variety (the

number of submenu types, and the number of submenu choices) and dish variety

(the number of unique dishes). For price, we consider the prices of the quick lunch

set and dinner tasting set, the two most popular submenu options. Further, we

consider whether the restaurant provides seasonal submenus or occasion submenus,

and whether the restaurant provides tailored submenus accommodating consumers’

dietary requirements (e.g., vegetarian, vegan, children/kids, or pescatarian).

Because the Wayback Machine does not include all web pages ever published,

and the frequency of snapshots that are captured varies across websites (in our case,

menu snapshots are typically not captured on a daily basis), there are two types of

1https://www.forbes.com/sites/darrentristano/2015/02/03/restaurant-consumers-
value-variety-over-simplicity-on-menus/
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noise in our menu data: 1) the menus we collected are a subset of all of the menus

that these restaurants ever had, and 2) the archived dates (and thus the start and

end dates) for each menu may not be accurate. Therefore, when estimating the

effect of Michelin star changes on menus, we no longer focus on a tight time window

as in the prior analyses, but instead consider all menus within a guidebook year and

estimate the following model:

Responseijt = β1Increasejt × OneStarjt + β2Decreasejt × OneStarjt

+ β3Increasejt × TwoStarjt + β4Decreasejt × TwoStarjt

+β5Increasejt × ThreeStarjt + αj + τt + εijt (3.3.1)

where Responseijt is the outcome of interest (e.g., menu variety, dish variety, whether

the restaurant provides seasonal or occasion submenus, whether the restaurant pro-

vides tailored submenus accommodating consumers’ dietary requirements, and menu

price) for menu i of restaurant j in guidebook year t. Increasejt and Decreasejt

are indicator variables denoting the Michelin star change for restaurant j in guide-

book year t compared to the previous guidebook year. OneStarjt, TwoStarjt and

ThreeStarjt denote the star level of restaurant j in guidebook year t. We allow the

effect of the star change to vary by the current star level. αj is a restaurant fixed ef-

fect for capturing unobservable restaurant characteristics, and τt is a guidebook year

fixed effect for capturing unobservable time-varying factors. εijt is an idiosyncratic

error term.

Table 3.2, Columns (1) and (2) present the estimation results for menu variety,

and Column (3) presents the estimation results for dish variety. Among the one-star

restaurants, those with more stars in the previous year provided significantly more

types of submenus and more submenu choices, but fewer unique dishes than those

that had one star in the previous year. Those with no stars in the previous year pro-

vided more submenu choices, although the effect is marginally significant. In other
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words, restaurants with a decreased star rating are more likely to streamline their

menus (increased menu variety but decreased dish variety), possibly because such

changes tend to improve efficiency in service and increase diners overall satisfaction.2

This explains our estimation result for consumer reviews (Table 2.10 and Table 2.11

in Chapter 1) that restaurants with a decreased star rating saw an increase in their

overall star rating and an increase in the proportion of Topic 4 (service and staff)

in their review texts. Even if consumers preferred greater menu variety, they may

not have noticed this decrease in variety because they became less concerned about

menus and food ingredients (Topic 3).

Column (4) shows the estimation results for whether a restaurant provides sea-

sonal or occasion submenus, and Column (5) shows whether the restaurant provides

submenus tailored to specific dietary requirements. Compared with one-star restau-

rants that had the same star rating in the previous year, one-star restaurants that

had either no stars or more stars in the previous year were more likely to provide

menus specifically designed to accommodate consumers’ dietary requirements. One

possible reason is that by providing personalized menus catering to consumers’ spe-

cific needs, restaurants are able to enhance their overall dining experiencebecause

“menu” is the word with the highest probability for Topic 5 (overall experience) in

Table 2.8.

Columns (6) and (7) of Table 3.2 show the estimation results for the prices of

quick lunch sets and dinner tasting sets. Surprisingly, one-star restaurants with no

stars in the previous year tended to lower their menu prices after gaining a star, while

one-star restaurants with more stars in the previous year tended to increase their

menu prices after losing stars. Among two-star restaurants, those with fewer stars

in the previous year tended to lower their quick lunch set prices and increase their

dinner tasting set prices. These menu price adjustments are possibly driven in part

2https://www.revenuemanage.com/en/insights/reduced-restaurant-menus-offer-
opportunity-for-profit-and-simplicity/
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by restaurants’ intention to “neutralize” consumers expectation levels. However, the

results in Table 2.10 and Table 2.11 in Chapter 1 show that the changes in Michelin

star ratings are unlikely to influence the proportion of Topic 1 (Value for Money)

in consumer review texts, suggesting that price may be less effective for enhancing

consumer satisfaction after a change in the Michelin star rating.

There is evidence that Michelin-starred restaurants may include expert-selected

ingredients that are expensive.3 We further check whether the changes in Michelin

star status incentivized restaurants to use expensive ingredients (e.g., caviar, truffles,

saffron, and wagyu)4 in their menus, but do not find a difference.

Together, our analyses of restaurant menus provide implications for restaurant

responses to Michelin star rating changes. When the Michelin star rating of a

restaurant changes, consumers tend to focus more on service than on the menu or

menu items. Although a menu with a reduced number of dishes provides consumers

with fewer alternatives, it can increase service efficiency and improve consumers’

dining experience. This is possibly one of the reasons why awarded restaurants with

a decreased star rating received better consumer reviews after the star decrease.

However, restaurants with an increased star rating tended to focus more on price

than on menu structure, leading to complaints about service in the consumer reviews.

Our results suggest that in response to Michelin awards, a restaurant can streamline

its menu structure to improve consumers’ overall satisfaction, but price may not be

an effective strategic variable for improving customer satisfaction.

3https://www.souschef.co.uk/blogs/the-bureau-of-taste/the-uk-s-most-michelin-
ingredients

4https://www.lovefood.com/gallerylist/52001/the-worlds-most-expensive-
ingredients-foods-2020
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Table 3.2: Effects of Michelin Stars on Restaurant Menus

(1) (2) (3) (4) (5) (6) (7)
Number of
submenus

types

Number of
submenus

choices

Number of
unique
dishes

Has
seasonal or

occasion
submenus

Has
dietary
tailored

submenus

Quick
lunch set

price

Dinner
tasting set

price

Increase × OneStar 0.085
(0.092)

0.296*
(0.159)

1.072
(1.391)

–0.022
(0.032)

0.110**
(0.052)

–1.006*
(0.939)

–3.492*
(1.839)

Decrease × OneStar 1.859***
(0.517)

0.932**
(0.448)

–8.549**
(3.824)

–0.058**
(0.029)

0.716***
(0.242)

8.091***
(1.684)

6.580*
(3.942)

Increase × TwoStar –0.335
(0.335)

–0.512
(0.333)

–23.078
(14.087)

0.006
(0.077)

0.076
(0.087)

–2.419**
(1.129)

40.484**
(20.255)

Restaurant FE Yes Yes Yes Yes Yes Yes Yes
Guidebook year FE Yes Yes Yes Yes Yes Yes Yes
Observations 4,156 4,156 4,156 4,156 4,156 4,156 4,156
Number of restaurants 266 266 266 266 266 266 266
R2 0.704 0.711 0.611 0.551 0.677 0.863 0.892

Note: Robust standard errors clustered at restaurant level are in parentheses. *** p<0.01, ** p<0.05, *
p<0.1. The variable “Decrease × TwoStar” is omitted because there are no such star changes during the
data period. The variable “Increase × ThreeStar” is omitted because there is only one restaurant whose
rating increased to three stars, and this restaurant did not have an archived menu from before this
change.

3.4 Conclusion

In this chapter, we analyze restaurants historical menus to explore how the restau-

rants responded to Michelin star awards. We find that one of the reasons why

restaurants with decreases in Michelin stars received higher star ratings after the

star decrease is that they streamlined their menu structure and thereby improved the

service quality. In contrast, restaurants with an increase in Michelin stars tended to

focus on menu price rather than the menu structure, which led to complaints about

service in consumer reviews.

Therefore, the following strategies can potentially benefit restaurants in response

to Michelin awards: 1) strategically streamline menus to balance menu variety and

service efficiency; 2) provide more personalized options catering to consumers specific

needs (e.g., dietary, appetites), but with fewer different dishes; and 3) devote more

resources to train staff on maintaining a high standard of service.

Overall, our results suggest that generally, in response to Michelin awards, an

effective strategy for improving consumers’ overall satisfaction is to streamline the

menu structure, and that price changes may be less effective in this regard.

97 of 167



3.4. Conclusion

Although our study focuses on Michelin star restaurants, the implications extend

far beyond this elite dining sector, touching upon universal themes in business and

creative industries. First, our research highlights how Michelin star restaurants inno-

vate in menu design and customer experience. This serves as a model for adaptability

and innovation that is applicable across various sectors. Businesses, regardless of

size or scope, can learn from these principles to enhance their own product offerings

and adapt to changing market demands. Second, the pursuit of a Michelin star is,

at its core, a pursuit of excellence and creativity. These are values that resonate

across all industries. By studying the methods and impacts of such high standards,

we provide a blueprint for organizations striving to differentiate themselves through

creative excellence. Third, this study underscores the importance of customer expe-

rience, a crucial factor in the success of any service-oriented business. The insights

gained can help other sectors understand how meticulous attention to detail and

personalized service contribute to overall customer satisfaction and loyalty. Fourth,

the presence and operations of Michelin star restaurants can significantly influence

local economies, from tourism to local employment and the promotion of regional

products. This aspect of our research may interest policymakers and economic de-

velopers in diverse regions.
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Chapter 4

Spend Analysis 4.0: Automating

Procurement Practices using

Artificial Intelligence

4.1 Introduction

Procurement in large manufacturers is a complex operation, often involving the

purchase of tens of thousands of products from thousands of suppliers, with annual

purchase costs in the hundreds of millions of dollars. In 2020, US manufactur-

ers alone spent $2.8 trillion in procurement, more than half of their revenue (U.S.

Census Bureau 2022). However, such large-scale procurement processes often lack

transparency across the entire company and rely on a medley of heterogeneous legacy

systems that operate in silos, many of which were assimilated through previous merg-

ers and acquisitions. The complexity of regularly updating the digital infrastructure

and procedures of even a single business unit, let alone standardizing them across

the entire corporation, is daunting. This situation results in many inefficiencies and

missed opportunities. For example, it is typical to observe that the same types of

products are procured from different suppliers at significantly different prices.
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As a result, manufacturers conduct spend analysis to review their purchases

and identify the greatest opportunities to save time and money by renegotiating

supplier costs or redesigning products. As a procurement manager, the main rea-

son for performing a spend analysis is to achieve your cost-reduction objectives. A

spend analysis assists in meeting these goals by pinpointing the cost outliers and the

most promising areas for cost reduction efforts. This process relies on procurement

experts’ know-how and is often performed manually. Thus, a spend analysis is typ-

ically performed manually (with the aid of spreadsheets) by procurement experts,

who possess the requisite nuanced industry knowledge to understand the nature of

procurement transactions and read between the lines. As such, this process is both

time-consuming and expensive, and often involves multiple external procurement

experts and can take several months to complete. Given the impracticality of man-

ually filtering through thousands of suppliers, the scope of such manual analysis is

often limited to a subset of suppliers with high procurement spending. This ap-

proach can be biased and prone to errors, ultimately limiting the identification of

cost-saving opportunities.

A natural evolution in enhancing procurement practices, consistent with the

theme of Industry 4.0, would be to automate (or semi-automate) spend analysis

(Olsen and Tomlin 2020). By adopting an automated approach, businesses can

easily integrate, connect, and interface their procurement practices. This can be

particularly advantageous for large manufacturers frequently acquiring or restruc-

turing new business units, or SMEs (Small and Medium-sized Enterprises) facing

cost barriers for spend analysis. As such, this proposition has generated substantial

attention during the pandemic in general (Dittrich et al. 2020), and significant in-

vestments from leading consulting firms in particular (McKinsey 2021, Garcia 2021).

However, while machine learning and natural language processing (NLP) are

well-suited for automating these tasks, integrating these technologies into procure-

ment to match the nuanced insights of experts presents four significant challenges.
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First, there exist no true hierarchical category labels for any given set of suppliers.

In other words, no third-party organization accurately classifies unlisted suppliers

into specific industry categories, and existing self-reported categories (e.g., in the

case of the UK) are highly inaccurate and unreliable for practical use. Second, for

any given supplier category, sufficiently large pre-existing training data does not

exist. For example, for any group of suppliers providing specific product categories,

there may be at most a few dozen suppliers, which is not enough to train a reliable

classifier. Third, the automatic spend analysis needs to be flexible and applicable

in different contexts, not just in a specific supplier category. Since machine learning

classifiers depend heavily on the training data set, a hierarchical classifier developed

for one manufacturer may not be appropriate or applicable to another. Finally,

building a hierarchical classification algorithm that is accurate beyond two levels of

hierarchy is fundamentally difficult because classification errors propagate between

levels (Dumais and Chen 2000). To identify savings opportunities accurately in

practice, however, five to six levels of hierarchical sub-categories are needed.

In this paper, we present a comprehensive methodology that employs NLP and

machine learning to automate spend analysis that successfully replicates the pro-

curement expert’s know-how. Our methodology categorizes suppliers’ data into a

detailed and extensive hierarchical taxonomy with 6 levels and 15,574 distinct cat-

egories. This structured categorization helps to identify leverage suppliers that can

result in realized cost savings of 5-10% of the current invoice values when request-

for-quote (RFQ) process is initiated. The architecture is depicted in Figure 4.1, and

we provide a detailed expansion for each main section in the subsequent paragraphs.

Our methodology begins with addressing the lack of proper training data (Sec-

tion 4.4). To do so, we utilize “small data” from a detailed hierarchical taxonomy

structure and “big data” to enrich the testing data. Namely, we train a classifier

to learn the UK’s Standard Industrial Classification (SIC) guide (UK Office for

National Statistics 2007), a standardized hierarchical taxonomy guide describing
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Figure 4.1: Detailed Architecture of the Spend Analysis Automation System

the company’s nature of business. It can be easily replaced by other standardized

taxonomy guides such as the United Nations Standard Product and Services Code

(UNSPSC), the North American Industry Classification System (NAICS), or any

company’s internal taxonomy. This “taxonomy” can be an evolving document that

manufacturers can customize over time, e.g., add more detailed descriptions for their

own procurement needs. This “small data” from hierarchical taxonomy mirrors the

procurement expert’s logic and intuition that are applied when classifying suppliers.

Then, we enrich the suppliers’ information by incorporating web-scraped texts (con-

taining general contextual supplier information and detailed product information) in

addition to the raw purchase order data from the procurement database. This “big

data” mirrors procurement experts’ general contextual knowledge and familiarity

with specific product descriptions.

Next, in Section 4.5, we propose a three-component classification model. It uti-

lizes (a) traditional top-down classification, effective for higher levels of the taxon-

omy (e.g., level 1); (b) traditional bottom-up classification based on word similarity,

targeting lower taxonomy levels (e.g., level 6); and (c) an innovative “sandwich-
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connection” component that merges predictions from the two traditional meth-

ods, leveraging parent-child node relationships within the taxonomy. Our three-

component classification model identifies the most likely categories for each supplier

through levels 1 to 6. This creates a unique “DNA” profile for each supplier, rep-

resented as a binary vector that includes all sub-categories from levels 1 to 6. To

evaluate our model’s accuracy, we derived a partial list of true labels for a small,

randomized subset of suppliers through a series of carefully designed experiments,

utilizing both crowdsourcing and expert validation. Against these best estimates

of the true labels,we demonstrate that the three-component model significantly en-

hances prediction accuracy (as measured by the F1 score) compared to existing

benchmark models in hierarchical classification.

Lastly, in Section 4.6, our methodology is accompanied by a decision support tool

that can convert the classification into potential savings opportunities. It performs

a Kraljic analysis (Kraljic 1983) to identify the “leverage” categories of suppliers

(those with low risk and high economic volume). Moreover, using the supplier’s

DNA, it enables the cross-comparison of all suppliers to identify a supplier’s com-

petitors or find a list of suppliers that can provide certain products. This approach

provides a detailed understanding of the supplier-product networks within manufac-

turers, aiding in the strategic selection of suppliers. It also helps in crafting targeted

requests-for-quote (RFQs), which can lead to potential cost savings through volume

or price discounts.

We report the implementation of our automated spend analysis in Cranswick

plc, a leading food manufacturer in the UK. It provided us with detailed data on

its procurement transactions over two years from January 2019 to December 2020,

which amounted to a total invoice value of £1.571 billion. Our automated spend

analysis was able to examine all 2,170 suppliers and accurately classify them into

hierarchical categories. Together with the decision support tool, our methodology

was instrumental in identifying the “leverage supplier categories and generating a
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list of target suppliers to issue RFQs and the estimated cost-savings within days

(instead of months).

If Cranswick plc follows through on the RFQ recommendations, significant cost

savings are achievable. To estimate the cost-savings that are attributable to au-

tomation, we performed a simulation analysis (based on a model calibrated using

Cranswick plc data) that incorporates (i) an improved scope of analysis, (ii) in-

creased accuracy in classifications, and (iii) increased frequency of spend analysis

performed. Specifically, over a two-year period, the automation can generate addi-

tional savings of 2-3% of total procurement costs compared to traditional manual

spend analysis methods. This translates into £16-22 million in annual savings, un-

derscoring the significant financial advantages of adopting automated spend analysis

techniques.

The contribution of our paper are two-fold. First, our paper introduces a method-

ology that relaxes the reliance on extensive datasets commonly needed for machine

learning algorithms, and instead train small but informative data efficiently. This

approach enhances the flexibility of our methodology in manufacturer settings. For

example, our methodology has been applied in a merger and acquisition setting

where a German industrial manufacturer acquired a Swedish company. The Ger-

man acquirer had a detailed internal supplier-classification database and taxonomy

and wanted to classify the Swedish firm’s extensive supplier list according to their

existing system. The German company shared with us their own hierarchical tax-

onomy and their supplier database. Instead of using SIC taxonomy as the training

data (as shown in “Utilizing ‘Small’ Data” in Figure 4.1), we utilized the German

company’s hierarchical database to train our three-component model. Our three-

component model was then able to provide the classification of the Swedish firm’s

suppliers according to the German company’s taxonomy, facilitating its timely in-

tegration.

Second, our methodology takes large sets of unstructured data and converts them
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into a structured format that can provide strategic insights. This feature allows

for applicability across various industries beyond manufacturing, particularly where

structured data is limited but abundant descriptive documentation is available. For

example, in the financial or legal services sectors, there are extensive documenta-

tions of regulation, codes of practice, and compliance reports. Our three-component

model may map these processes into a hierarchical structure. Once the hierarchical

structure of the regulations, sections, clauses, and sub-clauses are understood, the

three-component model could be trained on the extensive regulatory documentation.

It could then classify new documents (e.g., live cases) into the relevant categories

within the regulatory framework. After categorization, the model pinpoints which

sub-clauses or sections are most frequently associated with live cases. Such classifica-

tion supports decision-making by highlighting areas that require attention, allowing

for proactive measures to address compliance issues or service needs.

4.2 Literature Review

Our paper contributes to the field of hierarchical classification, specifically in the

context of text data. This area of research delves into three types of classifier

(Silla and Freitas 2011). The first approach, known as the top-down approach,

involves constructing a separate flat classifier for each level of the hierarchy. This

approach only predicts a node if its ancestor nodes have also been predicted, a

strategy documented in various studies (Dumais and Chen 2000, Cesa-Bianchi et al.

2006, Esuli et al. 2008, Cerri et al. 2014). However, a notable drawback of the top-

down approach is the propagation of classification errors from upper to lower levels

within the hierarchy. This flaw becomes particularly problematic in hierarchies that

extend beyond two levels, where errors at higher levels inevitably affect the accuracy

of lower-level classifications.

The second approach, known as the bottom-up approach, starts by predicting

105 of 167



4.2. Literature Review

labels at the leaf nodes and then infers their ancestors’ labels through heuristics

(Ceci and Malerba 2007). However, this approach ignores the information about

the parent-child relationship along the hierarchy, and thus leads to low accuracy

when the number of leaf classes becomes large.

The third approach is the so-called big-bang approach where a single and com-

prehensive classifier is built to address the entire classification problem. Unlike

top-down or bottom-up approaches that break down the classification problem into

smaller tasks, the big-bang approach aims to leverage the full complexity of the

data structure and class hierarchy from the outset. Most of the studies focus on

optimizing traditional machine-learning algorithms (e.g., neural network, support

vector machine, decision tree) and require a large set of pre-labeled training data

(e.g., McCallum et al. 1998, Cai and Hofmann 2004, Peng et al. 2018, Mao et al.

2019), and is therefore infeasible in context when such training data is not available,

as is the case in procurement.

Addressing these challenges, our innovative three-component classification model

synthesizes the strengths of both the top-down and bottom-up approaches by using

the “sandwich connection.” By doing so, it achieves significantly improved accuracy

across hierarchical structures that are both deep and broad. As a result, we introduce

a classification methodology that is appealing to a wide range of practitioners. Our

approach effectively overcomes the constraints associated with traditional classifica-

tion methods, paving the way for precise and efficient classification of hierarchical

data. To our knowledge, this is the first instance of creating a hierarchical classifi-

cation model that operates without relying on pre-defined true labels to categorize

suppliers on a large scale.

Accurate hierarchical classification is not merely an academic concern but a

practical necessity in procurement, where selecting the right suppliers and products

is critical for issuing RFQs effectively. The design of effective procurement mecha-

nisms has long been a prominent area of research in the operations management field
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(Vickrey 1961, Laffont and Tirole 1993, Elmaghraby 2000, Hasenbein et al. 2010).

Recent developments have focused on identifying the optimal sourcing strategies

under different market attributes and environments (e.g., Chaturvedi et al. 2014,

Li and Wan 2017, Beil et al. 2018), as well as examining the best way to issue the

RFQs (e.g., Beil and Wein 2003, Wan and Beil 2009, Duenyas et al. 2013). Our

paper complements these theoretical studies by examining the upper stream con-

cerns of which supplier/product categories among its vast suppliers to issue RFQs

in the first place. Although the field of data analytics is burgeoning (Mišić and

Perakis 2020), its reach has been somewhat limited in the procurement space. We

contribute by incorporating industrial-level data to address practical procurement

problems and bringing analytics into this classic operations space.

In the realm of raw transaction data, online shopping platforms such as eBay.com

and Amazon.com have seen a dramatic rise in popularity, with millions of new

items being added daily (Cevahir and Murakami 2016). To effectively manage this

immense flow of invoice and procurement transactions, these companies typically

organize the items into distinct categories (Shen et al. 2012). Such categorization is

vital not only for enhancing user experience by streamlining search and navigation,

but also for boosting operational efficiency, which aligns with the objectives of our

paper. However, existing research primarily focuses on developing deep-learning

models to analyze features based on large-scale procurement transaction data (e.g.,

Tarawneh et al. 2019, Akanksh et al. 2023). This approach does not align with our

context, and we will outline the specific challenges in Section 4.3.2.

4.3 Problem Description

A spend analysis carried out by a manufacturer aims to create transparency in its

procurement practice (i.e., the products purchased, the suppliers it purchased from,

and the total quantity and cost of the purchase), identify opportunities for savings,
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which could then be utilized to initiate RFQ processes to reduce costs (e.g., through

private negotiations with suppliers or public auctions). To do so, one must gather

and organize the procurement data, group the suppliers and products into (hierar-

chical) categories based on their similarities, and provide nuanced insights into the

procurement process. In this section, we describe the challenges associated with

conducting a spend analysis using Cranswick plc, a leading UK food manufacturer,

as an example.

4.3.1 Cranswick plc’s Transaction Data

Cranswick plc produces a range of fresh foods with a fully integrated supply chain.

It sources from farmers, processes raw products, packages and labels products, and

ships them globally. It is a member of the FTSE 250, with a total reported revenue

of £2 billion (approx. $2.5 billion) in 2022 (Cranswick 2023).

Cranswick plc provided us with its procurement transaction data that they as-

sembled from multiple internal data sources from 2019 to 2020 as a spreadsheet.

Each row represents a purchase order, including product-related information (e.g.,

item description, item code, item price), order-related information (e.g., order date,

order quantity, order currency, total invoice value, delivery date), buyer-related

information (e.g., a business unit within Cranswick plc), and supplier-related infor-

mation (e.g., supplier name). The suppliers are not publicly listed firms and do not

have an official classification that is consistently referenced.

The data covers 556,866 procurement transactions with a total invoice value

of £1,571 million across two years. There are 136,190 products (identified by item

description) and 2,999 suppliers (identified by supplier name). Table 4.1 summarizes

the key information of the raw procurement data by years.

To interpret the raw data effectively, it is necessary to standardize supplier names

due to the frequent inaccuracies or variations in recording these names across dif-
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Table 4.1: Summary Statistics of the Raw Procurement Data.

2019 2020 Total
Number of suppliers 2,161 2,922 2,999
Number of products 68,998 78,277 136,190
Number of purchase orders 265,662 291,204 556,866
Number of business units (buyer) 12 13 13
Total invoice value (£million) 717 854 1,571

ferent business units (e.g., “ABC Limited," “Advanced Business Corp," “ABC").

Procurement experts achieve this by conducting a Google search for each listed sup-

plier name and collecting the top website URL from the search results. When the

search for two or more listed suppliers leads to the same URL, they are considered

to be the same entity and are consolidated under the official name listed on the

website. This verification process yielded 2,170 (from 2,999) unique suppliers, of

which 1,921 had an official website URL.

4.3.2 Manual Spend Analysis: Relying on the Know-How

of Procurement Experts

Figure 4.2: Screenshot of part of raw procurement data

In the process of manual spend analysis, procurement experts are tasked with

understanding the scope of suppliers and their products from the raw procurement

data. Figure 4.2 displays a screenshot of the raw procurement data in a spreadsheet,

as received from Cranswick plc.
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Understanding such data is deeply dependent on the nuanced industry knowl-

edge of the experts, challenged by several factors. Firstly, a significant portion of

the purchased products (Column D in Figure 4.2) are listed in a non-descriptive

manner (e.g., “2 SIS ANG M&S HW BR,” “JBS Brazilian CBEEF”), making iden-

tification difficult. Additionally, product descriptions can sometimes be misleading.

For instance, an item listed as a “1200mm wide pretzel” might initially seem related

to food items. Yet, an experienced procurement expert, recognizing the unusual

size (1.2 meters), would correctly deduce that it refers to a part for a conveyor belt

machine.

Secondly, raw procurement data often lack vital contextual details necessary for

accurate supplier classification. For example, when a purchase order lists “boil-

ers,” it is challenging to know whether the supplier is a manufacturer, wholesaler, or

service provider of boilers. Distinguishing the supplier’s role is vital for a comprehen-

sive understanding of procurement practices and supplier networks. Consequently,

spend analysis extends far beyond merely identifying familiar terms. Adding to the

complexity, suppliers may offer a diverse range of products and services. While one

supplier might focus on a specific product, another could provide a broad array of

goods and services. Recognizing the extent of a supplier’s product range and service

offerings is also important for negotiating price and volume discounts.

Thirdly, and perhaps most importantly, a procurement transaction indicates

which product was purchased from a supplier, but it does not reveal which other

products could have been purchased from it. Thus, two similar suppliers could

appear very different based on the procurement data alone. As a result, draw-

ing insights into supply networks from the procurement data requires procurement

experts’ familiarity with the industry, and their ability to read between the lines.

After fully analyzing the transaction data, it is necessary to classify suppliers

into hierarchical groups according to their similarities. The objective is to determine

which categories of suppliers to approach for an RFQ process, aiming to negotiate
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savings via volume or price discounts. The deeper the hierarchy and the more

granular categories, the better for gaining detailed insights for target identifications.

Utilizing a hierarchical structure proves beneficial in practical scenarios, particularly

because a manufacturers procurement operations are often decentralized by product

categories. This approach facilitates the alignment of specific procurement teams

with the corresponding categories for the execution of RFQs.

However, manually comparing thousands of suppliers, even with the help of

spreadsheets, is difficult. Typically adhering to the Pareto principle, a procurement

expert might concentrate on a limited subset of suppliers (e.g., 20%) that account

for a significant portion of procurement expenses (approximately 80%). In the case

of Cranswick plc, we find that 68 of 2,170 suppliers (3.1%) are responsible for 80%

of the total invoice value. Consequently, a manual spend analysis would prioritize

these 68 suppliers, constructing a detailed hierarchical classification centred around

them, based on the procurement experts’ knowledge. This process, driven by spec-

ulative hypotheses about the supply network, is inherently susceptible to biases and

inaccuracies, overlooking the majority of suppliers and potentially missing out on

savings opportunities. Moreover, the insights from one manufacturer are not trans-

ferrable to another, which requires the procurement experts to start from scratch

when examining a new manufacturer. As such, this process is both time-intensive

and costly, and is typically reserved only for large manufacturers with sufficient

procurement spend volume to justify the costs.
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4.3.3 Automation Challenges

Designing a “smart” methodology that can infer a procurement expert’s nuanced

understanding of the procurement setting from the vast procurement data (e.g.,

what specific items a particular supplier could produce) seems to be a natural evo-

lution towards Industry 4.0. Although it may seem apparent that NLP and machine

learning techniques could be employed, creating a hierarchical classification model

in a procurement context faces four methodological challenges.

First, in a procurement environment, there is an absence of properly structured

training data with predefined categories, meaning there are no existing true hierar-

chical category labels for each supplier to utilize. Second, developing a classifier that

can accurately group a given supplier requires a significant volume of training data,

often hundreds or thousands of samples. Yet, for each specific sub-category, the

market might only offer a few dozen trustworthy suppliers, leading to a scarcity of

large and pre-labeled datasets necessary for traditional machine learning approaches

in procurement. Third, the effectiveness of machine learning classifiers is highly

dependent on the dataset they were trained on, making a classifier designed for one

sector (such as agriculture) potentially ineffective in another (such as heavy manufac-

turing). Fourth, even when there is enough pre-labeled data available, constructing

an accurate multi-level hierarchical classification model that goes beyond two levels

presents its own set of challenges. However, for the model to be of practical use, it

needs to correctly classify suppliers across five to six hierarchical levels.

In the ensuing sections, we present a methodology that overcomes all of the

above challenges and replicates the know-how of procurement experts.
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4.4 Utilizing “Small” Training Data and “Big”

Testing Data

Our aim is to find the most likely set of categories that a supplier belongs to. To ad-

dress the challenge presented by the lack of extensive pre-labeled training datasets,

we propose to train a classifier on a comprehensive 6-level Standard Industrial Clas-

sification (SIC) taxonomy, which we term as “small” training data. Then, we enrich

the suppliers information from raw procurement data to create “big” testing data.

4.4.1 Utilizing “Small” Data

Expanded SIC with 6 levels.

We aim to develop a machine learning model that learns the details of the SIC

guide. The SIC is a well-established taxonomy introduced by the UK government

to classify business establishments by the type of their economic activity. It is a hi-

erarchical supplier classification system, describing the activities and sub-activities

in a hierarchical tree structure (a directed graph with each node having at most

one parent node). The nodes in the tree contain category labels corresponding to

the level of specificity. For instance, the highest level (i.e., level 1) categories rep-

resent the most general business activities, such as “manufacturing,” “agriculture,”

“wholesale,” etc. Then, each level-1 category is broken down into more specific sub-

activities at level 2. For example, the level-1 category “manufacturing” is broken

into level-2 categories such as “Manufacture of food products,” “Manufacture of

beverages,” and so on. Further, every level-2 category is broken down into level 3,

and then into level 4. In some cases, the level-4 category is further broken down into

level 5. Therefore, the lowest-level SIC categories can be either at level 4 or level

5 of the hierarchy, describing the most specific business activities, e.g., “butter and
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cheese production,”“Growing of citrus fruits”, etc. For each lowest-level supplier

category (i.e., level 4 or 5) in the guide, the SIC further details the types of specific

products that the suppliers should carry.1 For example, level-5 category “Butter

and cheese production” contains eight detailed product categories: “Butter blend-

ing,” “Butter milk,” “Butter oil,”“Butter production,”“Butterfat,”“Cheese,”“Curd

production,”and “Dairy preparation of cheese and butter.” Table 4.2 shows two

examples of SIC hierarchical categories.

Table 4.2: Examples of SIC Hierarchical Categories.

Example 1 Example 2
Level 1 Manufacturing Agriculture
Level 2 Manufacture of food products Crop and animal production,

hunting and related service activities
Level 3 Manufacture of dairy products Growing of perennial crops
Level 4 Operation of dairies and cheese making Growing of citrus fruits
Level 5 Butter and cheese production —
Level 6 Butter oil Lemon growing

We define a SIC pathway as a sequence of nodes from the level-1 category to the

level-6 category (see Figure 4.3). In the cases of original categories that end at level

5 (e.g., Example 1 in Table 4.2), the pathways in expanded SIC contain nodes in

six levels; in the cases of original categories that end at level 4 (e.g., Example 2 in

Table 4.2), the pathways in expanded SIC contain five hierarchical nodes without

level 5.

In our three-component classification model, we design the hierarchical taxon-

omy to reflect the industry structures and classification logic used by procurement

experts. While our approach utilizes the SIC system for demonstration, it is flexible

and can be applied to other comprehensive taxonomies such as the United Nations

Standard Products and Services Code (UNSPSC) or the North American Industry

Classification System (NAICS), as well as to pre-existing internal supplier category

databases. The chosen taxonomy, while serving as an initial framework, is intended
1The list of specific products can also be checked via https://www.siccode.co.uk/.
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to be adaptable and evolve to meet the specific needs of manufacturers. Throughout

the paper, we train the model to learn the expanded 6-level SIC taxonomy so that

it can classify a supplier into appropriate pathways.

Figure 4.3: Expanded SIC Taxonomy with 6-level Categories.

SIC summary statistics.

Each node of the SIC tree is a category, and associated with it is a textual label.

We construct the training data for each label by joining the texts of the category

labels that appear in itself and all its child nodes. Take the left-hand-side pathway in

Figure 4.3 as an example. The training data for its level 1 category “manufacturing”

is the joint text from itself and all its child nodes in levels 2-6 (i.e., all the text labels

in all pathways), and the training data for its level 6 category is the label itself (e.g.,

“Butter oil”).

To facilitate text data, we preprocess all training categories and training data by

splitting the text into its component words, eliminating punctuation and numbers,

lemmatizing words into dictionary form, and removing single-character words and

stop words. Table 4.3 summarizes the statistics of SIC categories/labels and training

data by hierarchical levels. SIC includes 21 level-1 categories and 15,574 level-6

categories, indicating 15,574 unique pathways. We find that 2,975 (out of 15,574)
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pathways traverse all six hierarchical levels, whereas the remaining 12,599 pathways

are without level 5. The average length of the training data is the number of words

after preprocessing. We observe that higher-level categories tend to have longer

training data than lower-level categories, which is intuitive due to the construction

process above. Moreover, pathways that traverse all six levels tend to have longer

training data than pathways that are without level 5.

Table 4.3: Summary Statistics of SIC.

Number of
categories/labels

Average length of the
training data

Total pathway traverse
all six levels

pathway
without level 5 Total pathway traverse

all six levels
pathway

without level 5
Level 1 21 15 21 18.80 24.01 17.56
Level 2 88 43 87 16.56 21.69 15.35
Level 3 271 65 242 12.92 18.01 11.72
Level 4 614 78 536 8.99 13.86 7.83
Level 5 191 191 – 9.81 9.81 –
Level 6 15,574 2,975 12,599 3.95 3.86 3.97

Representing each category with a feature vector.

In the SIC taxonomy, let Ci denote the set of all categories in the hierarchy associated

with level i ∈ {1, 2, 3, 4, 5, 6}, and let |Ci| denote the number of categories in each

hierarchy i. For example, C1 represents the set of all |C1|= 21 categories at level 1,

and C6 represents the set of all |C6|= 15, 574 categories at level 6. We let cij ∈ Ci

denote the jth category at level i in the hierarchy. For example, an element c1j ∈ C1

may represent a general business category (e.g., “manufacturing”) at level 1; and an

element c6j ∈ C6 may represent a specific product category (e.g., “Butter oil”) at

level 6.

For any category in the SIC taxonomy cij ∈ Ci for i = {1, 6}, we create a

corresponding feature vector.2 For level-1 categories (i = 1), we first extract the
2One can similarly create feature vectors xij for each category cij ∈ Ci, for i = {2, 3, 4, 5},
which can be utilized for evaluating the traditional top-down classification as a bench-
mark.
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unique unigrams and bigrams from each of the 15,574 level-1 training data, which

results in 38,189 features (i.e., 6,151 unigrams and 32,038 bigrams). Then, for each

level-1 category c1j ∈ C1, we compute the TF-IDF (term frequency-inverse document

frequency) scores of each feature. To enhance machine learning model performance,

we select those in the top 20th percentile as the most informative features (Ramos

et al. 2003, Domingos 2012), corresponding to 7,729 features (i.e., 2,342 unigrams

and 5,387 bigrams). For each of the 21 level-1 categories c1j ∈ C1, its feature vector

x1j ∈ R7729 is created by computing the mean TF-IDF scores for each feature from

its training data.

For level-6 categories (i = 6), we also extracted all unique unigrams (but not

bigrams) from 15,574 level-6 training data to emphasize product word similarity

matching. It resulted in 6,123 unigrams. Again, for each of category c6j ∈ C6, its

corresponding feature vector x6j ∈ R6123 is created from the TF-IDF scores for each

feature from its training data.

4.4.2 Creating “Big” Testing Data

The testing data includes 2,170 suppliers from Cranswick plc’s procurement transac-

tions, and each supplier needs to be classified into a set of SIC hierarchical categories.

As described in §4.3.2, the raw procurement data are often not very descriptive (e.g.,

“JBS CBEEF”), may even be misleading (e.g., “1200mm wide pretzel”), do not con-

vey contexts of product and suppliers such as whether a supplier is a manufacturer,

a wholesaler, or a service provider related to the product (e.g., “boilers”), and only

indicates which product was purchased without revealing which products could be

purchased.

To reflect the procurement expert’s contextual understanding and familiarity

with specific product descriptions, we enrich the suppliers’ information with “big”

data available on the web. Specifically, for each of the 1,921 suppliers with identified
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URLs in the verification process of §4.3.1, we scraped its general business description

and detailed product information from the official website. The added website data

provides us with general descriptions of the suppliers, the contexts into products,

and specific product descriptions that suppliers could provide but have not been

recorded in raw procurement transactions.

A supplier m in Cranswick plc testing data is represented by its testing document

dm. For the 1,921 suppliers with official websites, we represent supplier m’s test-

ing document by dm ≡ (dgen
m , dspe

m , dP O
m ), comprising of text data associated with

the supplier’s general business description obtained from the web (dgen
m ), its spe-

cific product description from the web (dspe
m ), and the purchased item descriptions

from raw procurement purchase order data (dP O
m ). For the remaining 249 suppliers

without official websites, dm = dP O
m .

Table 4.4 provides the summary statistics of the preprocessed testing data. For

purchased order data in the raw procurement database, although the purchased item

description is typically a long text with 474.78 words on average, it only contains

38.98 unique words. These long texts often arise from standardized instructions for

restocking previous purchase orders. The limited text data from purchase orders

have been significantly enriched by the scraped website data, which contains the

general business description with an average of 68.15 unique words per supplier

as well as the detailed product description with 90.98 unique words. Note that

the testing data quality can be further improved by adding public LinkedIn page

information or other private information from third-party organizations.

Table 4.4: Summary Statistics of the Enriched Testing Data.

Purchased
Item

Descriptions
(dP O

m )

General
Business

Description
(dgen

m )

Detailed
Product

Description
(dspe

m )

Suppliers’
Testing

Document
(dm)

Number of suppliers (after verification) 2,170 1,921 1,921 2,170
Average length 474.78 101.20 188.84 764.82
Average length with unique words 38.98 68.15 90.98 198.11
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4.5 The Three-Component Classification Model

We now introduce a three-component hierarchical classification model, aiming to

classify testing data (e.g., a suppliers’ document dm) into a deep and broad hier-

archical taxonomy (e.g., an expanded SIC taxonomy). The model has three key

components – the top-down classifier, the bottom-up classifier, and the sandwich-

connection component, which are elaborated in Chapter 3.5.1. We discuss the chal-

lenges of gauging its accuracy and how we overcome them in Chapter 3.5.2. We

report our model’s accuracy relative to benchmark models for hierarchical classifi-

cation in Chapter 3.5.3.

4.5.1 Methodology

The three-component classification model aims to predict a supplier m to its appro-

priate categories cij ∈ Ci, for all levels i ∈ {1, . . . , 6}. The model’s three components

are depicted in Figure 4.4. A supplier m, represented by its testing document dm, is

fed into both the top-down and bottom-up components of the model. In what fol-

lows, we provide a detailed description of each of these three components and their

roles in the prediction. Also, we provide a detailed example for each component in

Appendix 4.9.1.

Figure 4.4: The Classification Process in the Three-Component Model.
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Top-Down Component.

The top-down component constructs a flat classifier that predicts a supplier m’s

testing document dm to the appropriate level-1 categories c1j ∈ C1. Although we

illustrate using dm, we allow for flexibility in the testing documents. That is, any

combination of dgen
m , dspe

m , or dP O
m can replace dm. We will discuss the model perfor-

mance under different data sources in Section 4.5.3.

The testing document dm is first converted into the relevant term-frequency

vector of the 7,729 informative features, represented by the function F1(dm) ∈ R7729.

Recall that each of the 21 level-1 categories c1j has a corresponding feature vector

x1j ∈ R7729. We compare the similarity between a testing supplier’s F1(dm) with

each of the level-1 category feature vectors x1j, for all j ∈ {1, ..., |C1|} to determine

the categories c1j that the testing document dm most closely belongs to. To reduce

the bias against the size of the documents when creating term-frequency vectors and

to handle sparse vectors (Maas et al. 2011), we employ cosine similarity:

Similarity(dm, c1j) = F1(dm) · x1j

||F1(dm)||·||x1j||
. (4.5.1)

Bottom-Up Component.

For the same testing supplier m, its testing documents dm (or any combinations of

dgen
m , dspe

m , or dP O
m ) is converted into a term-frequency vector in the dimension of 6,123

relevant informative features, so that F6(dm) ∈ R6123. We compare its similarity

with all feature vectors x6j ∈ R6123 corresponding to each level-6 categories c6j ∈ C6.

Again, we employ the cosine similarity:

Similarity(dm, c6j) = F6(dm) · x6j

||F6(dm)||·||x6j||
. (4.5.2)
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Sandwich-Connection Component.

After identifying the set of level-1 and level-6 categories that a supplier most likely

belongs to, we examine the likely SIC pathways by “connecting the dots.” This pro-

cess takes advantage of the parent-child relationships. Among all 15,574 pathways

c1j → c6`, we can isolate the most likely pathways by examining the product of the

normalized similarity scores:

Pathway Similarity(dm, c1j → c6`)

,
Similarity(dm, c1j)∑

k=1,...,|C1| Similarity(dm, c1k)

× Similarity(dm, c6`)∑
`=1,...,|C6| Similarity(dm, c6`)

.

The calculation of pathway similarity yielded similarity scores across all 15,574 path-

ways. We introduce a parameter q ∈ (0, 1), which represents a percentile threshold

within these similarity scores. Setting q to 0.99, for example, means that we retain

only the top 1% of pathways based on their similarity scores. The F1 scores of the

categorization model typically exhibit a unimodal distribution to q, peaking at an

optimum q̂. This is intuitive: selecting a lower q value causes the model to keep more

pathways per supplier, boosting recall but reducing precision, whereas a higher q

value keeps fewer pathways, enhancing precision at the expense of recall. Therefore,

an intermediate q value that strikes a balance between precision and recall achieves

the most accurate categorization model. We will test different q ∈ (0, 1) to pinpoint

the optimal q̂ that yields the highest F1 scores in §4.5.3.

The sandwich-connection component combines the insights from the top-down

and bottom-up components. For example, suppose that a supplier related to “boiler”

is identified at level 6. If this supplier has a high level-1 similarity with “manufac-

turer” but a low similarity with “wholesale,” then all pathways originating from the

“wholesale” category would be pruned. Ultimately, our three-component classifica-
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tion model predicts a supplier m into a set of pathways through level-1 to level-6

categories. In doing so, it automatically identifies all categories at the intermediate

level (i = 2, 3, 4, 5). Thus, for a supplier m, it produces hierarchical classification:

C∗
m , {C∗

1,m, C∗
2,m, C∗

3,m, C∗
4,m, C∗

5,m, C∗
6,m}.

where C∗
i,m denotes the set of categories cij ∈ Ci that the supplier m most likely

belongs to at level i.

Observe that this classification output can be represented as a vector C∗
i,m ∈

[0, 1]|Ci|, where the jth element is 1 if cij ∈ C∗
i,m and 0 if cij /∈ C∗

i,m. The overall classi-

fication C∗
m across all six levels can be represented by a binary vector [0, 1]|C1|+···+|C6|

(in dimension 16, 759). Thus, supplier m’s classification output C∗
m can be considered

as its “DNA” representation.

4.5.2 Overcoming the Challenges to Accuracy Evaluation

Gathering Partial True Labels for a Subset of Suppliers.

To evaluate the accuracy of our three-component classification model, we should

evaluate its predictions about supplier m, C∗
m, against its true labels Tm,

Tm = {T1,m, T2,m, T3,m, T4,m, T5,m, T6,m},

where each T1,m corresponds to the set of true labels in each level i.

As mentioned in §4.3.3, one key challenge is the absence of these actual label

sets T for each supplier m. Furthermore, accurately identifying these sets for all

2,170 suppliers out of 15,574 possible true pathways is practically infeasible.

Therefore, we developed an approach that combines crowdsourcing with expert

validation to gather true labels. The comprehensive details of this process for col-

lecting true labels are provided in Appendix 4.9.2. Below, we provide an overview
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of our method.

The procedure for collecting true labels includes five steps. The first two steps

are designed to select a representative sample of suppliers, denoted by the subset

M, and to find the best estimate true pathways for this subset down to levels 4 or

5. This task was considered manageable because of the relatively smaller number of

pathways at levels 4 and 5, which total |C4 ∪C5|= 727, as compared to |C6|= 15, 574

at level 6. For the construction of subset M, we employed the Pareto principle,

selecting 68 suppliers responsible for 80% of the economic volume along with 210

others chosen at random from the remaining pool. This process yielded a subset

size of |M|= 278. So we estimate the true hierarchical categories for 278 suppliers

down to levels 4/5:

T∗
m = {T∗

1,m, T∗
2,m, T∗

3,m, T∗
4,m, T∗

5,m}, m ∈ M.

The next three steps aim to identify the correct category at level 6. In our sample

set of 278 suppliers, 107 (out of 727) unique categories were identified at level 4/5,

which in turn encompassed 3,258 level 6 categories. Due to the substantial time and

cost involved in obtaining true labels for a vast number of potential level 6 categories,

we further narrowed down our focus to a smaller set of suppliers M′ ⊂ M. To do

so, in Step 3, we counted the number of suppliers in each true level 4/5 category,

and selected the top four level 4/5 categories (see Table 4.12 of Appendix 4.9.2).

These top four categories include 105 unique suppliers from Cranswick, thus setting

the size of M′ as 105 (i.e., |M′|= 105). For M′, we have repeated the procedure

of crowdsourcing and expert validations to further identify the best estimate of the

true labels at level 6, so that we have

T∗
m = {T∗

1,m, T∗
2,m, T∗

3,m, T∗
4,m, T∗

5,m, T∗
6,m}, m ∈ M′.
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These best estimates of the true labels will be used to gauge the accuracy of the

three-component classification model in §4.5.3.

Accuracy Metric.

For a supplier m ∈ M, the three-component model predicts the set of categories

C∗
i,m at level i. We want to measure the accuracy of this prediction with respect

to the best estimate of the true labels, T∗
i,m. Observe that each set may contain

multiple elements, i.e., |C∗
i,m|≥ 1 and |T∗

i,m|≥ 1, leading to multiple predicted and

true pathways.

Let TPi,m (True Positive) denote the number of categories that are correctly

predicted (i.e., cij ∈ C∗
i,m when cij ∈ T∗

i,m), and FNi,m (False Negative) denote the

number of categories that should have been predicted but were not (i.e., cij /∈ C∗
i,m

when cij ∈ T∗
i,m). Formally, we have

TPi,m ≡ |C∗
i,m ∩ T∗

i,m|, FNi,m ≡ |C∗
i,m ∩ T∗

i,m|.

A higher number of predicted categories (i.e., larger |C∗
i,m|) can increase the like-

lihood of correctly identifying one or more true labels, but also raise the possibility

of wrong predictions. To assess the accuracy of the classification model, we utilize

the precision and recall metrics:

Precisioni,m ≡ TPi,m

|C∗
i,m|

, Recalli,m ≡ TPi,m

TPi,m + FNi,m

.

The former metric measures the proportion of accurately predicted labels to the

total number of categories predicted; while the latter metric measures the proportion

of correctly predicted labels to all the categories that should have been predicted.

Perfect precision indicates that every predicted category is correct, but it does not

guarantee that all correct categories have been predicted. Perfect recall, on the
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other hand, ensures that all correct labels are predicted, but it does not specify the

number of predicted categories.

To balance the precision and recall metrics, we employ the widely-used F1 score

(Holden and Freitas 2006, Costa et al. 2007). At hierarchical level i, the F1 score for

an individual supplier m and for the average across all M suppliers are respectively,

F1i,m ≡ 2 · Precisioni,m · Recalli,m
Precisioni,m + Recalli,m

, F1i = 1
M

M∑
m=1

F1i,m.

4.5.3 Accuracy of the Three-Component Classification Model

We run the classification of the entire 2,170 suppliers. Using the true label estimate

gathered, we are able to estimate the classification accuracy down to levels 4/5 for the

suppliers m ∈ M, and down to level 6 for suppliers m ∈ M′. These accuracy results

are deemed representative of the accuracy of the classification of entire M = 2, 170

suppliers.

We first demonstrate the three-component model’s superior accuracy over bench-

mark models and how its structure and data flexibility impact the classification

accuracy. We then examine how our each of our model components reflects the

procurement expert’s know-how to improve accuracy.

Classification Accuracy Evaluation.

First, we tested with a range of q values to determine the optimal q̂, which strikes

a balance between precision and recall, thereby optimizing the accuracy of the cat-

egorization model. We found the optimal value of q, denoted as q̂, to be 0.99.

Then, under the optimal value q̂, we compare the performance of our three-

component model versus two benchmark hierarchical classification models. The

first benchmark is the traditional top-down model that predicts level-by-level along

the SIC pathway (Dumais and Chen 2000, Cesa-Bianchi et al. 2006, Esuli et al. 2008,
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Cerri et al. 2014), and the second benchmark is the traditional bottom-up model

that predicts level 6 and employs heuristic pruning (Ceci and Malerba 2007). See

Appendix 4.9.4 for a detailed explanation of benchmark models.

Table 4.5: Average F1 Score in Three-Component Model and Benchmark Models.
Here, F1 at levels 1-5 are aggregated with 278 suppliers in the set M, and level 6 is
aggregated with 105 suppliers in the set M′. In all models, q = 0.99.

Three-Component Model Benchmark Models

Top-down Bottom-up

dm flex dm dgen
m dm dspe

m ∪ dP O
m

(1) (2) (3) (4) (5) (6)
Level 1 0.858 0.935 0.802 0.849 0.642 0.663
Level 2 0.569 0.675 0.561 0.579 0.403 0.421
Level 3 0.449 0.530 0.438 0.387 0.321 0.342
Level 4 0.382 0.457 0.356 0.294 0.283 0.306
Level 5 0.377 0.449 0.342 0.277 0.281 0.305
Level 6 0.367 0.424 0.204 0.158 0.230 0.301

Table 4.5 presents the F1i scores for i ∈ {1, 2, 3, 4, 5, 6} of the three-component

model and two benchmark models for different combinations of supplier data dm

(dgen
m , dspe

m , dP O
m ). For the top-down benchmark model, the prediction accuracy

drops significantly with deeper levels due to error propagation. That is, if the

model’s prediction is incorrect at level 1, the prediction will also be incorrect at

level 2, and so on. The benchmark bottom-up performs better than the top-down

model at deeper levels (e.g., levels 5-6), but is worse at predicting the high levels

because it lacks the contextual information.

Our three-component model utilizes the advantages of two benchmark mod-

els. Comparing the columns with the same input suppliers’ information dm (i.e.,

columns 1, 3, 5), we observe that the three-component model outperforms bench-

mark models at every hierarchical level i ∈ {1, 2, 3, 4, 5, 6}. This suggests that our

three-component model structure contributes to the improvement in classification

accuracy.
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Furthermore, we analyzed various data combinations (all combinations of dgen
m ,

dspe
m , dP O

m ) for each model. We found that the top-down model generally performs

better when employing dgen
m (i.e., column 4) instead of all combined texts dm (i.e.,

column 3); while the bottom-up model tends to perform better when employing dspe
m ∪

dP O
m (i.e., column 6) instead of all combined text data (i.e., column 5). This indicates

that the additional text contained in dm results in noise and hinders the classification.

For the three-component model, optimal accuracy was achieved by flexibly applying

dgen to its top-down component and dspe
m ∪ dP O

m to its bottom-up component always

provided the highest accuracy (i.e., column 2). This suggests that when additional

data flexibility is allowed in the three-component model, the classification accuracy is

significantly superior to those of the benchmarks. In particular, its level-6 accuracy

is comparable to the benchmarks’ level-2 or level-3 accuracy levels.

In sum, the three-component model improves prediction accuracy by (1) taking

advantage of the prediction capabilities of top-down and bottom-up components,

and (2) providing the flexibility to incorporate different sources of suppliers’ in-

formation (i.e., supplier contextual description, product descriptions, and supplier

actual procurement) to mitigate the effects of noise in the input data.

Note that the accuracy evaluation in Table 4.5, each supplier is treated with

equal weight, irrespective of the monetary value of transactions per supplier. This

choice is aimed at maintaining consistency and simplicity in the evaluation metrics.

We acknowledge that transactions of differing financial magnitudes from individ-

ual suppliers might warrant distinct consideration. Future studies could explore

weighting schemes that account for these factors to refine the analysis.

Three-Component Model Structure and Procurement Expert’s Know-

How.

In the three-component model, recall that the top-down component constructs a

flat classifier to predict level-1 categories c1j ∈ C. It is designed to process general
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descriptions and reflects the procurement expert’s contextual knowledge. In con-

trast, the bottom-up component is designed to focus on specific word matching to

predict level-6 categories c6j ∈ C, which reflects the procurement expert’s familiarity

with specific product terms and word associations. The sandwich-connection com-

ponent actively utilizes the parent-child relationships in the hierarchical taxonomy

reflecting the procurement expert’s logic when applying classification. We next in-

vestigate how this structure reflects the procurement expert’s know-how to improve

classification accuracy against the benchmark methods.

Table 4.6: Comparative F1 Scores at Level 1 for 278 Suppliers Using Different
Classification Models and Different Input Texts. Note that F1 at level 1 is aggregated
with 278 suppliers. In all models, q = 0.99.

General
description

Specific
descriptions All texts

F1 at level 1 dgen
m

(1)
dspe

m

(2)
dP O

m

(3)
dspe

m ∪ dP O
m

(4)
dm

(5)
Benchmark Top-down model 0.849 0.746 0.610 0.742 0.802
Benchmark Bottom-up model 0.563 0.638 0.619 0.663 0.642
Three-Component model
(same data source for both entries)

0.898 0.849 0.723 0.848 0.858

Three-Component model
(best data source for each entry)

0.935

Table 4.6 shows the F1 scores at level 1. As previously discussed, the benchmark

top-down model performs better than the bottom-up model in predicting level-1 cat-

egories. We observe that the three-component model brings visible improvement in

level-1 accuracy compared to the benchmark bottom-up model. This demonstrates

the importance of incorporating a top-down component in predicting higher-level

categories. Specifically, by doing so, the classification accuracy improved from the

bottom-up model’s accuracy of 0.663 to 0.848 when classifying with specific product

descriptions (dspe
m ∪dP O

m ). Moreover, by being able to “connect the dots,” we improve

from the top-down model’s accuracy of 0.849 to 0.898 when classifying with gen-

eral product descriptions (dgen
m ). Finally, by incorporating data flexibility to reduce

noise, the three-component model improved the accuracy score to 0.935.
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Table 4.7: Comparative F1 Scores at Level 6 for 105 Suppliers Using Different
Classification Models and Different Input Texts. Note that F1 at level 6 is aggregated
with 105 suppliers. In all models, q = 0.99.

General
description

Specific
descriptions All texts

F1 at level 6 dgen
m

(1)
dspe

m

(2)
dP O

m

(3)
dspe

m ∪ dP O
m

(4)
dm

(5)
Benchmark Top-down model 0.158 0.190 0.138 0.189 0.204
Benchmark Bottom-up model 0.242 0.246 0.274 0.301 0.230
Three-Component model
(same data source for both entries)

0.349 0.368 0.315 0.359 0.367

Three-Component model
(best data source for each entry)

0.424

Table 4.7 presents the F1 scores for level 6, showing that the benchmark bottom-

up model exceeds the performance of the benchmark top-down model at this level,

across various input texts from Columns (1) to (5). Also, our three-component model

significantly enhances the accuracy at level 6, demonstrating the effectiveness of in-

cluding a bottom-up component for predicting more specific categories. Specifically,

the best performance of the benchmark top-down model is achieved with the use

of comprehensive texts in Column (5) (i.e., dm), where the three-component model

improves classification accuracy from 0.204 to 0.367 with the same text. The best

performance of the benchmark bottom-up model is achieved with the specific prod-

uct descriptions in Column (4) (i.e., dspe
m ∪ dP O

m ), where the three-component model

improves classification accuracy from 0.301 to 0.359. Finally, by incorporating data

flexibility, the three-component model improved the level-6 accuracy score to 0.424.

4.6 Decision Support Tools

The methodology thus far has organized vast text data and purchase order data

from 2,170 suppliers into categories cij ∈ Ci of a hierarchical taxonomy that is both

deep (6 levels) and broad (15,574 leaf nodes). The classification helped make sense

of the vast amount of purchase order records in the form of unstructured text data.
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In this section, we present the complementary decision support tool that can help

its users in converting the classification results into opportunities for savings.

The aim of conducting a spend analysis is to identify opportunities for savings

and recommend target suppliers to initiate the RFQ process to negotiate lower costs.

Implementing the RFQ ranges from holding private negotiations with the suppliers

to designing and holding public auctions. The outcome of a successful RFQ usually

involves switching suppliers and managing new relationships which entails significant

commitment of the manufacturer’s internal resources (and may sometimes require

re-structuring parts of its procurement processes). Thus, an RFQ recommendation

must present convincing evidence of the potential cost savings. We next describe how

our decision support tool offers insights into the supplier and product categories the

buyers should target to seek price/volume discounts (§4.6.1), and offers tools for easy

cross-comparisons of many suppliers to understand the nuances in the procurement

practice (§4.6.2).

4.6.1 Identify Leverage Categories

Recall that the three-component classification model produces for each supplier m,

a prediction C∗
m or its classification “DNA.” Utilizing this information along with the

invoice value, our decision support tool helps to identify the leverage supplier cate-

gories. They are the class of suppliers that pose low supply risk to the manufacturer

but whose products have a high impact on the manufacturer’s costs. These suppliers

are where the cost-savings or RFQ opportunities generally arise from because the

buyers hold the dominant position in the buyer-supplier relationship.3

It does so by performing a widely applied method for strategic sourcing called

3In contrast, if a supplier provides a unique product or service that not many others can
provide (e.g., Foxconn) that is critical to a buyer (e.g., Apple), the buyer is exposed to
supply risk that can significantly impact its profits. The buyer must manage such “high
risk / high profit impact” suppliers delicately, and they should not be a target for issuing
RFQs.
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Kraljic analysis (Kraljic 1983, Webb 2017). It segments suppliers into four types

based on their contribution to the buyer’s risk and profit. The number of suppliers

in the category is a good proxy for supply risk (the higher the number of similar

suppliers, the lower the risk); and the total spend on a product category is a good

proxy for the impact on a buyer’s profit (the higher the total invoice value, the

higher the impact on profit). The output of our classification model allows for easy

identification of the suppliers in these leverage categories cij ∈ Ci at any hierarchy

level i ∈ {1, 2, 3, 4, 5, 6}.

Figure 4.5: Illustration of Kraljic Analysis to Identify the Leverage Categories at
Level 3 (left), Level 4/5 (mid), and Level 6 (right). Note that since a supplier can be
categorized into multiple nodes in a hierarchy, the sum of the suppliers can exceed
2,170. q = 0.99.

The hierarchical classification of suppliers facilitates seamless navigation through

various supplier and product categories, helping in the identification of key leverage

points. Figure 4.5 shows the categories in hierarchy level 3 (left panel), level 4/5

(middle panel), and level 6 (right panel) for Cranswick plc’s supplier/product cate-

gories. Presenting each level is very useful for strategic and organisational reasons.

For example, in large-scale procurement settings, there are dedicated department

or teams for managing different supplier relationships. A department that handles

animal feed suppliers would differ from one managing meat product suppliers, and

within a department, different teams could be dedicated to poultry and sausage

meat. This level of detail, as illustrated in Figure 4.5, supports targeted and ef-
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fective management within the organization. The x-axis denotes the number of

suppliers per category, the y-axis shows the total invoice values for all suppliers

within a category, and the bubble size indicates the product diversity within the

category or the count of sub-categories.

The left panel of Figure 4.5 illustrates the categories in level 3. We can identify

three leverage categories positioned on the top-right: “Manufacture of other food

products”, “Processing and preserving of meat and production of meat products”

and “Manufacture of prepared animal feeds”. Zooming into the category “Process-

ing and preserving of meat and production of meat products,” we see its level-5

sub-categories, as illustrated in the middle panel of Figure 4.5. We observe that it

consists of three detailed supplier categories: “Production of meat and poultry meat

products”, “Processing and preserving of poultry meat” and “Processing and pre-

serving of meat.” The right panel further narrows down to reveal product categories

within “Production of meat and poultry meat products,” showing that they can be

distinguished by specific product types, such as “ham curing” and “sausage meat”.

Note that level-6 represents the most detailed classification with no sub-categories,

all bubbles appear uniform in size.

4.6.2 Comparison of Suppliers

For the identified leverage categories, the decision support tool enables cross-comparisons

of their suppliers and product categories to help in developing a fine-grained picture

of the supplier-product relationships. One can compute the similarity between any

two suppliers m1 and m2 by comparing their categorizations (or DNA’s) C∗
m1 and

C∗
m2 , via cosine similarity or weighted difference of their DNA vectors.

In the left panel of Figure 4.5, there were 625 suppliers categorized under level-3

as “Processing and preserving of meat and production of meat products.” Within

this category, we can list those who compete with “A.B.P. GROUP LIMITED” based
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on their similarities. This is illustrated in the left panel of Figure 4.6, which iden-

tifies “2 SISTER FOOD GROUP LIMITED” emerges as the most closely matched

competitor. Furthermore, our decision support tool is capable of listing suppliers

not just by their past supply records but also by potential supply capabilities. The

right panel of Figure 4.6 demonstrates this by ranking suppliers that are capable

of providing “sausage meat,” arranged according to their total invoice values. This

figure offers valuable insights that are not easily obtained through manual methods.

Figure 4.6: Similar Suppliers with a Focal Supplier (left) and Similar Suppliers
with a Focal Product (right).

In the right panel of Figure 4.5, there were 71 suppliers within the product

category “Ham curing.” We found that “Supplier 383” has a significantly higher

amount of invoice value than all of its competitors combined. Moreover, “Supplier

1390” and “Supplier 383” provide a similar range of products but Supplier 1390

supplies less than a tenth of the invoice value as Supplier 383 and also does not

supply other products such as “sausage meat” or “bacon curing.” Increasing the

purchase variety and volume from Supplier 1390 would create competitive pressures

that can help lower purchase costs for the buyer in this product category. Such

information can be utilized to inform the development of RFQ recommendations

and realize its savings potential.
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4.7 Advantage of Automated Spend Analysis: A

Simulation Study

The automation discussed thus far enhances classification by providing an initial,

high-fidelity categorization. It is designed to complement, rather than replace, man-

ual input. There are three key reasons why automation is beneficial: it expands

scope, improves accuracy, and boosts adaptability by enabling more frequent anal-

ysis. First, automation enables a manufacturer to analyze all its suppliers rather

than just a subset, thereby expanding the scope of spend analysis. Second, automa-

tion improves the accuracy of classifications. Instead of creating classifications from

scratch, the manufacturer can focus its efforts on reviewing and correcting any errors

in the initial automated classification. Third, automation significantly increases the

speed of spend analysis. With automated processes, what once took months can

now be accomplished in a matter of days. This efficiency allows firms to conduct

spend analysis more regularly, enabling them to respond more swiftly to market

conditions. The improved adaptability that comes with more frequent analysis helps

firms stay competitive and make timely adjustments to their strategies based on the

latest data.

In this section, we estimate the savings achieved through the automation of a

companys spend analysis. To do this, we conducted a simulation study, introducing

a model of Cranswick plc’s supply chain and calibrating it with the provided data.

We differentiate between the savings generated by automation and those typically

realized through manual analysis alone.
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4.7.1 Simulation Experiment Design

Model of Cranwick’s Supply Chain.

Cranswick interacts with M suppliers to order N different level-6 product cate-

gories. Specifically, Cranswick plc’s supply chain includes M = 2, 171 suppliers and

N = 3, 258 product categories, as determined by examining that |C∗
6,m|= 3, 258.

The distribution of which suppliers provide which product categories and the cor-

responding economic value of these supplies can be represented by two random

M -by-N matrices, S and P .

The matrix S is a binary matrix that represents the supplier-product relationship

of Cranswick plc. If supplier m can supply product category n, then its element

smn = 1; otherwise the element smn = 0. Examining the classification C∗
m, for all m,

we find that each supplier on average supplied 5.03 level-6 product categories, with

a minimum of 1 and maximum of 13. Thus, to construct this supplier matrix S, for

each supplier m, we assign a random product scope (i.e., the number of products

from a supplier) characterized by a binomial distribution with parameters n = 13

and p = 5.03/13. We then randomly select the corresponding number of product(s)

from the set of N products.

The matrix P represents the purchase order pmn that a supplier m charge when

supplying a certain quantity of product category n. Recall from Table 4.1, we had

examined 556,866 purchase orders over a two year period totaling £1.57bn. These

purchase orders were from 2,171 unique suppliers, and thus each supplier had an

average an invoice value of £723, 776 over two year period, which translates into an

average annual invoice of £361, 888 per supplier. Given that suppliers supplied on

average 5.03 level-6 product categories, for a single product category the average

invoice value per product category pmn is £72, 377. Thus, for each product-level

category, we model the invoice value as an exponential distribution, with CDF,
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F (p) = 1 − e−p/72377.

Model of Spend Analysis: Scope, Accuracy, and Adaptability.

Next, we explain how we assess the scope, categorization accuracy, and adaptability

of spend analysis for both manual and automated spend analysis. To illustrate this,

we use Figure 4.7, which utilizes the supplier-product matrix S.

Figure 4.7: Model of Scope and Accuracy of Spend Analysis, as well as Kraljic
Analysis on Supplier-Product Matrix S.

Scope. Manual spend analysis and automated spend analysis differ primarily in

their supplier scope. In manual spend analysis, procurement experts typically focus

on a small subset of suppliers that represent large proportion of the total spend. For

example, in the case of Cranswick plc, 68 out of 2,171 suppliers are responsible for

80% of the total invoice value. For our normalization, we assume that automated

spend analysis can examine all of suppliers corresponding to 100% of the total spend,

while manual spend analysis covers only a subset of suppliers that represent 70-90%

of the total spend. For illustration, the left panel of Figure 4.7 shows the scope of

analysis. The highlighted rows represent the scope for manual analysis, whereas all

rows represent the scope for automated spend analysis.

Accuracy. Within the given scope of analysis, manual and automated spend

analysis differ in the accuracy of suppliers’ classification. In automation-aided spend

analysis, procurement experts are provided with an initial categorization of sup-

pliers, which they manually check and amend as necessary. In contrast, manual

136 of 167



4.7. Advantage of Automated Spend Analysis: A Simulation Study

analysis requires the firm to conduct the initial categorization from scratch, which

takes more time and effort and has a greater risk of misclassification. Thus, with

automation, classification tends to be more accurate than when it is performed via

manual methods alone. In our simulation, to represent the level of accuracy, we will

randomly misclassify the suppliers by altering the 1’s and 0’s as illustrated in the

mid panel of Figure 4.7. The elements smn marked with “×” correspond to misclas-

sified supplier-product links. Manual spend analysis results in an accuracy between

70%-90%, meaning 10%-30% of columns will be marked with ×” in the highlighted

rows. In contrast, for automation-aided spend analysis, we normalize the accuracy

to be 100% (i.e., none of the columns will have “×”).

Adaptability. One of the key benefits of automating spend analysis is the

ability to perform it quickly and cost-effectively. This allows for frequent analysis,

enabling better adaptability to changing market conditions, including fluctuations

in suppliers, products, volumes, and prices. To model this effect, we consider the

years 2019 and 2020. We assume that manual spend analysis can only be conducted

once during this period, while automated spend analysis can be performed once in

2019 and once in 2020.

Model of Saving Realization.

Once the suppliers are categorized, the procurement team must (i) identify savings

opportunities by pinpointing leverage suppliers and (ii) conduct a request-for-quote

(RFQ) process. Next, we describe how these steps are modeled and calibrated in

our simulation.

Identification of Saving Opportunities. Recall that to identify savings

opportunities, a Kraljic analysis is conducted to identify product categories with

high spend volume and a large number of suppliers. In our simulation model, these

product categories can be identified by ordering the values of ∑
m pmn and ∑

m smn

respectively. These categories are illustrated by the highlighted columns in the
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supplier-product matrix S in the right panel of Figure 4.7.

Implementing RFQ and the Estimated Cost Savings. Once the target

level-6 product categories are identified, Cranswick plc will initiate an RFQ for

all the suppliers in the product categories. The RFQ can involve either a private

negotiation with an individual supplier or a public auction. Initiating RFQs can

be a costly process, so they would typically do so only if they expect a savings of

between 5-10% of the current invoice values.4 Thus, for each supplier identified

in the leverage categories, we apply a random discount δ, which is modeled as the

uniform distribution between 5% and 10%, to set the new invoice value pmn = δ ·pmn.

Overall Savings from Manual Spend Analysis. Implementing RFQs on

all selected leverage product categories recommended by manual spend analysis

typically translates into 2-3% in overall procurement cost savings in a successful

industry practice. To reflect this percentage, we calibrate the Kraljic analysis to

identify the product categories that are in the top 33% for economic volume and

the top 33% for the number of suppliers. In examining the effect of adaptability in

the second period, we produce another randomized invoice matrix P to reflect the

changes in the market. However, to reflect the lasting benefit of spend analysis from

the first period, we will employ lower average invoice prices (e.g., 2-3% lower than

č72, 377 of the first stage).

4.7.2 Simulation Results

In what follows, we will observe that automation of spend analysis creates additional

savings over the current manual spend analysis by enabling the analysis of a greater

scope of suppliers with increased categorization accuracy. Moreover, by enabling

spend analysis to be performed more frequently, automation allows these benefits

to compound over time.
4The 5-10% is the range of realized values that are validated by our industry partners
based on their experiences in the industry.
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In each simulation iteration, the model randomly selects the matrices S and P

according to the calibrated distributions and performs nine manual spend analy-

ses. These analyses combine different scopes of supplier coverage (70%, 80%, and

90% of invoice value) with varying classification accuracies (70%, 80%, and 90%).

Additionally, automated spend analysis is conducted with both scope and accuracy

normalized to 100%. For each combination of these parameters, we conducted 1,000

iterations.
Table 4.8: Comparative Results of Manual vs. Automated Spend Analysis Across
Varying Scopes and Accuracies (1-Year)

Manual Analysis (1-year) Automated Analysis (1-year)

Cost
(£million)

Manual
Scope

Manual
Accuracy

Manual
Saving (%)

Auto
Saving (%)

(100% Scope & 100% Accuracy)

%-∆(Auto-Manual)
(£million)

785 70% 70% 2.25% 3.43% +1.18% (+9.26)
796 70% 80% 2.42% 3.37% +1.28% (+10.20)
786 70% 90% 2.50% 3.38% +0.88% (+6.92)
780 80% 70% 2.33% 3.35% +1.02% (+7.88)
783 80% 80% 2.54% 3.37% +0.83% (+6.50)
792 80% 90% 2.76% 3.33% +0.57% (+4.51)
783 90% 70% 2.44% 3.27% +0.83% (+6.50)
795 90% 80% 2.76% 3.38% +0.62% (+4.93)
795 90% 90% 3.00% 3.43% +0.43% (+3.42)

Table 4.9: Comparative Results of Manual vs. Automated Spend Analysis Across
Varying Scopes and Accuracies (2-Year)

Manual Analysis (2-year) Automated Analysis (2-year)

Cost
(£million)

Manual
Scope

Manual
Accuracy

Manual
Saving (%)

Auto
Saving (%)

(100% Scope & 100% Accuracy)

%-∆(Auto-Manual)
(£million)

1579 70% 70% 2.25% 5.07% +2.82% (+44.53)
1600 70% 80% 2.42% 5.00% +2.58% (+41.28)
1577 70% 90% 2.50% 4.99% +2.49% (+39.27)
1570 80% 70% 2.33% 4.99% +2.66% (+41.76)
1565 80% 80% 2.54% 5.00% +2.46% (+38.50)
1587 80% 90% 2.76% 4.93% +2.17% (+34.43)
1578 90% 70% 2.44% 4.91% +2.47% (+38.97)
1575 90% 80% 2.76% 5.03% +2.27% (+35.75)
1583 90% 90% 3.00% 5.02% +2.02% (+31.98)

Table 4.8 presents the results for the 1-year analysis, while Table 4.9 presents the

results for the 2-year analysis. From both tables, we observe that the total invoice
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cost from all suppliers across all product categories ranges between £780 million

and £796 million annually (See Table 4.8), and over a two-year period, the total

cost ranges from £1.565 billion to £1.600 billion (See Table 4.9). These figures align

with Cranswick plc’s annual procurement expenditure, as indicated in Table 4.1.

In Table 4.8, manual spend analysis achieves annual savings ranging from 2.25%

to 3.00%, consistent with the RFQ implementation benchmarks observed in the

industry. As expected, we observe that increased scope and accuracy in manual

spend analysis contribute to higher savings. Examining the value of automated

spend analysis, we find that it leads to overall annual savings of 3.27% to 3.43%.

Compared to manual spend analysis, this results in an additional 0.43% to 1.28%

savings (equivalent to £3.42 million to £10.20 million) in the first year.

In Table 4.9, the automated spend analysis generates savings between 4.91% and

5.07% over a two-year period, providing an additional 2.02% to 2.82% compared to

manual spend analysis over the same duration. This corresponds to an additional

£31.98 million to £44.53 million in savings over two years, or an extra £16 million

to £22 million annually compared to manual spend analysis.

4.8 Discussion

To the best of our knowledge, our methodology is the first academic work to formalize

the automation of spend analysis using NLP and machine learning. We highlight its

potential contributions to a path towards the evolution of Industry 4.0 (Olsen and

Tomlin 2020).

4.8.1 Impact on Procurement Practice

Our methodology has the potential to democratize access to spend analysis to many

small and medium-sized enterprises (SMEs). The supply chain complexity of many

SMEs can be comparable to that of large firms. However, due to their volume of

140 of 167



4.8. Discussion

purchases being smaller, the estimated value of potential savings from conducting

a spend analysis often does not justify the cost of hiring multiple procurement

consultants over an uncertain prolonged duration. Automation of spend analysis

removes these costs and makes accurate spend analysis accessible.

For example, our methodology has also been applied to conduct a spend analy-

sis for a mid-cap company in the industrial sector. A private equity firm who had

recently acquired it wanted to estimate the potential value improvement (e.g., by

restructuring the supply chain) and provided us with the company’s raw procure-

ment data for 2020. The complexity of data was comparable to that from Cranswick

plc, and consisted of 86,629 purchased orders, 25,025 products, and 1,829 suppliers.

However, the total annual procurement spend was significantly lower at approxi-

mately £80 million. Our methodology identified four “leverage categories,” whose

combined value sums to roughly £22 million per year. Utilizing the decision tools,

we were able to generate a list of supplier targets to recommend RFQs, which we

estimated would translate into approximately 1.5-2.5% of the overall cost (approx.

£2 million) in annual savings if implemented.

Since the manual spend analysis was previously not accessible for such firms, the

value of the automated spend analysis would directly correspond to the savings that

could be achieved. Thus, automated spend analysis could permeate throughout

the industrial sectors. For example, a digital platform that provides automated

spend analysis once buyers upload their transaction records can be offered, which

would enable them to monitor their spending in real-time. Such developments would

further accelerate the automation of spend analysis across different industries and

transform the way in which we monitor how physical “things” are produced and

distributed.
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4.8.2 Generalizeability of Methodology

Our paper introduces a methodology that relaxes the reliance on extensive datasets

commonly needed for machine learning algorithms, and instead train small but in-

formative data efficiently. This approach enhances the flexibility of our method-

ology in manufacturer settings. For example, our methodology has been applied

in a merger and acquisition setting where a German industrial manufacturer ac-

quired a Swedish company. The German acquirer had a detailed internal supplier-

classification database and taxonomy and wanted to classify the Swedish firm’s ex-

tensive supplier list according to their existing system. The German company shared

with us their own hierarchical taxonomy and their supplier database. Instead of us-

ing SIC taxonomy as the training data (as shown in “Utilizing ‘Small’ Data” in

Figure 4.1), we utilized the German company’s hierarchical database to train our

three-component model. Our three-component model was then able to provide the

classification of the Swedish firm’s suppliers according to the German company’s

taxonomy, facilitating its timely integration.

Also, our methodology takes large sets of unstructured data and converts them

into a structured format that can provide strategic insights. This feature allows

for applicability across various industries beyond manufacturing, particularly where

structured data is limited but abundant descriptive documentation is available. For

example, in the financial or legal services sectors, there are extensive documenta-

tions of regulation, codes of practice, and compliance reports. Our three-component

model may map these processes into a hierarchical structure. Once the hierarchical

structure of the regulations, sections, clauses, and sub-clauses are understood, the

three-component model could be trained on the extensive regulatory documentation.

It could then classify new documents (e.g., live cases) into the relevant categories

within the regulatory framework. After categorization, the model pinpoints which

sub-clauses or sections are most frequently associated with live cases. Such classifica-
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tion supports decision-making by highlighting areas that require attention, allowing

for proactive measures to address compliance issues or service needs.

While we recognize the growing importance and capabilities of large language

models (LLMs) in various applications, LLMs often struggle with categorization

tasks requiring specific industry knowledge. LLMs must be supplemented with large,

industry-specific datasets. Thus, an LLM is not a substitute, but a complement of

our methodology that can help improve it further. For instance, rather than relying

on static SIC documentation as we currently do, LLMs could be employed to incor-

porate the ability to learn industry-specific settings and update detailed databases

of suppliers and product information. How to incorporate the capabilities of gener-

ative AI to complement our method may lead to fruitful directions for research and

development.

4.8.3 Conclusion

This study has introduced a solution for automating the spend analysis process

by leveraging large-scale industrial procurement data. Our findings illustrate that

the developed hierarchical classification model, consisting of three components, suc-

cessfully categorizes documents into any hierarchical taxonomy with high accuracy.

The model outperforms current benchmarks, showing particular strength in handling

taxonomies that are both deep and broad, as often required in real-world scenar-

ios. Furthermore, the model’s design to accommodate various types of textual data

(e.g., general vs. specific) enhances its precision in classification. We have effectively

demonstrated that spend analysis can be automated, incorporating the expertise of

procurement professionals even in the absence of large datasets and precise supplier

labels. This proof of concept paves the way for further research and development

initiatives that could revolutionize the practice of spend analysis.

Due to the vast scale of the digital infrastructures in large manufacturing firms
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and their links to people and processes, a drastic change is prohibitively costly and

risky, and often infeasible within a reasonable time frame. Similar to re-purposing

and re-connecting existing physical infrastructures of a large housing complex (e.g.,

pipes and wires), we presented a methodology that utilizes existing digital infras-

tructures by gathering them and generating insights. Such a solution represents the

spirit of gradual process improvement (Fine and Porteus 1989) that is necessary

to evolve towards Industry 4.0. While data analytics involving NLP and machine

learning, and artificial intelligence more generally, is a burgeoning field, its reach

has been comparatively limited in many of the industrial sectors, such as large-scale

procurement. We believe that many other B2B operations management contexts are

currently untapped by data analytics. For example, an important social agenda is for

manufacturers to reduce their carbon emissions. While firms are making important

strides in reducing their direct (Scope-1) and indirect (Scope-2) carbon emissions,

significant challenges remain in addressing emissions in their supply chain (Scope-

3), which represent the vast majority of emissions. Our research method enhances

transparency in the supply chains of the firms, and could pave ways for them to ac-

curately track and manage their Scope-3 carbon emissions. We hope that operations

management scholars can help lead the effort to modernize the industrial process.

144 of 167



4.9. Appendix

4.9 Appendix

4.9.1 Detailed Explanation for Three-Component Model

Recall that in Section 4.4, each level-1 category c1j ∈ C1 (j ∈ {1, ..., |C1|}) was

represented by a feature vector x1j ∈ R7729, and each level-6 category c6j ∈ C6

(j ∈ {1, ..., |C6|}) was represented by a feature vector x6j ∈ R6123.

Top-Down Component

First, we convert the testing supplier m’s text document dm into the relevant

term-frequency vector, denoted by F1(dm) ∈ R7729. To do so, we extract the un-

igrams and bigrams from dm, restrict the extracted terms to the 7,729 selective

informative features, and count the frequency of the overlapped terms. For ex-

ample, suppose dm = “We manufacture chicken wing chicken thigh.” We extract

ten terms (five unigrams and five bigrams). Say, only five terms (e.g., “manu-

facture,”“chicken,”“wing,”“thigh,” and “manufacture chicken”) are overlapped with

level-1 features. Thus, the term-frequency vector F1(dm) ∈ R7729 is represented as [1,

2, 1, 1, 1, 0,....,0], where only five (out of 7,729) elements have non-zero frequencies.

Unigrams Bigrams

we manufacture chicken wing thigh we
manufacture

manufacture
chicken

chicken
wing

wing
chicken

chicken
thigh

1 1 2 1 1 1 1 1 1 1
X X X X X

Second, we determine which level-1 categories c1j ∈ C1 the document dm of

the testing supplier belongs to most closely. This is done by computing the cosine

similarity between the feature vector F1(dm) ∈ R7729 of the testing supplier and the

corresponding feature vector x1j ∈ R7729 of each c1j. For instance, the normalized

cosine similarity for “Manufacturing” is 0.53, while it is 0.28 for“Wholesale and retail

trade,” 0.19 for “Agriculture, forestry and fishing,” and zero for the other level-1
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categories.

Bottom-Up Component

First, we extract the unigrams from dm, and convert it into the relevant term-

frequency vector F6(dm) ∈ R6123. For example, suppose dm = “charalambides chris-

tis edam cheese charalambides butter”, which contains five unique unigrams. If only

two of these unigrams, i.e., “cheese” and “butter,” overlapped with level-6 features,

then F6(dm) = [1, 1, 0, 0, 0, ..., 0], wherein only two elements have non-zero fre-

quencies out of a total of 6,123 dimensions.

charalambides christis edam cheese butter
2 1 1 1 1

X X

Second, we compare the cosine similarity between the testing supplier F6(dm) ∈

R6123 with each level-6 category c6j’s corresponding feature vector x6j ∈ R6123. For

example, “Butter oil” has a normalized cosine similarity of 0.0021, “Butter milk”

has a normalized cosine similarity of 0.0011, “Lime growing” has a cosine similarity

of 0, and so on.

Sandwich-Connection Component

The sandwich-connection component aims to identify the set of most likely SIC

pathways (from level-1 category to level-6 category) that a testing supplier belongs

to.

Among all 15,574 pathways c1j→ c6`, we can isolate the most likely pathways

by examining the product of the normalized cosine similarity scores, shown in Ta-

ble 4.10. As the last step, we select the pathways that are in the q ∈ (0, 1) per-

centile based on their pathway similarity. Ultimately, our model predicts a sup-

plier m into multiple pathways through level-1 to level-6 categories, i.e., C∗
m ,

{C∗
1,m, C∗

2,m, C∗
3,m, C∗

4,m, C∗
5,m, C∗

6,m}
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Table 4.10: Example of Sandwich-Connection Component for Predictions

Level 1
predicted

Level 1
normalized

cosine similarity

Level 2-5
connected

Level 6
predicted

Level 6
normalized

cosine similarity

Pathway
Similarity

1 Manufacturing 0.53 ... Butter oil 0.0021 0.53×0.0021
2 Manufacturing 0.53 ... Butter milk 0.0011 0.53×0.0011
3 Manufacturing 0.53 ... Butter production 0.0010 0.53×0.0010
... Manufacturing 0.53 ... ... ... ...
9,189 Manufacturing 0.53 ... Roof lights made of plastic 0 0
9,190 Wholesale and retail trade 0.28 ... Butter 0.0020 0.28×0.0020
9,191 Wholesale and retail trade 0.28 ... Cheese 0.0019 0.28×0.0019
9,192 Wholesale and retail trade 0.28 ... Milking machines 0.0001 0.28×0.0001
... Wholesale and retail trade 0.28 ... ... ... ...
10,943 Wholesale and retail trade 0.28 ... Cinema kiosk 0 0
10,944 Agriculture, forestry and fishing 0.19 ... Butter 0.0020 0.19×0.0020
10,945 Agriculture, forestry and fishing 0.19 ... Lemon growing 0 0
... Agriculture, forestry and fishing 0.19 ... ... ... ...
11,456 Agriculture, forestry and fishing 0.19 ... Bean growing 0 0
11,457 ... 0 ... ... ... 0
... ... 0 ... ... ... 0
15,574 ... 0 ... ... ... 0

4.9.2 Finding true labels

Prior research (e.g., Bragg et al. 2013, Budak et al. 2016) has emphasized the effec-

tiveness of crowdsourcing in obtaining high-quality labels. In this study, we lever-

aged crowdsourcing via Amazon Mechanical Turk (MTurk) to construct true labels

(i.e., true pathways) for a small sample of suppliers. To enhance the accuracy and

reliability of the labels, we further incorporated a complementary validation checks

by two procurement experts.

We begin with an overview of the steps of our true label gathering that combines

crowdsourcing and expert validation in Figure 4.8. Step 1 draws a sample set of

testing suppliers of Cranswick plc. In Step 2, we estimate the true hierarchical

categories for the supplier sample for levels 4/5. This step involves (a) the design

of simple experiments, (b) the aggregation of responses taking advantage of the

wisdom of crowds, and (c) expert validation. In Step 3, the number of suppliers per

category is counted, and in Step 4, the top four level 4/5 categories that include

the maximum number of suppliers are selected to create a smaller sample set for

identifying the true level 6. Finally, in Step 5, we repeat Step 2 to estimate the

true level-6 categories for the smaller sample of suppliers. Below we describe each

of these steps in detail.
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Figure 4.8: Process of true label gathering

Step 1: Create a representative sample set. A sample of 278 suppliers was

drawn from a total of 2,170 suppliers using a two-stage sampling approach. The

first stage involved the selection of 68 suppliers who contributed to 80% of the total

invoice value, while the second stage involved the random sampling of 10% (i.e.,

210) of the remaining 2,102 suppliers. The resulting sample size of 278 suppliers

represents 12.8% of the total supplier population.

Step 2: Find the true hierarchical categories for levels 4/5. Table 4.3

shows that before the expansion of SIC to level 6, there are 727 unique level 4/5

categories, with 191 at level 5 and 536 at level 4. For each of the 278 sampled

suppliers, we asked MTurkers to find the most likely SIC categories from level 1 to

level 4/5 the supplier belongs to, and asked two procurement experts to validate the

provisional true labels. To ensure reliable predictions from level 1 to level 4/5, we

segmented the tasks into three sub-steps.
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Step 2.1: Reduction of Search Range. First, we narrowed down the number

of potential level 4/5 categories for each supplier from 727 to a more manageable

number. For each sampled supplier, we grouped the 727 level 4/5 categories into 73

groups based on the combined similarity scores from the three-component model.

These groups were constructed such that each group contained 10 categories, with

group 1 comprising the most similar ten level 4/5 categories (1st to 10th) and group

73 containing the least similar level 4/5 categories (721st to 727th). Figure 4.9 shows

an example of Mturk task with the first two groups for a focal supplier.

To ascertain the likelihood of a supplier belonging to at least one of the cate-

gories within each group, we allocated five different MTurkers to check per supplier

and each MTurker was asked 73 randomly ordered TRUE/FALSE questions. We

launched 1,390 MTurk tasks (5 MTurkers per supplier × 278 suppliers, $1.5 per

task) and collected 101,470 TRUE/FALSE answers (73 answers per task × 1,390

tasks). To ensure no potentially relevant pathway was unintentionally removed, we

kept the groups for which at least two MTurkers agreed TRUE. Table 4.11 shows

that the agreed (at least 2 out of 5) “TRUE” answers fall within group 1 through

group 5 among 278 sampled suppliers. The preliminary task suggested that MTurk-

ers can be asked to search for true level 4/5 categories among 50 (not 727) without

compromising accuracy.

Step 2.2: Identifying the true hierarchical categories. Based on 50 level

4/5 categories per supplier, we requested MTurkers to determine whether a focal

supplier belonged to each category by responding to 50 TRUE/FALSE questions.

Figure 4.10 shows an example of such MTurk task. To provide MTurkers with

relevant information for their assessments, we provided the supplier’s official website

URL (269 out of 278 have official website URLs and website text data) and a snippet

of purchase order records.

We ensured a sufficient number of responses per supplier by allocating five dif-
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Figure 4.9: Reduction of Search Range MTurk Example (Step 2.1)

Table 4.11: Reduction of Search Range MTurk Results (Step 2.1)

Number of suppliers (Each tagged by 5 MTurkers)
0/5

TRUE
1/5

TRUE
2/5

TRUE
3/5

TRUE
4/5

TRUE
5/5

TRUE Total

Group 1 9 11 44 68 60 86 278
Group 2 23 48 68 45 35 59 278
Group 3 51 81 43 53 19 31 278
Group 4 105 121 27 10 9 6 278
Group 5 125 114 32 3 4 0 278
Group 6 183 95 0 0 0 0 278

... ... ... ... ... ... ... 278
Group 73 278 0 0 0 0 0 278

ferent MTurkers to label each supplier, resulting in the completion of 1,390 MTurk

tasks (5 MTurkers per supplier × 278 suppliers), with each task being compensated

at a rate of $2. The resulting dataset consisted of 69,500 TRUE/FALSE responses

(50 responses per task × 1,390 tasks). Based on the majority of TRUE answers

received from the MTurkers for each supplier (i.e., at least 3 out of 5), we identified

the level 4/5 categories that served as the provisional true labels for each supplier.
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Figure 4.10: Identifying True Level 4/5 Example (Step 2.2)

Step 2.3: Expert validation. To improve the reliability of the initial true labels

gathered via crowdsourcing for the 278 suppliers, we engaged two procurement ex-

perts for verification. These experts undertook the same labeling task and reviewed

the answers provided by the MTurkers. Through this verification process, we identi-

fied a total of 655 true level 4/5 categories, including 107 unique categories. Among

these suppliers, 84 (30%), 99 (36%), 58 (21%), and 37 (13%) were respectively asso-

ciated with one, two, three, and more than three true level 4/5 categories. Verifying

the true labels for these suppliers was an exhaustive effort, requiring three months

to complete. However, this rigorous process was critical in ensuring the accuracy of

the true labels for our sample of suppliers.

Step 3: Count the number of suppliers for each true level 4/5 categories.

The aforementioned Steps 1 and 2 obtained accurate hierarchical categories at level

i ∈ {1, 2, 3, 4, 5}. The next three steps aim to identify the correct category at

level 6. In our sample set of 278 suppliers, 107 (out of 727) unique categories were

identified at level 4/5, which in turn encompassed 3,258 level 6 categories. Due to

the substantial time and cost involved in obtaining true labels for a vast number

of potential level 6 categories, we further narrowed down our focus to a smaller set
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of suppliers. To do so, in Step 3, we counted the number of suppliers in each true

level 4/5 category. The top 10 level 4/5 categories, along with their corresponding

supplier count, are presented in Table 4.12.

Table 4.12: Level 4/5 true categories and associated number of suppliers (Step 3).
Note that each supplier can belong to multiple level 4/5 categories.

Level 4/5 true category for 278 suppliers # of suppliers
(total 278) Selected

1 Production of meat and poultry meat products 47 X
2 Processing and preserving of meat 30 X
3 Other processing and preserving of fruit and vegetables 23 X
4 Butter and cheese production 21 X
5 Repair of machinery 19
6 Processing and preserving of poultry meat 18
7 Manufacture of plastic packing goods 16
8 Manufacture of prepared feeds for farm animals 17
9 Manufacture of paper and paperboard containers other than sacks and bags 14
10 Manufacture of other articles of paper and paperboard 14

Note: Each supplier can belong to multiple level 4/5 categories.

Step 4: Select top four 4/5 categories and create a smaller sample set.

In Step 4, our objective was to restrict the sample size to a more manageable level

to find true level 6, while still maintaining an adequate degree of statistical rigor.

Based on these considerations, we selected a subset of four level 4/5 categories that

comprised of more than 20 suppliers. These categories are as follows: “Production of

meat and poultry meat products,”“Processing and preserving of meat,”“Other pro-

cessing and preserving of fruit and vegetables” and “Butter and cheese production”.

The selected categories comprised a total of 121 suppliers, of which 105 were unique.

Therefore, we reduced the number of suppliers in our sample set from 278 to 105.

It is worth noting that each level 4/5 category comprises different numbers of level

6 categories, with a range from a minimum of 9 to a maximum of 179. Table 4.13

provides a summary of this information.

Step 5: Find the true level 6 categories conditioned on true level 4/5.

In Step 5, we conducted an additional phase of validation using MTurk and expert
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Table 4.13: Summary of Level 6 for the selected four level 4/5 categories (Step 4).
Note that each supplier can belong to multiple level 4/5 categories.

Level 4/5 category Number of suppliers Number of level 6
Min Max Mean

Production of meat and poultry meat products 47 46 179 76
Processing and preserving of meat 30 62 179 92
Other processing and preserving of fruit and vegetables 23 52 151 69
Butter and cheese production 21 9 55 29
Total 105 (unique) 9 179 64

Note: Each supplier can belong to multiple level 4/5 categories.

assessments for 105 selected suppliers, focusing on pinpointing their accurate cate-

gories at level 6, conditional on their confirmed categories at levels 4/5. To facilitate

this, we created a MTurk task that presented participants with 40 to 75 TRUE/-

FALSE questions, each aimed at verifying whether a specific supplier was associated

with a given level 6 category. Due to suppliers being associated with multiple cat-

egories at levels 4/5, the array of potential level 6 categories they could belong to

varied. For instance, as illustrated in Figure 4.11, one particular supplier was linked

to two level-4/5 categories (“Butter and cheese production” and “Liquid milk and

cream production”), which together encompass 25 distinct level 6 categories.

To ensure that each MTurk task contained 40 to 75 questions, we grouped two

or more suppliers into one task if the supplier had less than 40 potential level 6

categories, or split a supplier into two or three tasks if the supplier had more than

75 potential level 6 categories. The MTurk task allocation process is detailed in

Table 4.14, showing that 105 suppliers comprised of 122 MTurk tasks.

A total of 610 MTurk tasks were completed, with five different MTurkers assigned

to label each task, and each task being compensated at a rate of $2. Based on the

majority of TRUE answers received from the MTurkers for each supplier (i.e., at

least 3 out of 5), we further asked two procurement experts to validate the responses.

As a result, a total of 416 true level 6 categories were identified for 105 suppliers.
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Figure 4.11: Identifying True Level 6 Example (Step 5)

Table 4.14: MTurk tasks allocation for level-6 true labels

Bundle of
four suppliers

(each with < 20
level 6)

Bundle of
two suppliers

(each with 20-39
level 6)

1 task
(each with 40-75

level 6)

Split into
2 tasks

(each with 76-120
level 6)

Split into
3 tasks

(each with > 120
level 6)

Total

# of suppliers 8 4 68 19 6 105
# of MTurk tasks 2 2 68 38 12 122

4.9.3 Detailed Explanation for Benchmark Models

Top-down Model

The benchmark top-down model predicts supplier m level-by-level along the SIC

pathway until reaching the level 6. At any level i ∈ {1, 2, 3, 4, 5, 6}, we use the selec-

tively parameter q ∈ (0, 1) to choose predicted categories cij whose cosine similarities

are in the qth percentile.

It starts with level 1 prediction by calculating the cosine similarities between dm

and each c1j ∈ C1 (|C1|= 21). Any c1j will be kept if its normalized cosine similarity

is in the q ∈ (0, 1) percentile. Table 4.15 shows an example. Say q = 0.99 gives us

the cut-off value as 0.311, then only one level-1 category “Manufacturing” is kept.

Consequently, the top-down model narrows the choices at level 2, only considering

the subset of C2 that belongs to survived c1j.
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Table 4.15: Benchmark Top-down Model for Level 1 Predictions (Example with a
Single Supplier)

Level 1 predicted Level 1
normalized cosine similarity Keep

1 Manufacturing 0.312 X
2 Agriculture, forestry and fishing 0.307
3 Professional, scientific and technical activities 0.143
4 Transportation and storage 0.085
... ... ...
... ... ...
20 Construction 0.000
21 Wholesale and retail trade 0.000

In the level 2 prediction, we calculate the cosine similarities between dm and

each c2j in the survived subset, and use the same selectively parameter q ∈ (0, 1)

to choose predicted categories c2j whose cosine similarities are in the qth percentile.

Continuing with the example above, we show the similarities between dm and 24

c2j within “Manufacturing” in Table 4.16. Applying q = 0.99 leads to two cate-

gories “Manufacture of food products” and “Manufacture of basic metals” survived.

Consequently, the top-down model narrows the choices at level 3 within these two

survived level-2 categories. We repeat the prediction down to level 6.

Table 4.16: Benchmark Top-down Model for Level 2 Predictions (Example with a
Single Supplier)

Survival Level 1 Level 2 predicted Level 2
normalized cosine similarity Keep

1 Manufacturing Manufacture of food products 0.367 X
2 Manufacturing Manufacture of basic metals 0.327 X
3 Manufacturing Manufacture of textiles 0.102
... ... ... ...
23 Manufacturing Manufacture of leather and related products 0.000
24 Manufacturing Manufacture of tobacco products 0.000

Bottom-Up Model

The benchmark bottom-up model is similar to the bottom-up component. It starts

by calculating the cosine similarities between dm and each c6j ∈ C6 (|C6|= 15574).

For each c6j, we can trace the corresponding pathway up to level 1, and directly
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use the cosine similarity at level 6 to represent pathway similarity (See Table 4.17).

Then, we apply the selectively parameter q ∈ (0, 1) to choose the pathways that

have pathway similarities in the qth percentile.

Table 4.17: Benchmark Bottom-up Model Predictions (Example with a Single
Supplier)

Level 6
predicted

Level 6
normalized

cosine similarity

Level 1-5
traced

Pathway
Similarity

1 Butter oil 0.0023 ... 0.0023
2 Cocoa butter 0.0021 ... 0.0021
3 Shea butter 0.0019 ... 0.0019
4 Peanut butter 0.0018 ... 0.0018
... ... ... ...
... ... ... ...
15573 Pork pie 0.0000 ... 0.0000
15574 Lime Growing 0.0000 ... 0.0000
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4.9.4 F1 Scores for All Combinations of Text

The following tables detail the average F1 scores for different text combinations

utilized within the three-component model, as well as the benchmark top-down and

bottom-up models. Columns that are part of the combinations previously presented

in Table 4.5 are shaded in yellow for emphasis.

Table 4.18: Average F1 Score in Three-Component Model with All Combinations
of Text. Here, F1 at levels 1-5 are aggregated with 278 suppliers in the set M, and
level 6 is aggregated with 105 suppliers in the set M′. In all models, q = q̂ = 0.99.

General
description

Specific
descriptions

All
texts

Best data source
for each entry

dgen
m dspe

m dP O
m dspe

m ∪ dP O
m dm flex

(1) (2) (3) (4) (5) (6)
Level 1 0.898 0.849 0.723 0.848 0.858 0.935
Level 2 0.575 0.600 0.467 0.563 0.569 0.675
Level 3 0.437 0.464 0.366 0.445 0.449 0.530
Level 4 0.385 0.412 0.297 0.376 0.382 0.457
Level 5 0.379 0.407 0.282 0.370 0.377 0.449
Level 6 0.349 0.368 0.179 0.359 0.367 0.424
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Table 4.19: Average F1 Score in Benchmark Top-down Model with All Combina-
tions of Text. Here, F1 at levels 1-5 are aggregated with 278 suppliers in the set M,
and level 6 is aggregated with 105 suppliers in the set M′. In all models, q = q̂ =
0.99.

General
description

Specific
descriptions

All
texts

dgen
m dspe

m dP O
m dspe

m ∪ dP O
m dm

(1) (2) (3) (4) (5)
Level 1 0.849 0.746 0.610 0.742 0.802
Level 2 0.579 0.544 0.385 0.510 0.561
Level 3 0.387 0.407 0.288 0.414 0.438
Level 4 0.294 0.327 0.231 0.333 0.356
Level 5 0.277 0.312 0.221 0.319 0.342
Level 6 0.158 0.190 0.138 0.189 0.204

Table 4.20: Average F1 Score in Benchmark Bottom-up Model with All Combina-
tions of Text. Here, F1 at levels 1-5 are aggregated with 278 suppliers in the set M,
and level 6 is aggregated with 105 suppliers in the set M′. In all models, q = q̂ =
0.99.

General
description

Specific
descriptions

All
texts

dgen
m dspe

m dP O
m dspe

m ∪ dP O
m dm

(1) (2) (3) (4) (5)
Level 1 0.563 0.638 0.619 0.663 0.642
Level 2 0.372 0.421 0.320 0.421 0.403
Level 3 0.289 0.342 0.239 0.342 0.321
Level 4 0.258 0.306 0.200 0.306 0.283
Level 5 0.254 0.305 0.200 0.305 0.281
Level 6 0.242 0.246 0.274 0.301 0.230
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