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Abstract
The rise of Machine Learning (ML) is gradually digitalizing and
reshaping the fashion industry, which is under pressure to achieve
Net Zero. However, the integration of ML/AI for sustainable and
circular practices remains limited due to a lack of domain-specific
knowledge and data. My doctoral research aims to bridge this gap
by designing digital multisensory textile experiences that enhance
the understanding of the textile domain for both AI systems and
humans. To this end, I develop TextileNet, the first fashion dataset
using textile taxonomies for textile materials identification and clas-
sification via computer vision, and TextileBot, a domain-specific
conversational agent. TextileBot integrates textile taxonomies with
large language models (LLMs) to engage consumers in sustainable
practices. Additionally, my research explores how multisensory
experiences can improve user understanding and how AI perceives
textiles. The overarching goal is to embed human expertise into ma-
chines, design immersive multisensory experiences, and facilitate
natural human-AI interactions that promote sustainable practices.
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1 Introduction
Clothing and textiles are ubiquitous in our daily lives. However,
the textiles industry contributes largely to global carbon emissions.
Take the UK as an example: its textile industry’s CO2 emissions are
nearly equivalent to those of private cars [28]. Millions of tons of
garments end up in landfills every year [27].
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In response, the fashion industry—including brands and retail-
ers—has increasingly embraced the need for creating more sustain-
able fashion [18]. A key concept in this shift is textile circularity, a
sub-area of the broader circular economy that aims to transform the
traditional "take-make-dispose" model. Textile circularity focuses
on extending the lifecycle of textile products through reuse, repair,
recycling, and upcycling, thereby reducing resource consumption
and waste [11, 15]. However, implementing textile circularity can
be complex and abstract, often requiring extensive domain-specific
knowledge in areas such as materials science and supply chain man-
agement. Additionally, it necessitates efforts to help the general
public understand and engage in these sustainable practices.

Given these complexities, there is growing interest in leveraging
Artificial Intelligence (AI), including Machine Learning (ML) and
Large Language Models (LLMs), to tackle specific challenges. AI
is already being used in various sectors, including fashion, where
it helps consumers find products that meet their needs [6]. For
instance, Liu et al. [23] demonstrated that neural networks can
effectively classify various garment attributes, such as categories,
textures, and shapes. However, the application of AI in sustainable
practices, such as textile recycling, is limited by the scarcity of
domain-specific data for specialized tasks. This data should ide-
ally be developed in collaboration with domain experts, not solely
by computer scientists. My multidisciplinary background and in-
volvement in the cross-disciplinary UKRI Interdisciplinary Circular
Economy Centre for Textiles Circularity project1 greatly inspire
my research motivation.

Additionally, enhancing public engagement requires transition-
ing from passive consumers to active users [25]. Designed multisen-
sory experiences can provide users with memorable interactions
[34], making abstract concepts more tangible and easier to under-
stand [12]. My research aims to craft digital multisensory textile
experiences that improve both AI understanding and public in-
volvement in sustainable practices. By integrating material science,
computer science, and human-computer interaction (HCI), human-
AI Interaction serves as a vital tool for conveying these concepts.

The aim of this doctoral research is to explore how AI can cre-
ate digital multisensory textile experiences—incorporating vision,
touch, and olfactory elements—to bridge the gap between material
science and computer science. This work focuses on advancing
textile circularity by integrating AI with multisensory technologies,
thereby connecting consumers to sustainable practices. Human-
Centred Design (HCD) [29] serves as the foundation of this work,
employing an iterative process that includes empathizing, defining,
ideating, prototyping, testing, and iterating.

The motivation behind this research is to investigate how AI
can enhance the understanding and communication of complex,

1The Textiles Circularity Centre (TCC) https://textilescircularity.rca.ac.uk/
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domain-specific concepts like textile circularity. By developing ad-
vanced AI tools and interactive experiences, the study seeks to
address the following key questions:

• How can AI accurately process and interpret textiles through
sensory inputs such as vision, touch, and smell?

• How can we design and implement tools that effectively
communicate domain-specific knowledge, such as textile
circularity, to consumers?

• How can AI-driven tools assist in educating consumers about
complex, domain-specific topics?

• How do consumers perceive and interact with these AI-
driven tools?

2 Contributions to date
In the initial stage of my PhD, as an interdisciplinary research
spinning across computer science and material science was crucial
to gain a comprehensive understanding of the elements in textiles.
The primary objective was to identify the gaps necessary to create a
multisensory textile experience. By bridging the knowledge gap and
creating a shared language between material science and computer
science, we developed TextileNet [38]. TextileNet is the first fashion
textile dataset with the most diverse labels, enabling AI to "see"
and distinguish different textiles. This dataset is fundamental for
defining and classifying textiles, which is essential for designing
textile experiences (see Section 3).

Building on this foundation, we aimed to build a tool that can
communicate about textiles circularity – let AI talk about textiles. o
this end, we introduced TextileBot [37], an LLM-mediated voice con-
versational agent integrated with the knowledge of the TextileNet
taxonomy [38]. We proposed to use taxonomy-based prompts to
transform LLMs from task-agnosticism to domain-focused. To as-
sess the effectiveness of our approach and understand the Human-
AI interaction, we conducted a user study with TextileBot. We found
that TextileBot can create experiences around textiles by engaging
users in a conversation around textiles through our approach. We
also provide some insights for designing LLM-mediated voice-based
conversational agents. This work is detailed in Section 4.

Additionally, we strive to understand consumers’ textile expe-
riences from a perception perspective. Amidst a world filled with
various sensory stimuli such as sounds, smells, and sights, we often
take these sensory experiences for granted. We believe in the impor-
tance of cultivating mindfulness and fully embracing these sensory
experiences. We investigated how AI, especially LLMs, understand
textiles touch experiences [36]. Mindfulness meditation has been
shown to enhance present-moment awareness and non-judgmental
observation [16, 22]. To investigate whether mindfulness medita-
tion can improve our sensory experiences, we conducted a study
evaluating the effects of mindfulness meditation on mid-air haptic
experiences through a recognition task on the palm. The findings
indicate that mindfulness meditation can enhance the recognition
performance of mid-air touch experiences [33]. We then explore
using mid-air haptic to render subtle stimuli on the palm during
meditation to understand whether one’s sense of touch can facili-
tate meditation [7]. Our results suggest mid-air haptics initially dis-
tracted participants but eventually facilitated mindfulness through
three processes.

Figure 1: We present two garment examples in TextileNet-
fabric to predict fabric labels (flannel and lawn), and show
how they can use our taxonomies to create relations to dif-
ferent fibres and raw materials. For instance, for lawn, we
can connect it to nylon and flax, this then further connects
us to the raw material space with flax and petroleum.

3 AI can "see" the differences between textiles –
TextileNet

Yet, nowadays, textiles are mostly sorted manually [30], despite
recent research raised using near-infrared spectroscopy (NIR spec-
troscopy) to recognize textiles for automated garments sorting line
[9]. A low-cost, high-efficiency technique for automatically iden-
tifying textile materials in garments is missing. Such techniques
could enable the digitized fashion sector to retrieve the materials
in garments, promoting automated recycling, thereby significantly
reducing textile waste and carbon emissions [10].

Given the importance of textilematerial identification in clothing,
it’s crucial to note that this process can be complex due to the
distinction between fibre and fabric materials. Fibre is the raw
material used to make fabric, but most existing fashion datasets
in machine learning mix them in the same category. Currently,
no dataset contains organized textile material labels reviewed by
materials scientists [14, 23, 39].

In light of this, we built the first fashion textile dataset, TextileNet,
based on textile material taxonomies - a fibre taxonomy and a
fabric taxonomy generated in collaborationwithmaterials scientists.
TextileNet can be used to train and evaluate the state-of-the-art
Deep Learning models for textile materials. The goal of TextileNet
is to contribute to textile material identification in the fashion
industry and image-based textile material retrieval, at the same
time, standardise the digitized textile material labeling. TextileNet
can be deployed in various domains, including materials science,
fashion design, retail and the textile supply chain, etc. TextileNet’s
contributions are:

• A fibre taxonomy and a fabric taxonomy created in collabora-
tion with material domain experts; these taxonomies contain
macro-types of textiles and are extendable for future new
fibre/fabric types;

• Using the labels from these taxonomies, we collect and build
material taxonomy-based fashion datasets for fibre and fab-
ric. The built datasets, named TextileNet, TextileNet-fibre
contains 33 fibre labels, 27 fabric labels in TextileNet-fabric,
and have 760,949 images;
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Figure 2: (a) Traditional and (b) LLM-based conversational agents with voice inputs and outputs. The traditional agent has
various components such as NLU, NLG and Dialogue database searching. In contrast, the LLM-based agent simply uses the
database to generate prompts for the LLM, enabling a much simpler and easy-to-develop pipeline.

• TextileNet presents and reports four baseline models (CNNs
and Vision Transformers) for fibre and fabric classification,
both models achieve > 87% top-5 accuracy on our datasets.

With the designed fibre and fabric taxonomies, one can now trace
the origin and production flow of a particular fabric. To further
illustrate how the fabric taxonomy and TextileNet-fabric could work
in conjunction with the fibre taxonomy, in Figure 1, we show how a
practitioner may use a trained ML model (TextileNet) to predict the
fabric of garments, for instance, in this case, these are flannel and
lawn. This information allows users to map the manufacturing flow
(fabric taxonomy in green dash, fibre taxonomy in red line), showing
how lawn connects to nylon and flax, which further connect to raw
materials like flax and petroleum. This trace-back process not only
characterizes the manufacturing process but also identifies raw
material categories (animal-based or synthetic). These taxonomies
help researchers and designers estimate the life-cycle and carbon
footprints of garments. For example, carbon emission numbers or
durability measurements can be assigned to transitions between
fibre and fabric, such as lawn→ flax and lawn→ nylon. The carbon
footprint can also be estimated based on these raw materials.

These taxonomies then help materialise the idea of creating a
textile circular economy discussed in material science [24]. Future
applications for this dataset range from textile classification to
optimization of the textile supply chain and interactive design for
consumers. We envision that this can contribute to the development
of a new AI-based fashion platform.

4 Let AI talk about textiles circularity –
TextileBot

Developing domain-specific conversational agents has long been
considered a challenge due to the need for large amounts of domain-
focused data. Previous voice-based conversational agents have typ-
ically been built using Natural Language Understanding (NLU) and
Natural Language Generation (NLG) alongwith database-supported
dialogue management [1, 19] (see Figure 2a). However, the devel-
opment of conversational agents is often hindered by the scarcity
of data [3, 13, 26]. While Chatbot (text-based) interfaces have been
studied extensively, comparatively little research has been done on
natural spoken dialogue (voice-based interaction).

Recent advancements in pre-trained Large Language Models
(LLMs) such as GPTs have made it possible to generate human-like
responses to complex queries, making them a viable option as a
knowledge backbone for such agents reducing the need for data
collection and training. LLMs can perform various downstream
tasks in a zero-shot fashion (i.e., without any training) through
prompting. We propose combining the power of LLMs with our
domain-specific, taxonomy-based prompting strategies to tackle
data scarcity. This approach uses LLMs as the knowledge backbone,
eliminating the need for a dialogue database.

We chose to build a conversational agent in the textile domain
to demonstrate our methodology. It has diverse information and
expertise from various areas, e.g. fashion, home textiles, supply
chain, materials science, and manufacture etc,. Moreover, as the
second-largest polluter globally, the textile industry urgently needs
sustainable practices [2, 31]. Understanding sustainability aspects,
like recycling, is challenging. However, conversational agents are
widely used in fashion retail [1, 5], offering an opportunity to inte-
grate socially responsible behaviours (e.g., sustainability communi-
cation) into business strategies [8]. This domain can benefit from
the technology socially and economically.

In this work [37], we first present a method to incorporate struc-
tural knowledge into prompts and demonstrate how LLMs equipped
with these carefully crafted prompts can build domain-specific con-
versational agents, particularly for the textiles domain.We proposed
an optimization technique that enables LLMs to interact with users
with varying breadth and freedom. We also introduced a prompting
refinement technique to facilitate LLMs engaging with users in
voice-based interactions, allowing the LLM to retain statefulness,
enabling a more natural, “multi-round” (continuous) conversation.

To showcase our approach, we integrated a prompted LLM into
a physical voicebot called TextileBot. It is a voice interface that
conveys the topic of textiles circularity, developed on a Raspberry
Pi (see Figure 3a), which is capable of engaging users in dynamic
conversations. We evaluate TextileBot’s effectiveness through an
in-person user study (see Figure 3), focusing on a human-in-the-
loop strategy to foster human-centred AI design [20]. Success was
measured by the participants’ ability to discern the unique CA
characteristics crafted through our approach and the system’s pro-
ficiency in maintaining domain-specific, multi-turn conversations.
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(a) The physical TextileBot interface. (b) A participant interacts with the TextileBot.

Figure 3: Left: TextileBot - The physical agent interface is composed of a 3D printed box (6), a speaker (5), a microphone (4), and
a button (3), all integrated into the Google AIY board (2) mounted on the Raspberry Pi 3 Model B (1) presented in (a). Right: A
participant interacting with the TextileBot used across all three voice-based agents (b).

This evaluation integrates both quantitative data and qualitative
insights, uncovering the complex dynamics of these human-agent
interactions and exploring various facets of human behaviour, en-
gagement, and responses.

This research addresses two timely questions: First, while LLMs
as foundation models for general-purpose conversational agents
have been studied [17, 21, 35], their application in creating domain-
specific voice agents is less understood. Second, there is a limited
understanding of how humans perceive and interact with domain-
specific voice-based conversational agents powered by prompted
LLMs. These knowledge gaps arise from factors such as the complex-
ity of natural languages, technical challenges with text-to-speech
integration, handling ambiguity and context in human speech, and
the need for effective user experience design to facilitate seamless
and natural user interactions with the system [4, 32]. In summary,
the main contributions of this work are three-fold:

• We develop a novel three-phase method that enables LLMs
to transform from task-agnostic to domain-specific, adapting
different conversational styles and incorporating memory
for continuous conversation. These phases can be used indi-
vidually or in combination, depending on the task at hand.

• We integrate the method into a design of a domain-specific
voice-based device, i.e., TextileBot. This voice-based agent is
custom-designed for the textile circularity domain, facilitat-
ing tailored conversations with consumers regarding circular
economy practices within the textile industry.

• We evaluated three variations of TextileBot via in-person
interactions to assess our approach’s effectiveness and to
understand user interactions. We analyzed these human-
agent interactions, providing qualitative descriptions and
quantitative insights. This analysis aims to inform potential
design improvements in the broader domain of AI-enabled
voice interfaces.

This tool engages users in conversations about textiles, offering
a novel method for prototyping domain-focused conversational

agents. We hope our approach can be applied to other domains
lacking extensive data.

5 Conclusion and next steps
Through this multifaceted research journey, I am privileged to be
part of the multidisciplinary team at the UKRI Interdisciplinary
Circular Economy Centre for Textiles. This doctoral research fo-
cuses on developing new technologies for digital experiences and
enhancing Human-AI interactions. By bridging the gap between
material science and computer science, the research aims to in-
novate machine capabilities, and raise human awareness through
digital multisensory experiences.

Currently, I am midway through my third year. I am focusing on
how AI perceives the physical world, including touch [36] and olfac-
tory experiences. The next phase of my work involves enhancing
AI’s integration with these multisensory experiences to facilitate
more natural interactions. This can involve leveraging immersive
technologies like virtual reality (VR) and augmented reality (AR) to
create immersive natural multisensory environments. Specifically,
the research will address the following questions: How does exist-
ing AI perceive and interpret sensory experiences, and how can we
craft multisensory textile experiences that accurately map textile
materials in sensory experiences with AI?

To achieve these goals, I will conduct comprehensive studies
to assess how current AI models interpret and classify different
textile materials. I will develop and test methodologies that incor-
porate multisensory inputs—such as touch, visual, and olfactory
stimuli—into AI models to enhance their understanding of textile
materials and properties. Additionally, I will design multisensory
experiences that leverage human expertise to create more intuitive
and natural AI interactions.

By addressing these steps, my PhD research aims to advance the
state of AI in understanding and interacting with domain-specific
practice, in my case, textiles, ultimately supporting the develop-
ment of a sustainable fashion industry through innovative digital
multisensory experiences.
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