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Abstract

Produced water is the largest waste stream generated during oil and gas produc-

tion. In offshore platforms, the majority of the produced water is discharged into

the ocean. This results in an increase in the amount of toxic organic and inor-

ganic compounds in the receiving environment and hence may threaten marine life.

Therefore, many environmental agencies have enforced limits on the concentrations

of toxic contaminants in the discharged water. To meet these regulations and to se-

cure another potential source of fresh water, especially in water-stressed countries,

the treatment of produced water becomes an attractive alternative to discharging the

water. However, most of the research to date has focused on the economics of water

treatment without consideration of other aspects, such as environmental and social

impacts. These other aspects may have a significant impact on design decisions.

This paper presents a multi-objective optimization model for the identification

and design of alternative configurations for the treatment of produced water. The

design problem is formulated as a mixed integer dynamic optimization model. In

this approach, different technologies are assigned and linked in a given sequence

resulting in a process flowsheet. The mixed integer dynamic optimization problem

is solved using a nature-inspired meta-heuristic optimization procedure based on

plant propagation. The design of the individual processing steps in the flowsheet is

based on population balance modeling. The models take into account the evolution

of the oil droplet and solid particle distribution due to breakage and coalescence

phenomena. The distribution is represented by a discrete formulation based on

a logarithmic discretization of the space (droplet/particle volume). Multiple case

studies are presented which consider two criteria for design: economics and en-
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vironmental impact. The pool of considered technologies in this study includes a

variety of processing steps such as gravity separation, hydrocyclone, and membrane

technologies aiming to meet the requirements of different destinations. The result

is a set of designs that trade-off the two criteria, providing some of the necessary

information for a decision maker to choose a particular design for implementation.



Impact Statement

The proposed research addresses the critical issue of produced water management,

a significant challenge in the fossil fuel extraction industry due to the large volumes

of contaminated water generated. This naturally occurring water, trapped with hy-

drocarbons, is brought to the surface as an undesired byproduct during extraction

processes, leading to substantial environmental and economic concerns. Managing

produced water involves complex processes to remove contaminants and meet strict

environmental regulations, making it a costly and technically demanding task. The

current practices of disposal, re-injection, and reuse each come with their own set

of challenges, from high costs and environmental risks to technical limitations in

treatment efficiency.

To mitigate these issues, this research develops a flexible multi-objective opti-

mization model aimed at identifying the optimal combination and sequence of treat-

ment technologies. This approach minimizes both the total costs and environmental

impact of produced water treatment processes, accommodating the variability in

water volumes and compositions. Such a model addresses the inefficiencies and

high costs currently associated with existing produced water treatment methods,

offering a more sustainable and economically feasible solution.

In addition to improving the efficiency of produced water management, the

research emphasizes the potential for treated produced water to be utilized for ben-

eficial uses, such as crop irrigation and industrial applications. This focus on the

reuse of treated produced water not only helps conserve freshwater resources but

also aligns with global sustainability goals. By ensuring that the treated water meets

the necessary quality standards for various applications, the framework supports the
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shift from viewing produced water as waste to recognizing it as a valuable resource.

This shift can significantly reduce the environmental footprint of the oil and gas

industry and contribute to water resource sustainability.

Moreover, the decision-making tool proposed in this research has broader im-

plications for the industry. By integrating various treatment technologies and con-

sidering multiple criteria, the model provides a tool for industry stakeholders to

evaluate various design alternatives for produced water treatment processes. This

approach enhances the ability to handle additional contaminants and adapt to dy-

namic changes in droplet and particle size distributions.
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Chapter 1

Introduction

1.1 Background

1.1.1 Energy Demand

Global energy demand is expected to grow by 50% in the next few decades to meet

the needs of the substantially growing population. While transportation energy con-

sumption increases by about 40% [Nalley and LaRose, 2021], electricity will be the

major energy consumer in 2050 as it will account for 25% of the total global de-

mand compared to 18% currently. Emerging economies in Asia, China, and India,

account for 71% of the new capacity [Nyquist, 2016]. Urbanization and rising in-

come will increase energy consumption in the buildings section globally by 65%

[Nalley and LaRose, 2021].

The growth of the global energy demand is coupled with a change in the energy

mix consumption. Renewable energy is the fastest growing energy consumption

with 3.1% annually compared with 0.6% of oil. This reduction in oil consumption

is due to the increase in vehicle efficiency and the number of electric cars. Similar

to oil, coal growth will be limited to 0.4% annually to contribute to 16% only of

the global energy consumption. Natural gas consumption will increase by 40% as it

will be used in electricity generation and the industrial sector [Nalley and LaRose,

2021].

Regardless of the diversification and the growth of the renewable energy share

and consumption, fossil fuel will dominate energy use through 2050 although it will
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Figure 1.1: Share of primary energy consumption by source, world. Source: U.S. Energy
Information Administration [Nalley and LaRose, 2021] .

drop from 66% currently to %38 in 2050 [Nyquist, 2016]. Figure (1.1) illustrates

the global share of primary energy consumption by source, showing that energy

from hydrocarbons will dominate global consumption through 2050 [Nalley and

LaRose, 2021].

1.1.2 Produced Water

The extraction of fossil fuels is associated with a large volume of waste generated

during the extraction processes. A naturally occurring water that is trapped with the

hydrocarbon is brought to the surface as an undesired byproduct which is known

as Produced Water. Whether it is extracted onshore or offshore, from conventional

or unconventional sources, produced water has almost the same properties with

different compositions [Igunnu and Chen, 2012].

1.1.2.1 Produced Water Volume

The age of the well is a significant factor that affects the volume of produced wa-

ter. As the well ages and is near depletion, the volume of produced water could

reach 98% for 2% hydrocarbon as illustrated in Figure (1.2) [McCabe, 2020] which

shows the volume of produced water generated compared with the oil production

in m3. However, the average ratio of water to hydrocarbon at a global level is 3:1
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Figure 1.2: Production of produced water and oil for a typical oil field showing the increase
in the ratio between water and oil production over the lifetime of the filed [Mc-
Cabe, 2020]

Figure 1.3: Global produced water volume forecast [Produced Water Society, 2024,
Amakiri et al., 2023]

barrel which makes it the largest waste stream in the oil and gas industry. Figure

(1.3) shows an increase of 65% in produced water volume from 2020 to 2030 which

corresponds to 243,000 million barrels per day in 2030 [Produced Water Society,

2024]. The major contributors to produced water production globally are Asia fol-

lowed by North America and then Europe as displayed in Table (1.1) [Gangwar

et al., 2024] which shows the continent’s contribution to produced water generation

globally.
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Table 1.1: Produced water generation per continent in 2022. The volume of produced water
is estimated based on the average water-oil-ratio of 1.9 and total petroleum and
other liquids in 2022 [Gangwar et al., 2024].

Continent Contribution
Africa 7%
Asia 42%
Australia 1%
Europe 15%
North America 28%
South America 7%

1.1.2.2 Produced Water Composition

Produced water is not a single product but a mixture of different compounds. The

composition of the produced water varies with the field’s geological location, reser-

voir life span, and hydrocarbon chemical composition. One of the major contam-

inants of concern in the produced water is salinity which is also known as total

dissolved solids which exceeds that of seawater [Al-Ghouti et al., 2019]. Others are

oil and grease, suspended solids, and chemicals added to improve the drilling and

operations such as corrosion and scale inhibitors, emulsion breakers, coagulants,

and solvents. These additives increase the overall toxicity of produced water as

they become part of its composition. A complete list of main constituents available

in the produced water with their typical concentrations can be found in [Ghafoori

et al., 2022].

1.1.2.3 Produced Water Destinations

Currently, the produced water is managed through disposal, re-injection, and reuse

[Ghafoori et al., 2022]. In offshore facilities, discharging is the most adopted prac-

tice. This option can result in polluting surface water in addition to the health haz-

ard for both animals and plants. To mitigate the risk of the discharge process, many

countries imposed very rigorous standards for produced water disposal and in some

cases abandoned some disposal practices [Zheng et al., 2016]. Therefore, the dis-

posal by such method in remote areas is shrinking and increasingly costly as meet-

ing these regulations requires a very efficient treatment process.

Re-injecting produced water for enhancing oil recovery is another option that
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is adopted widely onshore. Produced water can be transformed from waste into a

valuable resource. The benefits of this option are that it reduces the amount of pro-

duced water disposal to the ocean and the amount of freshwater needed to maintain

the pressure in the reservoir that drops with the oil and gas extraction. However, this

option has its drawbacks. To avoid reaching irrigation and drinking water aquifers,

produced water should be injected very deep which requires high pressure and con-

sequently high cost [Nesic and Streletskaya, 2018]. Moreover, the re-injection re-

sults in formation damages due to fracturing of the aquifer’s internal wall which

makes it unsustainable for the long run [Obe et al., 2017]. Other challenges are

related to the requirements of injected water. The water has to be treated to avoid

plugging reservoir rock pores with total suspended solids. Likewise, bacteria and

dissolved solids have to be removed before injection as they result in the corrosion

of the well pipes [Ghafoori et al., 2022].

The third practice of produced water management is beneficial reuse. Treated

produced water can be used for crop irrigation and livestock watering. Irrigation

consumes about 21% of the total withdrawn water in Europe and around 59% in the

United States. Re-utilizing the produced water can contribute to the sustainability of

water resources. Yet, irrigation requires a large volume of water with a high purity

level. The salinity of the produced water can affect the yield of the crop in case

exceeds specific limits. Sodium can be another threat to the soil as it affects plant

growth and soil quality and changes its physical and chemical characteristics [Veil

and Clark, 2011]. Therefore, the Food and Agriculture Organization has imposed

limits on the constituents of the produced water to be used for irrigation [Ayers and

Westcot, 1985]. Using produced water for potable consumption is another option

that is challenged by high treatment cost, potential toxicity, and public acceptance

[Mendhe et al., 2017]. Table (1.2) displays the limit of selected contaminants for

various destinations.

1.1.2.4 Treatment Challenges

The previous highlights the challenges associated with the disposal and re-injection

of produced water, given the constraints imposed by environmental regulations and
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Table 1.2: The limits of selected produced water contaminants for various destinations.

Destination Contaminant Limit Unit Reference
Discharge Oil and grease 40 mg/L [Ghafoori et al.,

2022]
Re-injection Total suspended solids 10 mg/L [Bader, 2007]

Oil and grease 42 mg/L [Bader, 2007]
Reuse
Desalination Sulfate 10 mg/L [Alzahrani and

Mohammad,
2014]

Ammonia 50 mg/L [Alzahrani and
Mohammad,
2014]

Total dissolved solids 200 mg/L [Alzahrani and
Mohammad,
2014]

Cooling Towers Total suspended solids 150 mg/L [Alzahrani and
Mohammad,
2014]

Chloride 1,500 mg/L [Alzahrani and
Mohammad,
2014]

Alkalinity 3,000 mg/L [Alzahrani and
Mohammad,
2014]

Conductivity 6,000 µS/cm [Alzahrani and
Mohammad,
2014]

Livestock Oil and grease - mg/L [Fakhru’l-Razi
et al., 2010]

Total suspended solids - mg/L [Fakhru’l-Razi
et al., 2010]

Total dissolved solids 1,000 mg/L [Fakhru’l-Razi
et al., 2010]

Irrigation pH 4.3–10.0 - [Cooper et al.,
2021]

Total dissolved solids 500 mg/L [Cooper et al.,
2021]

Total suspended solids - mg/L [Fakhru’l-Razi
et al., 2010]

Oil and grease 0.05 mg/L [Fakhru’l-Razi
et al., 2010]

Conductivity 3,000 µS/cm [Echchelh et al.,
2018]
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technical considerations. This difficulty emphasizes the viability of reuse as an

alternative. Nevertheless, opting for reuse demands a more rigorous treatment pro-

cess compared to other alternatives. Despite its potential benefits, the design of an

effective treatment system encounters the following challenges:

Produced water Volume: The uncertainty in the volume of produced water makes

the sizing of the treatment plan difficult especially since the size of the units

is significantly associated with the treatment efficiency and cost planning.

Produced Water Composition: Designing a water treatment system for produced

water proves challenging due to the variability in its composition. According

to [Al-Ghouti et al., 2019], no single technology exists that can fully meet the

specifications of the final destination. For instance, streams with exception-

ally high concentrations of oil and grease may require additional treatment

stages to fulfill reuse criteria compared to scenarios involving marine dis-

charge.

Treatment Technology: There are various treatment technologies for produced

water each with its capabilities and drawbacks. Given the variable compo-

sition of produced water, the challenge with the available technologies is

to choose the most suitable combination with the highest removal efficiency

[Ghafoori et al., 2022].

Treatment Cost: The cost of treatment is proportional to the quality requirements

of the final destination. For example, the cost associated with meeting the

reuse quality requirements is higher than the cost of disposal and re-injection

which makes this option less feasible to pursue [Olajire, 2020].

Droplet and Particle Size: Produced water contains contaminants in the form of

dissolved solids, free droplets, and particles that undergo separation from the

water. The effectiveness of the separation process is significantly influenced

by the size of these droplets and particles [Jia et al., 2019]. Contaminants

appear in water as varying-sized droplets or particles. The treatment process
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faces additional challenges due to the changing distribution of droplet and

particle sizes [Li and Huang, 2017].

Emission: Wastewater treatment plants are recognized for releasing a substantial

volume of greenhouse gases (GHGs) primarily attributed to high electric-

ity consumption, accounting for 5% to 30% of the plant’s operational costs

[Ghoneim et al., 2016]. Given the global commitment to mitigate climate

change and the rising energy prices, these facilities face a significant chal-

lenge in minimizing greenhouse gas emissions associated with their opera-

tions [Yang et al., 2023].

1.2 Thesis Aim
This thesis proposes a flexible, multi-objective optimization model designed to ad-

dress the complexities of produced water treatment processes. The model’s flex-

ibility stems from its ability to identify the optimal combination and sequence of

technologies to minimize system costs and environmental impact, regardless of wa-

ter volume or composition. Also, it ensures that the treatment meets the require-

ments of various destinations by accommodating the dynamic evolution of droplet

and particle size distributions throughout the process. Additionally, the model’s

versatility allows for the integration of various treatment technologies to handle

additional contaminants, making it adaptable to a wide range of scenarios. This

work proposes a comprehensive decision-making framework, aiding in the identi-

fication and evaluation of diverse design alternatives for produced water treatment

processes, considering multiple criteria.

1.3 Thesis Structure
The subsequent sections of this thesis are structured as follows: Chapter (2) presents

a comprehensive review of relevant literature regarding produced water treatment

design. In Chapter (3), the research methodology is detailed, including the model-

ing approach and solution method. The mathematical formulation of the proposed

multi-objective optimization model is presented in Chapter (4 and 5). Chapter (6)
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outlines the outcomes obtained from implementing the model across various case

studies. Finally, Chapter (7) summarizes the research findings and outlines potential

future work.



Chapter 2

Produced Water Treatment

With the aim of this thesis in mind, the subsequent sections will outline the relevant

concepts, review existing research done so far, and highlight potential contributions

yet to be accomplished.

2.1 Introduction
Water treatment plays a crucial role in today’s economy, significantly contributing

to public health, industry sustainability, and environmental protection. The primary

purpose of the treatment process is to purify water by removing impurities to make

it suitable for human usage. One of the main areas of water treatment is seawa-

ter desalination which aims at removing salt and securing a source of fresh water.

Unlike seawater, wastewater generated by the industry contains a diverse range of

contamination and impurities that vary from one industry to another [Mao et al.,

2021, Noor et al., 2023]. This chapter provides an overview of the water treatment

process with more emphasis on the treatment of the wastewater generated by the oil

and gas industry.

2.2 Water Treatment Process Overview
The water treatment process generally consists of multiple stages, depending on the

number of contamination and the required purity level [Freeman et al., 2020]. For

instance, seawater goes through two main stages; the pre-treatment stage which re-

moves the suspended solids and organic matter followed by the desalination stage
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[Abdul Ghani et al., 2021]. The first stage is achieved by conventional meth-

ods such as coagulation-flocculation [Shaheen and Cséfalvay, 2022], sedimenta-

tion [Badruzzaman et al., 2019], dissolved air flotation [Altmann et al., 2023], and

non-conventional pre-treatment such as micro-filtration [Shaheen and Cséfalvay,

2022] and ultra-filtration [Brover et al., 2022]. The existing water desalination

technologies are also classified into conventional (thermal) and non-conventional

(membrane). Thermal technologies, which are mostly used in large-scale plants, are

multi-effect distillation [Lin et al., 2021], mechanical vapor compression [Shamet

and Antar, 2023], and multi-stage flash [Ali et al., 2024]. The membrane tech-

nologies on the other hand are forward osmosis [Abounahia et al., 2023], reverse

osmosis [Kim et al., 2024], and electrodialysis [Lin et al., 2021].

Similarly, municipal and industrial wastewater passes through multiple stages

with different types of processes [Christian et al., 2023]. For example, physical

processes such as sedimentation, filtration, and flotation purify water by removing

the solid content. On the other hand, the turbidity and heavy metals are removed

through chemical processes such as coagulation-flocculation. Biological treatment,

which can remove organic matter, includes activated sludge [Waqas et al., 2023]

and anaerobic digestion [Hashmi et al., 2023]. Other processes are membrane-bio-

reactor, adsorption, sonication, and advanced oxidation processes [Noor et al., 2023,

Oztekin and Sponza, 2013, Ahmed et al., 2021].

2.3 Produced Water Treatment Process Overview

Produced water treatment presents a challenge for the conventional treatment pro-

cesses. The main factor that differentiates this stream from other sources of water

is the existence of valuable hydrocarbons, which need to be recovered, along with

industry-related contamination. The complex nature of produced water composi-

tion requires the usage of a combination of processes to remove these contaminants

[Al-Ghouti et al., 2019].

In addition to the produced water-specific separation technologies that aim at

removing hydrocarbons such as horizontal separators [Amakiri et al., 2022] and
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corrugated plate interceptors [Boraey, 2018], existing technologies are tailored to

suit the complex nature of this stream such as hydrocyclones [Amakiri et al., 2022]

and centrifuges [White et al., 2020, Lekomtsev et al., 2021]. Additionally, flotation

techniques, including induced gas flotation and dissolved gas flotation, have proven

invaluable in reducing the oil and solid content of produced water [Amakiri et al.,

2022]. The integration of an emulsification agent further enhances the separating of

oil by de-stabilizing the oil in water emulsion as in the case of chemical treatment

processes [Nasiri and Jafari, 2017]. Coagulants and flocculants are other types of

chemical agents that promote the aggregations of droplets and solids to enhance

their separation by other means such as sedimentation and coalescence [Amakiri

et al., 2022].

In terms of organic and dissolved matter, more advanced technologies with dis-

tinct advantages in separation efficiency have been adopted. Biological treatment

degrades the organic contamination using microorganisms [Camarillo and Stringfel-

low, 2018, Amakiri et al., 2022]. Membrane technologies are applied in different

stages of produced water treatment based on their pore sizes [Rajbongshi and Gogoi,

2023, Amakiri et al., 2022]. For example, ultra-filtration with pore sizes of 10 µm

can remove large particles and organic matter while reverse osmosis became one of

the most efficient technologies for removing dissolved compounds and salts [Asad

et al., 2020]. Desalination processes, which are the most mature among all, are

widely applied to reduce the salinity of the produced water. These processes in-

clude multi-effect distillation [Onishi et al., 2017a], mechanical vapor compression

[Shaffer et al., 2013], and freeze-thaw/evaporation [Amakiri et al., 2022].

The separation of various contaminants cannot take place within one stage as

different processes are needed for each purpose. Consequently, produced water

is treated in multiple stages with each stage having a unique purpose and hence

employing different technologies [Al-Ghouti et al., 2019]. The following section

outlines the multiple stages of produced water treatment along with the working

principles of selected produced water treatment technologies utilized at each stage.

Pre-treatment Stage: The purpose of this stage is to remove the free and dispersed
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oil droplets and solid particles [Al-Ghouti et al., 2019, Szep and Kohlheb,

2010] which is achieved using mechanical devices such as Gravity Separa-

tors, also known as American Petroleum Institute separators [Amakiri et al.,

2022], or Corrugated Plate Interceptor separators [Boraey, 2018]. These de-

vices work by using gravity to separate large oil droplets and suspended

solids. The process relies on the difference in specific gravity between the

continuous and dispersed phases [Backi and Skogestad, 2017]. For effective

separation, the specific gravity difference between oil and produced water

should be smaller than that between suspended solids and water. This ensures

that the suspended solid particles settle at the bottom of the separator while

the oil droplets rise to the top. After this step, oil and the suspended solids

are removed by other means [Schultz, 2005].

American Petroleum Institution Separator: The separation of the oil

droplets in this device is based on the rise rate or vertical velocity of

the oil droplets to the separator surface due to the difference in density

between phases according to Stockes’ Law. Any oil droplets with a rise

rate greater than the surface loading rate, which is the flow rate divided

by the separator surface area, will reach the surface of the separator

within the processing residence time and will be removed. American

Petroleum Institution Separator is a rectangular tank with two baffles to

provide quiescent flow [American Petruelem Institute, 1990, Odiete and

Agunwamba, 2019].

Corrugated Plat Interceptors: It is an improvement of the American

Petroleum Institution separator with a smaller volume and higher ef-

ficiency and a set of plates added to the separation tank. The plates aim

to increase the coalescence between the oil droplets which increases

their rise rate and hence the separation efficiency [Boraey, 2018].

Secondary Treatment Stage: The purpose of this stage is to further reduce the

concentration of the contaminants by removing the smaller droplets and par-
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ticles that could not be removed by the pre-treatment stage [Al-Ghouti et al.,

2019]. More advanced treatment processes are employed which include the

following:

Induced Gas Flotation: Similar to American Petroleum Institution separa-

tor and Corrugated Plat Interceptors, Induced Gas Flotation separation

is based on the difference in density between phases. In this process,

the difference is increased by inducing gas bubbles in the unit. The bub-

bles attach to the oil droplets and solids. The new agglomerate has a

lower density than oil and hence rises faster to the surface where they

are skimmed off [Amakiri et al., 2022, Saththasivam et al., 2016].

Hydrocyclone: It is a separation device that utilizes inertia to remove

droplets and particles from liquids. The rotating body of the hydrocy-

clone creates a spiral vortex. The droplets and particles gain inertia. The

larger and denser droplets/particles’ inertia is higher therefore, they can

not follow the high-speed spiral motion of the water. Consequently, they

hit the internal wall of the hydrocyclone body and move down to the col-

lection point where they leave the stream. The smaller droplets/particles,

on the other hand, follow the vortex due to their smaller inertia and move

upward in the same direction as the clean feed that leaves the device

[Amakiri et al., 2022].

Centrifuges: Centrifuges function based on a similar principle as hydrocy-

clones, albeit with a slight distinction. Unlike hydrocyclones, in cen-

trifugal separation, the entire chamber undergoes rotation, not just the

wastewater. This rotation generates a greater force, leading to more ef-

fective solid separation [White et al., 2020].

Nutshell filtration: This device can separate hydrocarbon liquids from

wastewater down to very low concentrations. In this process, the pro-

duced water enters the nutshell vessel and passes through Nut Shell

Media which absorbs the oil and fine solids and prevents them from

passing with the clean water [Sobolciak et al., 2020].
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Membrane Technology: The membrane separation principle is based on

size exclusion. When feed water passes through the membrane, only

liquid and small particles smaller than the membrane’s pores can flow

through. The membrane can be classified according to the pore size

into Microfiltration, Ultrafiltration, Nanofiltration, and Reverse Osmo-

sis. The quality of treated water and applied pressures increase as the

pore size decreases. Therefore, the order of the membrane in terms of

highest water quality is Reverse Osmosis followed by Nanofiltration,

Ultrafiltration, and finally Microfiltration [Rajbongshi and Gogoi, 2023,

Amakiri et al., 2022, Munirasu et al., 2016].

Tertiary Treatment Stage: The tertiary stage aims to remove or reduce the con-

centration of the salt and dissolved matter from the treated produced water

coming from the secondary stage [Al-Ghouti et al., 2019]. The separation

of these fine particles can be achieved through a distillation process that in-

cludes heating, evaporation, and condensation [Shaffer et al., 2013, Onishi

et al., 2017a]. The following are examples of desalination technologies:

Multi-Effect Distillation: Water undergoes evaporation and condensation in

multiple stages. The process initiates by simultaneously supplying water

to all effects, achieved through methods like spraying or distributing

water onto hot tube surfaces. The water is preheated to its boiling point

in this stage. Steam, produced by heating the tubes with steam from

a boiler, condenses within the tubes and is returned to the boiler for

reuse. The evaporated water on the tubes transforms into steam, which

is utilized to heat the tubes in the subsequent stage. Here, it condenses

back into fresh water within the tube, releasing heat to evaporate water

in that stage. Un-vaporized water from each stage is then gravity-fed

through pipes to the next stage, with a brine pump removing it at the

final stage [Onishi et al., 2017a].

Mechanical Vapour Compression: The mechanical vapor compression
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system comprises an evaporator, condenser, mechanical vapor com-

pressor, and a heat exchanger for pre-heating the feed stream by cooling

the distillate and brine streams. The process begins by introducing sea-

water into the heat exchanger for heating. It then enters the evaporator,

where a portion transforms into vapor, while the brine remains on the

evaporator surface and exits the system through the heat exchanger. The

resulting vapor moves into the compressor, undergoes compression, and

is directed to the condenser for condensation. Finally, the condensed

product returns to the heat exchanger for cooling and exits the system

as distilled water [Shaffer et al., 2013].

As demonstrated above, the effectiveness of separation is closely associated

with the size of droplets/particles, a factor that presents challenges due to its variable

nature. The next section in this chapter explains the phenomena influencing Droplet

and Particle Size Distribution, detailing their effects on the separation process.

2.4 Droplet/Particle Size Distribution
Oil and solids exist in water in the form of droplets and particles that range from 0.5

to greater than 200 microns in diameter. The droplet and particle size distributions

have a significant influence on the performance of the separation unit especially

when the separation is based on stock law where the rise rate of the droplet is a func-

tion of its diameter [Doran, 2013a]. The droplet and particle size distributions do

not remain constant during the treatment process due to breakage and coalescence

phenomena. The following paragraphs outline the mechanism of these phenomena

and the existing models that describe them in the literature.

2.4.1 Droplet Breakage

Breakage poses a negative impact on the separation process, with smaller droplets

proving more challenging to separate, requiring the use of advanced processes

which results in a higher cost. In a multi-phase flow, the breakage of a droplet

is a result of two opposing forces applied to the droplet—one internal and one ex-

ternal. The external is the pressure applied to the droplet by the surrounding liquid
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to break it and the internal force is the one that restores the form of the droplet. The

internal force is the sum of the droplets’ surface stress and the liquid’s viscosity

inside it.

The breakage of droplets arises from various mechanisms associated with dif-

ferent types of flow. For instance, in turbulent flow, turbulent fluctuation on the

droplet surface or collision with eddies generates pressure, leading to surface insta-

bility, deformation, and subsequent breakage. Breakage occurs when the turbulent

kinetic energy of the droplets or impacting eddies surpass critical thresholds. In

laminar flow, the shear force exerted by the continuous phase creates a velocity gra-

dient at the interface, causing droplet deformation and breakup. Here, the droplet is

influenced by both the viscous stress of the continuous phase and its surface tension

[Liao and Lucas, 2009a].

Breakage can also occur due to various mechanisms related to droplet size,

such as the shearing-off process. In this process, the shear force resulting from

velocity gradients at the interface causes larger droplets to fragment into smaller

ones. Additionally, interfacial instability arises when a droplet transitions from

a light to a heavy liquid, resulting in droplet breakage, a phenomenon known as

Rayleigh-Taylor instability [Liao and Lucas, 2009a].

Surface stress and surface tension are interfacial forces that influence the be-

havior of droplets in a continuous phase. Surface tension is a property of liquids

that minimizes the surface area of a droplet due to the cohesive forces between

its molecules, maintaining the droplet’s spherical shape. This feature of surface

tension prevents breakage by resisting deformation and enhances coalescence by

facilitating the drainage of the thin film between droplets, leading to their merging.

In contrast, surface stress refers to the internal forces acting within the surface

of the material in response to external forces, creating weak points and instabilities

that can lead to droplet breakage. The presence of surfactants significantly affects

this balance. Surfactants, which reduce surface tension by adsorbing at the oil-

water interface, introduce surface stress that dominates over surface tension. This

promotes droplet breakage by destabilizing the interface and prevents coalescence
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by creating a barrier that keeps droplets from merging.

In systems without surfactants (pure systems), surface tension is the dominant

force, leading to less breakage and more coalescence of droplets. In summary, sur-

face tension maintains droplet stability and promotes coalescence in pure systems,

while surface stress introduced by surfactants promotes breakage and prevents coa-

lescence [Aarts et al., 2005, Soligo et al., 2019].

The breakage models include two quantities, the first is the breakage frequency

which estimates the likelihood of droplet breakage. The available breakage fre-

quency models are classified according to the mechanisms described above. The

other quantity related to the droplet breakage calculation is the Daughter Size Dis-

tribution which calculates the size of the generated particles due to breakage. There

exist several models that are classified into statistical and phenomenological. The

former assumes that the droplet size distribution is a random variable and follows

a normal, beta, or uniform distribution while the latter is formulated to relate em-

pirical observations to each other and it includes Bell-shape, U-shape, and M-shape

models. More details about the models and their mathematical formulation can be

found at [Liao and Lucas, 2009a].

2.4.2 Particle Breakage

When it comes to solid particles, breakage occurs through two primary mechanisms.

Firstly, fluctuating pressure differences act on opposite sides of the aggregate, lead-

ing to breakage. Secondly, breakage can occur when aggregates collide with each

other, as well as with the impeller, baffles, and walls of the processing unit [Lu et al.,

1998].

The breakage rate of particle aggregate is described through exponential or

power law function. The mathematical formulation of the breakage rate of the ag-

gregate along with the breakage distribution function can be found at [Jeldres et al.,

2018].
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2.4.3 Droplets Coalescence

Together with breakage, coalescence contributes to the evolution of particle size

distribution in multi-phase flow. The coalescence depends on the contact and col-

lision between droplets. Since not all collision results in coalescence, the concept

of coalescence frequency is introduced which measures the percentage of collision

that will result in coalescence between the droplets. The coalescence frequency is

the product of collision frequency and coalescence efficiency.

According to [Liao and Lucas, 2010a], the existing models for calculating

the coalescence frequency are classified into two categories; empirical and phys-

ical. The former depends on the experimental set-up and their geometrical param-

eters are tuned to fit experimental data. Contrarily, the physical models are de-

rived from physical laws which are based on the collision mechanisms between the

droplets/particles.

The collision of droplets occurs due to various factors depending on the flow

conditions. In turbulent flows, droplets collide due to the fluctuating turbulent ve-

locity of the liquid surrounding them. In uniform and laminar flows, collision can

occur because of velocity gradients. Additionally, a collision may happen when

droplet size is smaller than the energy-dissipating eddies in turbulent flows, where

droplet velocity matches that of the surrounding flow, making viscosity the primary

factor affecting collision.

Moreover, the rise rate of droplets plays a significant role in increasing colli-

sion probabilities. Droplets of different sizes have varying rise rates, causing them

to collide as they ascend toward the liquid surface. This phenomenon, known as

Buoyancy-induced collision, contributes to droplet interaction. Similarly, during

droplet rise, the liquid behind them is displaced and accelerated, intensifying colli-

sions as droplets enter this region or ”wake.”

As of now, no model captures the impact of all these mechanisms on the droplet

collision. The selection of the model depends on the problem characteristics. Table

(2.1) presents some of the models proposed based on the above-mentioned mecha-

nisms.
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Table 2.1: Models proposed by various authors to quantify the collision frequency between
droplets in continuous phase

Mechanism Reference
Turbulent collisions [Prince and Blanch, 1990]
Shear collisions [Friedlander, 2000]
Buoyant collisions [Wang et al., 2005]
Wake entrainments [Kalkach-Navarro et al., 1994]

After collision, only a fraction of the droplets coalesce to form larger ones,

a phenomenon known as coalescence efficiency. Various models have been devel-

oped to estimate this quantity [Liao and Lucas, 2010a]. According to the energy

model proposed by [Howarth, 1964], the likelihood of coalescence increases as the

collision energy between droplets rises. Based on this concept, [Sovova, 1981]

developed a model that correlates the interfacial energy of the droplet with the ki-

netic collision energy. This model incorporates factors such as interfacial tension

between droplets, droplet surface areas, average volume, and relative colliding ve-

locity of two drops. Contrarily, coalescence is more likely to occur if the relative

velocity between two droplets is less than the critical approach velocity, as proposed

by the critical approach velocity model [Doubliez, 1991].

Film drainage model [Ross, 1971], the most popular one to know, finds the co-

alescence efficiency using two time variables; the contact time between two droplets

and the drainage time. According to this model, the coalescence will occur if the

time needed for the film between two droplets to reach a critical value is higher than

the contact time between the droplets.

Different models have been built based on this theory with a difference in the

way the drainage and contract time are calculated. In the model proposed by [Prince

and Blanch, 1990], the duration of contact between two droplets is impacted by

both the size of the bubbles and the intensity of turbulence. Larger bubbles create

a larger contact area, which promotes coalescence. However, higher turbulence

intensity increases the likelihood of turbulent eddies separating the droplets before

film drainage can occur.

On the other hand, [Kamp et al., 2001] proposed a model that highlights the
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relation between surface free energy and kinetic energy in determining the contact

time between droplets. If the increase in surface free energy dominates, the droplets

may separate before merging. Contrarily, if the decrease in kinetic energy exceeds

the increase in surface free energy, the droplets remain in contact for a longer dura-

tion, promoting coalescence. The complete list of all models can be found at [Liao

and Lucas, 2010a].

2.4.4 Particles Aggregation

Similar to droplet coalescence, the aggregation rate of particles is a product of the

collision frequency between the particles and the aggregation efficiency. Three main

mechanisms lead to particle collision which are: random Brownian motions of par-

ticles, differential sedimentation results from the difference in settling velocities of

particles, and finally the flow shear [Song et al., 2018]. According to [Van de Ven

and Mason, 1977], the likelihood that two colloidal particles will adhere to form an

aggregate depends on the ratio between Van Der Waals force that arises from the

fluctuation of electrons around the particles and leads to attraction between them

[Dzyaloshinskii et al., 1961], and flow shear force that results from the difference

in velocity between the fluid adjacent layers.

2.5 Population Balance Modeling
Population Balance Equations describe the change in the number of entities in a

discrete or continuous space due to the interaction with their environment. Pop-

ulation Balance Equations serve as a valuable tool for quantifying the influence

of breakage and coalescence phenomena on separation performance [Xiao et al.,

2015]. The model is characterized by dispersed and continuous phases in which

the dispersed phase is made out of particles, droplets, or bubbles. The origin of the

Population Balance Equations can be traced back to 1916 when [Smoluchowski,

1918] proposed a set of nonlinear differential equations to describe the coagulation

process of particles [Rigopoulos, 2010]. The change due to the fragmentation of

particles was added later by [Melzak, 1957]. Today, Population Balance Equations

are considered in many engineering and science branches such as polymerization
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[Kiparissides et al., 2004], separation [Xiao et al., 2015], and size reduction opera-

tions in mills [Datta and Rajamani, 2002].

The population of the entities evolves due to the interaction between the enti-

ties themselves or the entities and the continuous phase. Due to these interactions,

entities may appear or disappear in the property space. In the context of Population

Balance Equations, the breakage of a particle results in the death of that particle

which is also known as the parent, and the birth of new ’daughter’ or ’child’ parti-

cles. Similarly, the coalescence or the agglomeration of two particles will result in

their death and the birth of new particles [Solsvik and Jakobsen, 2015].

In the following section, the system of equations that describes the birth and

death rates of the entities due to coalescence and breakage in the dispersed phase

is presented. The terms include integrals as the birth and death processes include

particles of different sizes [Solsvik and Jakobsen, 2015].

2.5.1 Governing Equations

Population Balance Equations govern the evolution of the droplet/particle Number

Density Functions which describe the distribution of the property of interest, vol-

ume of mass, at any time. Given that n(v, t) is the number of droplets of volume v at

any point in time t, the source term S represents the rate of change of the property

due to the breakage, coalescence, and aggregations.

S(v, t) = Bc(v, t)−Dc(v, t)+Bb(v, t)−Db(v, t) (2.1)

where Bc(v, t) and Dc(v, t) the birth and death rate of droplets of volume v at

time t due to coalescence and a(v,v∗) is the coalescence rate between droplets of

volume v and v∗:

Bc(v, t) =
1
2

∫ v

0
a(v− v∗,v∗) n(v− v∗, t)n(v∗, t)dv∗ (2.2)

Dc(v, t) =
∫

∞

0
a(v,v∗)n(v, t)n(v∗, t)dv∗ (2.3)
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Similarly, the birth rate Bb(v, t) and the Death rate Db(v, t) of droplets of vol-

ume v at time t due to breakup are given by Eq. (2.4 and 2.5):

Bb(v, t) =
∫

∞

v
g(v∗)β (v∗,v) n(v∗, t)dv∗ (2.4)

Db(v, t) = g(v)n(v, t) (2.5)

where g(v) is the breakage rate of droplets of size v, β (v,v∗) is the probability

density function of droplets breaking from volume v∗ to v [Solsvik and Jakobsen,

2015].

2.5.2 Solution Methods

There are several numerical methods to solve the population balance equations in

the literature. The following section describes three selected categories. A more

comprehensive list can be found at [Omar and Rohani, 2017].

Class/Sectional Method: In this method, the size/volume space is discretized into

several classes or sections. Each represents a range of sizes or volumes. The

problem then is solved as a set of ordinary differential equations to find out

how the number of droplets evolves. The accuracy of the solution is highly

dependent on the number of class sizes which makes it computationally very

expensive for problems with a higher number of classes.

Moment Method: Similar to the previous method, the moment method is based on

solving ordinary differential equations to describe the evolution of droplets

over time. However, the number of particles in each class is replaced by the

statistical moments of the population such as mean, variance, and skewness

which makes this method computationally less expensive than the previous

one.

Quadrature-Based Moment Method: The continuous size distribution space is

divided into segments or nodes similar to the class method. However, the
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selection of the nodes is done using different techniques such as Gauss-

Legendre Quadrature and Adaptive Node Placement. The selection of the

node discretization aims to improve the accuracy in representing the change

in distribution behavior due to breakage and coalescence. Similar to the mo-

ment method, the moments of each segment are calculated and a system of

ordinary differential equations is solved to trace the change in the moments.

To further enhance the accuracy of the calculation, weights are assigned to

the segments to prioritize their contribution to the representation of the distri-

bution.

A common limitation of these methods is the computational expense when

dealing with a high number of classes, higher moments, and a large number of

quadratic nodes. Therefore, a balance between accuracy and computational ex-

penses should be considered with all the methods. Additionally, the selection of

the method depends on the nature of the problem. While the class/sectional method

is straightforward and provides an accurate description of the distribution of each

class, it does not provide statistical information like the moment method and does

not have the precision and flexibility of the quadratic method. Another aspect to be

considered when choosing between the class/sectional and moment method is the

distribution type. The class/sectional method works better with discrete distribution

while the moment method can handle a wide range of distributions as it outperforms

the class/sectional method in continuous size representation.

2.5.3 Applications to Produced Water Treatment

In the context of produced water treatment, one of the main application areas of

population balance equations is the separation of oil, water, and suspended solids

from the water stream. The high complexity of produced water composition re-

quires a deep understanding of the evolution of droplets and particle dynamics as

a result of breakage and coalescence phenomena. The ability to predict the parti-

cle/droplet distribution and the impact of changing operational parameters on their

behavior plays a significant role in improving the separation efficiency of the treat-

ment process [Raesi and Maddahian, 2022]. This includes optimizing the design
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of the separation unit such as hydro cyclones [Raesi and Maddahian, 2022, Li and

Huang, 2017], flotation units, and coalescers or adjusting the operational parameters

such as flowrate [Li and Huang, 2017] to achieve the optimal level of separation.

The hydrocyclone stands out as the most extensively studied unit for quantify-

ing the effects of coalescence and breakage mechanisms using population balance

equations. [Raesi and Maddahian, 2022] investigated the impact of injecting air

flow in a de-oiling hydrocyclone. population balance equations enabled the quan-

tification of the impact of injected air on the breakage and coalescence of droplets

and hence optimized the air-liquid ratio and injected bubble diameter to optimize the

separation efficiency. The findings reported improvement in the accuracy of the re-

sults when considering the effect of breakage and coalescence of droplets compared

to previous results. Similarly [Li and Huang, 2017] tested different inlet designs

of hydrocyclone and found that the design results in a higher removal efficiency

compared to the standard one as reduced the droplet breakage. [Xing et al., 2022]

proposed a hydraulic coalescer coupled with a hydrocyclone to promote the coales-

cence between oil droplets before centrifuge separation. The motive of this study

was the difficulty in separating small droplets by a regular hydrocyclone therefore,

a coalescer was introduced to the design to enlarge the oil droplets by coalescence.

For the flotation tank, population balance equations were employed to describe

the coalescence between oil droplets and gas bubbles and its impact on the removal

efficiency of the flotation unit [Huang and Long, 2020]. [Cai et al., 2017a] used pop-

ulation balance equations to find the optimal inlet flow rate of oily wastewater that

balances the forces to turbulence forces that maximize the coalescence and prevent

the impact of droplet breakage. [Cai et al., 2017b] investigated the impact of design

parameters on the droplets’ behavior and hence on the separation efficiency of oil

from water. The study found that the increase of the inlet velocity combined with a

high preliminary separation zone promoted the coalescence between droplets.

In terms of the coalescence and breakage kernels integrated into the population

balance equations, [Li and Huang, 2017] adopted [Tsouris and Tavlarides, 1994]

model for the breakage and [Prince and Blanch, 1990] model for coalescence. [Cai
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et al., 2017a] used [Luo and Svendsen, 1996] breakage model as it is one of the

models incorporated in the computational fluid dynamics solutions which makes it

one of the most used models as shown by [Raesi and Maddahian, 2022], [Cai et al.,

2017b] and [Huang and Long, 2020].

Some of the solution methods implemented to solve the population balance

equations numerically are discrete element modeling by [Cai et al., 2017a,b] along

with homogeneous and inhomogeneous discrete methods in [Huang and Long,

2020] and [Li and Huang, 2017] respectively.

In conclusion, population balance equations have found widespread applica-

tion in modeling the influence of droplet size distribution of produced water treat-

ment. Nevertheless, a significant portion of the existing literature primarily con-

centrates on single-unit models, even though produced water undergoes treatment

across multiple stages, as illustrated in Section (2.3) of this chapter. The subsequent

section highlights the concept of Process Synthesis, which aims to develop a com-

prehensive flowsheet for a multi-stage process, to establish a process configuration

for the treatment of produced water.

2.6 Process Synthesis
Process synthesis is a step in design where various components are arranged and

interconnected with each other to create a flowsheet. By converting inputs such

as materials and energy, this flowsheet produces the desired output while achiev-

ing certain objects related to the system cost, and environmental or social impacts

[Nishida et al., 1981].

2.6.1 Major Approaches

The first synthesis technique is the evolutionary procedure in which the process

flowsheet is improved by making sequential small changes based on engineering

judgment to improve the performance of the process until no further improvements

can be made. The advantage of this approach is that it maintains the good points of

the current design while changing everything else to improve the overall process.

However, its main drawback is it leads to local optimal as the searching space is
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limited to the starting case neighborhood [Stephanopoulos and Westerberg, 1976].

To address the limitations of this technique, two more techniques were pro-

posed by [Douglas, 1985] and [Grossmann, 1985] which are Hierarchical Decision

Procedure and optimization-based methods. In the former, the design is decom-

posed into different layers in which certain decisions are made and the overall pro-

cess is evaluated at the end of each layer. As we proceed, more decisions are made

and more details are added. This procedure generates a good initial flowsheet how-

ever, it does not account for the interactions between the decision layers.

In the optimization-based approach, the process synthesis is formulated as an

optimization problem in which different set of components and their interactions

represents a separate flowsheet. The optimization-based approach results in multi-

ple flowsheets from which the optimal design will be selected. The main advantage

of this method over the previous one is that it accounts for the interaction between

the components and can generate a flowsheet structure by considering all possible

combinations. A main drawback is that it is computationally expensive and it guar-

antees optimality only for the considered alternatives within the problem [Gross-

mann, 1985]. The following section outlines the major steps of the optimization-

based approach according to [Chen and Grossmann, 2017].

2.6.2 Superstructure Modeling

The method starts by representing the set of considered processes as a superstructure

which is then formulated as a mathematical programming model. To find the opti-

mal design which consists of the set of selected processes and their configuration,

the model is solved using an optimization algorithm [Chen and Grossmann, 2017].

The superstructure model is formulated using linear and non-linear equations that

include continuous and binary variables as shown below:
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min z = f (x,y)

s.t. h(x,y) = 0

g(x,y)≤ 0

x ∈ X ⊆ R

y ∈ 0,1

Operating conditions such as heat and pressure are modeled using continuous

variables x. The design specifications and operating conditions are incorporated

in the model as equality constraints h. Equipment and their interconnections are

selected using discrete variables y which are assigned a value of 1 in case the unit

is selected and 0 otherwise. Because of this feature, the superstructure model is

a mixed integer problem. Inequality constraints g represent variable bounds and

system limitations such as equipment capacity. The model aims to maximize or

minimize the objective function z. Based on the nature of the problem, the objective

function and/or the constraints may include non-linear terms hence the problem is

known as Mixed Integer Non-Linear Programming [Chen and Grossmann, 2017].

Moreover, optimization problems in which the objective functions or constraints

rely on the solution of differential equations with certain initial values are known as

dynamic optimization problems [Fu and Tian, 2021].

2.6.3 Water Treatment Synthesis

In water treatment synthesis, superstructure modeling has been adopted to find the

optimal process configuration for various sources of water including seawater [Kol-

eva et al., 2015], industrial wastewater from chemical plants [Zhu et al., 2017] or

oil refinery [Iqbal et al., 2022]. The desalination of seawater aims at reducing the

total suspended solids [Koleva et al., 2015, Zhu et al., 2017], total dissolved solids

[Koleva et al., 2015] and boron [Koleva et al., 2015], while in case of industrial

wastewater treatment, additional contaminants are considered which are chemical

oxygen demand [Iqbal et al., 2022], ammonia [Zhu et al., 2017, Al et al., 2020]
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and phenol [Zhu et al., 2017]. Various treatment processes are used for each type

of source and contaminant. For example coagulation-flocculation [Koleva et al.,

2015, Zhu et al., 2017], sedimentation [Koleva et al., 2015, Zhu et al., 2017], dis-

solved air flotation [Koleva et al., 2015, Zhu et al., 2017], multi-media filtration,

microfiltration, ultrafiltration, nanofiltration, reverse osmosis [Koleva et al., 2015,

Zhu et al., 2017] and activated sludge [Al et al., 2020]. These works employed an

optimization-based method to design and optimize the flowsheet of the treatment

process which resulted in a superstructure model aiming at minimizing the cost of

the system [Koleva et al., 2015, Al et al., 2020, Iqbal et al., 2022]. Although the su-

perstructure model is usually formulated as a mixed-integer nonlinear programming

problem [Koleva et al., 2015, Zhu et al., 2017, Al et al., 2020], the model proposed

by [Deng et al., 2018] was formulated as a non-linear problem and [Bozkurt et al.,

2015] as a mixed-integer linear problem.

Process synthesis of produced water has also been investigated but to a lesser

extent compared to other sources of water. [Onishi et al., 2017b] and [Carrero-

Parreño et al., 2019] employed superstructure modeling to optimize the design of a

treatment system with a main treatment unit. In the case of [Onishi et al., 2017b],

the goal of the superstructure model is to find the number of effects in a Multi-Effect

Evaporator/Mechanical Vapour Recompression system that results in the minimum

capital and operating cost of the system. Similarly, [Carrero-Parreño et al., 2019]

optimized the design of a multistage membrane by optimizing the equipment siz-

ing and operating conditions. Both works applied the proposed models to shale

gas produced water aiming at reducing the salinity of the stream. In the case of

[Onishi et al., 2017b], the problem was formulated as a mixed integer nonlinear

programming model where the number of selected effects is decided using binary

variables. [Carrero-Parreño et al., 2019] model does not include binary variables so

it is formulated as a non-linear programming problem.

Unlike [Onishi et al., 2017b] and [Carrero-Parreño et al., 2019], [Carrero-

Parreno et al., 2017] and [Bagheri et al., 2018] included more treatment units in their

superstructure models and aimed and removing various contaminants. [Bagheri
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et al., 2018] addressed the stream coming from the oil and gas industry targeting

different destination requirements for oil and grease, total suspended solids, and

total dissolved solids. The treatment stages include pre-treatment, secondary, and

final treatment with various technologies assigned to each stage. The problem is

formulated as a mixed integer nonlinear programming model with the objective

function of minimizing the total annualized cost of the system. A main drawback in

the [Bagheri et al., 2018] model is that it does not account for the impact of units’

sizing on the removal efficiency and unit cost. The study assumed the fixed cost,

removal efficiency, and sludge production rate of each unit.

The superstructure model proposed by [Carrero-Parreno et al., 2017] addressed

additional contaminants in Shale Gas produced water which are total organic car-

bon, calcium, magnesium, and baron for the pre-treatment of the produced water.

The model considered different final destinations but with different sources of pro-

duced water. The model is formulated as a mixed-integer nonlinear programming

problem aiming at minimizing the total cost of the treatment system that consists

of a train of units assigned to different stages. The mathematical formulation of the

problem accounts for the equipment sizing and its impact on the system cost. The

limitation of this work is that the removal efficiency and sludge production rate of

the units are assumed to be parameters and not functions of the unit sizing.

The previous applications of an optimization-based approach to process syn-

thesis mainly emphasize the economic aspect as the only evaluation criterion. How-

ever, this proves insufficient considering the complex nature of design problems.

Given that design problems involve multiple conflicting objectives, beyond eco-

nomic considerations, the next section outlines the key differences between sin-

gle and multi-objective optimization problems, particularly in the context of design

problems related to produced water treatment.
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2.7 Multi-objectives Optimization

2.7.1 Non-Dominated Solution Set

Unlike single-objective optimization problems, multi-objective optimization gener-

ates a set of optimal solutions that trade-off between conflicting objectives. The

multi-objective optimization aims to construct a curve of non-dominated solutions

in the solution space. The solution is said to be non-dominated if it can not improve

one objective without worsening another one because every solution represents a

trade-off between multiple objectives and there is no single solution in the space

that is considered superior to others. Therefore, the best solution is subjective and

depends on the preferences of the designer/decision-maker [Coello, 2006]. Fig-

ure (2.1) illustrates the non-dominated solution set curve which lies between the

extreme solutions generated by optimization one objective at a time.

The general form of multi-objective optimization is expressed as follows

[Ngatchou et al., 2005]:

min Z = [ f1(x); f2(x); .. fn(x)] (2.6)

subject to

h(x) = 0 (2.7)

g(x)≤ 0 (2.8)

x ∈ X (2.9)

where Z is the vector of objective functions f , h are the equality constrain, g

are the inequality constraint, x is the vector of the design variables in the space X .
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Figure 2.1: Solution space of multi-objective optimization problem showing the set of non-
dominated solutions in red and the dominated solutions in blue where f1 is the
first objective and f2 is the second objective [Alarcon-Rodriguez et al., 2010]

.

2.7.2 Solution Methods

2.7.2.1 Deterministic

The first method is called the classic in which the objective functions are aggregated

into a single objective or convert one of the objectives into a constraint. These

methods are ideal for problems where the decision maker’s preference is known

before solving the problem. The preference is used as a parameter to find a single

solution or varied for each optimization run to generate the non-dominated solution

set [Zitzler, 1999]. These methods are not suitable for non-convex problems or

discontinuous problems. The following paragraphs detail these methods.

Weighted Sum: The problem is converted into a single objective by combining

all objectives in one function with a weight assigned to each. The weight
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represents the importance of the objective for the decision-maker. Solving

the problem with the given weight results in a single solution. To generate the

non-dominated solution set, the weights are changed incrementally and a new

solution is obtained. Equation (2.10) shows the general form of the weighted

sum method.

Min Z =
N

∑
j=1

w j f j(x) (2.10)

where

wJ ≥ 0

and
N

∑
j=1

wJ = 1

Although this method is simple, it is limited in its effectiveness for non-

convex problems because changes in the non-dominated solution set cannot

be captured [Coello, 2000, Deb, 2001]. This is due to the fact that the linear

combination of weights assigned to the objectives cannot generate points in

the non-convex regions of the Pareto front, thus failing to capture all optimal

solutions [Ghane-Kanafi and Khorram, 2015].

Goal Programming: In this method, for N number of objectives, the target of each

objective along with its priority w are provided by the decision maker which

is used as inputs to Equation (2.11) [Xiujuan and Zhongke, 2004]:

Min Z =
N

∑
j=1

w j | f j(x)−Tj| (2.11)

Equation (2.11) aims at minimizing the difference between the actual value

of the objective function f j and its target Tj.

ε-Constraint: In the epsilon constraint method, the problem is reformulated by

converting one objective into a constraint bounded by ε . similar to the previ-

ous methods, the value of ε is varied to obtain the non-dominated solution set

[Xiujuan and Zhongke, 2004].
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Once formulated as a single objective problem, the methods applied to ob-

tain the solution depend on the type of the problem which are: Linear Program-

ming, Mixed Integer Linear Programming, Non-Linear Programming, Mixed Inte-

ger Non-linear Programming, and Dynamic Optimization.

2.7.2.2 Evolutionary Algorithms

Evolutionary algorithms are stochastic methods inspired by the natural evolution

process in biology. These algorithms are based on two main principles: selec-

tion and variation. Just as in nature, higher-quality solutions are more likely to

reproduce than lower-quality ones. Evolutionary algorithms involve randomness at

various stages of the search process, making them stochastic. The process begins

with a randomly initialized population to ensure diverse starting points. Mutation

and crossover are then used to introduce random changes or combine existing solu-

tions to generate new ones. In these algorithms, solution quality is measured by a

value called fitness, which varies with each algorithm. The fitness value determines

which solutions advance to the next iteration, with higher values indicating higher

quality. Variation refers to the ability to discover new solutions by recombining fit

solutions [Zitzler, 1999]. Although all Evolutionary algorithms share a common

structure, they differ in how fitness is calculated, leading to different rankings of

solutions. The following list briefly describes the fitness calculation methods for

selected Evolutionary algorithms.

Multi Objective Genetic Algorithm: The fitness of a given solution is propor-

tional to the number of solutions it dominates [Murata and Ishibuchi].

Non-dominated Sorting Genetic Algorithm: Solutions are classified according

to their dominance. The non-dominated solutions are given a value higher

than that assigned to the dominated solutions. Additionally, each solution is

assigned a value called crowding distance which measures how the solutions

are crowded or spaced in the solution space. The fitness value combines both

the non-dominance sorting and the crowding distance and the solution [?].

Niched Pareto Genetic Algorithm: Two solutions are selected and each is com-
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pared to a set of solutions that represents 10% of the whole population. If the

solution is found to be non-dominated while the other is not, the former is

chosen. However, both solutions might be dominated, therefore, depending

on how similar they are, they receive a penalty that affects their fitness values

and the algorithm will re-choose the solution with better fitness. In case both

are non-dominated, the niching mechanism is applied which favors the more

diverse solution or the one that occupies a different region in the search space

[Horn et al., 1994].

Strength Pareto Evolutionary Algorithm: The algorithm starts by comparing the

initial solutions in the population with each other and keeping the non-

dominated ones in the archive. After the evolution process, any new solution

is compared to the archive and it replaces the solution that it dominates. The

strength of the solution is found by summing up the number of solutions it

dominated. The fitness in this case is based on the strength value. The higher

the strength the higher the fitness [Zitzler and Thiele, 1998].

Multi Objective Particle Swarm Optimization: The problem starts with a set of

solutions (particles) moving in the direction of the initial optimum solution.

The algorithm evaluates all particles according to their current position. Each

particle has a best position which represents the minimum objective evalua-

tion it has achieved within this iteration. The best position of all particles is

compared to each other and the global best position is identified which is con-

sidered the new optimum solution. In the next iteration, all particles adjust

their velocity toward the Gbest and the algorithm reevaluates the new posi-

tion again to generate a new Pbest and then Gbest. The process continues till

a termination criterion is met [Kennedy and Eberhart, 1995].

Evolutionary algorithms also incorporate an important aspect: maintaining a

balance between exploration and exploitation, which prevents them from getting

stuck in local optima. During exploration, the algorithm searches the neighborhood

to refine existing solutions through crossover and mutation. Exploitation, on the
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other hand, involves seeking solutions in new regions, accomplished through se-

lection. Excessive exploration may cause the algorithm to become trapped in local

minima, while excessive exploitation could waste time on poor solutions. [Pytel,

2020]. Hence, balancing these two processes is vital for effective optimization.

The main advantage of Evolutionary algorithms over deterministic methods is

their ability to generate a non-dominated solution set by optimizing all objectives

concurrently in a single run which makes them a better option for multi-objective

optimization problems. However, their main drawbacks are they are computation-

ally expensive and inability to guarantee global optimality [Maier et al., 2019].

Their parameters such as the number of solutions to propagate and the number of

generations need to be tweaked to tailor the problem. Also, their performance is

degraded with higher dimensions [von Lücken et al., 2019]. Another challenge that

faces the use of these methods is to direct the search for the non-dominated solution

set and how to prevent the algorithm from getting stuck in one region which leads

to a less diverse population [Kazimipour et al., 2014].

Compared to deterministic methods, evolutionary algorithms are less sensitive

to initialization. However, starting with a good initial population can facilitate find-

ing the solution. On the other hand, with bad initialization, it might not be possible

to find a solution, especially with large-scale optimization problems [Kazimipour

et al., 2014].

2.7.2.3 Dynamic Optimization Solutions

Before solving dynamic optimization problems, they are typically reformulated

using three main methods: variation, partial discretization, and full discretization

[Biegler and Grossmann, 2004]. In the variation method, a new function, denoted

as F , is constructed to encapsulate the behavior of the original objective function

over the time domain. The derivative of F with respect to t is then found, and the

resulting equation can be solved using either deterministic or stochastic methods.

Alternatively, partial discretization involves discretizing only the time domain

of the differential equation, while the other variables remain continuous. On the

other hand, full discretization discretizes the time interval, and the other variables
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are approximated by piecewise continuous functions between these time intervals.

Once the problem is reformulated, it can be solved using either a deterministic or

stochastic approach.

2.7.3 Multi-objective Optimization of Produced Water Treat-

ment

In the area of produced water multi-objective design, the available works consider

the trade-off between objectives for a single processing unit. A study by [Onishi

et al., 2021], proposed a new multi-objective optimization model for the treatment

of shale gas produced water by single/multiple-effect evaporation systems with me-

chanical vapor re-compression. The model aimed to improve the system’s economic

and environmental performance. In this model, the economic objective function

consisted of system capital and operational cost while the environmental impact

was quantified using the Life-Cycle Assessment method. The model is formulated

as a multi-objective non-linear programming problem and implemented in General

Algebraic Modeling System (GAMS) [GAMS, 2024] using the epsilon method.

In the case of [Carrero-Parreño et al., 2017], the objectives are total annual

cost and its variability, controlled by the worst-case risk management metric. The

model was solved using the sample average approximation method which decom-

poses the original problem into a mixed integer non-linear programming model and

a stochastic non-linear programming model. In [Salcedo-Dı́az et al., 2017] and un-

like the previous works, forward osmosis was combined with reverse osmosis to

treat hyper-saline produced water and flow back water generated during shale gas

production. The first objective function is the total annualized cost minimization

while the second one is the minimization of freshwater consumption. The model

was solved using the epsilon constraint method.

The above observations show a scarcity of research on the multi-objective op-

timization of produced water treatment. Existing studies concentrate exclusively

on the desalination stage of produced water treatment, neglecting other treatment

stages. Furthermore, in contrast to the synthesis of other water sources, which often

involves considering trade-offs between objectives, as seen in the work by [Kol-
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eva et al., 2016], there is currently no research addressing similar trade-offs in the

context of produced water treatment.

2.8 Literature Gap
As evidenced above, numerous works have been published regarding the modeling

of produced water treatment. However, previous applications of an optimization-

based approach to process synthesis have mostly emphasized the economic aspect

as the sole evaluation criterion, proving insufficient given the complex nature of de-

sign problems. The observations indicate a lack of research on the multi-objective

optimization of produced water treatment, with existing studies only focusing on the

desalination stage and overlooking other treatment stages. Notably, there is a lack

of research addressing trade-offs in the context of produced water treatment. Addi-

tionally, while Population Balance Equations have been widely applied to model the

impact of droplet size distribution in produced water treatment, a significant portion

of the literature primarily centers on single-unit models, disregarding the fact that

produced water undergoes treatment across multiple stages. The existing literature

lacks a comprehensive study proposing a framework for multi-objective optimiza-

tion in produced water treatment that considers the influence of particle/droplet size

distribution. The gaps identified in the literature motivated the contribution of this

thesis as outlined below.

2.9 Contributions
The proposed model in this research is based on the work of [Bagheri et al., 2018].

The following functionalities have been added to overcome the simplicity of the

original model and to increase its generalization and applicability:

• Detailed models of the processing units are developed to quantify the impact

of unit sizing on different system components such as capital cost, sludge

production, and unit removal efficiencies and hence the system’s overall per-

formance.

• The impact of the change in contaminants droplets and particle size distri-
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bution on the system performance is captured by incorporating the breakage

and coalescence/aggregation phenomena of droplets and particles into the unit

models using Population Balance Equations.

• To quantify the change in the particle/droplet size distribution on the model

performance, a discrete formulation of the volume distribution was devel-

oped to generate the initial size distribution, based on the initial contaminants

concentration, and to capture the volume transformation between the discrete

volume classes due to the breakage and coalescence/aggregation phenomena.

• Units’ removal efficiencies are modeled as continuous variables and as a func-

tion of the unit’s design variables. The removal efficiency is based on the

minimum droplet/particle size that can be removed by the unit which makes

it a function of the change in the droplet/particle size distribution.

• A new model is developed to quantify the sludge production of the processing

unit based on the unit’s removal efficiency and the flowrate characteristics.

• Sludge handling is modeled as a discrete variable to choose the best option

from a set of sludge handling options. The cost and environmental impact

of the selected option are quantified based on the amount of Dry Matter gen-

erated by the system which is modeled as a continuous variable and as a

function of the produced sludge.

• A multi-objective optimization framework is designed with the objectives of

minimizing the system’s total annualized cost and its environmental impact

which is quantified by estimating the CO2 emission of different system com-

ponents.



Chapter 3

Methodology

3.1 Introduction
The objective of this research is to identify an economically and environmentally ef-

ficient design for a Produced Water treatment process that satisfies the quality stan-

dards of its final destination. Achieving the optimal design involves selecting and

sizing treatment units from a predefined set of technologies, considering the change

in the size distribution of contaminant droplets and particles. To address both eco-

nomic and environmental considerations, the formulated model is structured as a

multi-objective optimization. The proposed model comprises various blocks as-

sociated with treatment units, droplet/particle dynamics, treatment process, cost

function, and emission function. These blocks are referred to as sub-models. The

following sections provide a detailed description of the proposed model and the

methods employed to solve it.

3.2 Model Development

3.2.1 Population Balance Modeling

A distribution is typically described by a continuous function. However, for de-

sign, we consider a discrete formulation based on a logarithmic discretization of the

space (droplet/particle volume). This discretization is characterized by minimum

and maximum diameters and a specified number of classes. The continuous dis-

tribution, typically described by a normal distribution with mean (µ) and standard
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deviation (σ ), is mapped to discrete space by the number of droplets present for any

volume class size.

The Droplet/Particle Size Distribution does not remain constant during the

treatment process due to breakage and coalescence phenomena. The mechanism

behind these phenomena varies depending on the type of flow. These mechanisms

do not occur in isolation of each other but they interact and overlap. Since there

is no single model that captures the effect of multiple mechanisms, selected mod-

els have been adopted in this work as listed in Table (3.1) with their mathematical

models detailed in Chapter (5).

The total volume of the contaminant is distributed among the n discrete volume

classes in the space. The volume of the contaminant per class is determined by

summing the volumes of all individual droplets/particles in that class. This can be

calculated by multiplying the number of droplets or particles in the class by the

volume of a single droplet or particle in that class. Since the size of the droplets or

particles in each class is known from their diameter, the volume of a single droplet

or particle can be calculated. Therefore, the total volume of the contaminant in the

continuous phase is defined by the volume of a single droplet or particle in each

class and their respective number.

The total volume of droplets is approximately conserved using discrete pop-

ulation balance equations. These equations capture the exchange of the volume

between the discrete classes using birth and death rate equations, corresponding to

the breakage and coalescence phenomena. Due to the discrete nature of the rep-

resentation, in case of coalescence/aggregation, the number of new droplets of a

given volume is distributed to two neighboring volume classes to ensure that the

total volume overall remains approximately constant as shown in Figure (3.1).

Given the logarithmic discretization of the droplet/particle volume space, the

space is discretized into n number of classes with ci representing the class number

within the space and ii and k are aliases of i. Upon coalescence/aggregation of ni and

nii, number of droplet/particle of volume vi and vii, ni+ii number of droplets/particles

of volume vi+ii are born. To ensure the conservation of the total contaminant vol-
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Table 3.1: Breakage, coalescence, and aggregation kernels of droplets/particles in laminar
and turbulent flow for selected mechanisms

Phenomena Classification Flow Type Mechanism Reference
Breakage Droplets Laminar Not Applicable Not Appli-

cable
Turbulent Turbulent fluc-

tuation and
collision-drop
energy

[Coulaloglou
and Tavlar-
ides, 1977,
Liao and
Lucas,
2009b]

Particles Laminar Flow Shear-
Exponential

[Jeldres
et al., 2018]

Turbulent Flow Shear-
Exponential

[Jeldres
et al., 2018]

Coalescence Droplets Laminar Velocity gradi-
ents and film
drainage

[Friedlander,
2000,
Prince and
Blanch,
1990, Liao
and Lucas,
2010b]

Turbulent Turbulent colli-
sions and film
drainage

[Prince and
Blanch,
1990, Liao
and Lucas,
2010b]

Aggregation Particles Laminar Brownian mo-
tion, differential
sedimentation
and flow shear

[Song
et al., 2018,
Camp,
1943,
Saffman
and Turner,
1956,
Abraham-
son, 1975]

Turbulent Flow Shear [Song
et al., 2018,
Abraham-
son, 1975]

ume within the space, the total volume of the new droplets/particles ni+ii vi+ii is

distributed among class ck and ck+1 such that:
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Figure 3.1: Diagram showing the volume distribution of the new droplets/particles between
the classes as a result of coalescence/aggregation. ci represents the class num-
ber within the space and ii and k are aliases of i with n is the largest class. ni is
the number of droplets/particles of volume vi.

vk < vi+ii < vk+1 (3.1)

ni+ii = nk +nk+1 (3.2)

ni+iivi+ii = nkvk +nk+1vk+1 (3.3)

In case of breakage, the volume of a single droplet/particle is distributed uni-

formly to all smaller classes in the discrete space as shown in Figure (3.2). Given

n number of classes, upon breakage of a droplet/particle from class ci+3 with a vol-

ume of vi+3, its volume is distributed uniformly into all the classes smaller than

ci+3.

3.2.2 Flowsheet Simulation

To find the best process configuration, the model takes the initial process param-

eters: the number of discrete volume classes of contaminants nc, the mean and

standard deviation std of the volume distribution. These parameters are used to

generate the initial volume distribution of contaminants within the volume space.

The other parameters are the initial feed flow rate of produced water (Qinitial), and
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Figure 3.2: Diagram showing the volume distribution of the new droplets/particles between
the classes as a result of breakage. ci represents the class number within the
space and ii and k are aliases of i with n is the largest class. ni is the number of
droplets/particles of volume vi.

the initial concentration of contaminants (Cinitial). Additionally, it considers the de-

sign variables: the sequence of the technologies in the process sequence, the number

of treatment steps in the sequence nsteps, and a sludge handling option (slg), along

with the unit’s specific design variables. The first unit in the sequence receives the

initial flow rate (Qinitial), contaminants’ concentration (Cinitial), and droplet/particle

volume distribution. For each unit in the sequence, the design variables are used to

calculate quantities that are passed to the various sub-models in Figure (3.3). This

figure illustrates the different sub-models within the unit level that calculated the

different quantities of the system cost and emission. These quantities include the

unit’s volume, residence time, area, and cut diameter. All sub-models in the figure

represent the unit level except for the Number and Volume Generator, Population

Balance Equations, and Separation sub-models, which represent the droplet/particle

level.
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Figure 3.3: A diagram showing the relations between sub-models representing the unit level where Q is the flowrate, C is the contaminant concentration,
nc is the number of discrete volume classes, mean is the mean of the droplet/particle diameter, std is the standard deviation of droplet/particle
volume distribution in the space, Rt is the residence time, V is the volume, DSD/PSD is the droplet/particle size distribution, np and vp

are the number and volume of particles/droplets, qg is the gas flowrate, Area is the area of the unit the requires cleaning, E is the energy
consumption, DM is the amount of dry matter, TAC is the total annualized cost. The sub-models in purple represent the droplet/particle
level sub-models.
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For the droplet/particle level, the Number and Volume Generator sub-model

takes the initial concentration of contaminants and the initial distribution of

droplets/particles, which are passed to the unit as input parameters. It returns the

initial volume distribution of contaminants among the given number of classes

(vpinitial) and determines the initial number of droplets/particles in each class

(npinitial). These outputs, along with the unit’s volume and residence time (de-

termined using the unit’s design variables), are passed to the population balance

equations sub-model. The volume of the unit is used to calculate the breakage and

coalescence rates of the droplets and particles (ΩB and ΩC/A). Figure (3.4) shows

the interactions between the breakage and coalescence/aggregation sub-models and

differential equations within the population balance equations sub-model to update

the number of droplets/particles within the classes and hence update the volume

distribution of contaminants.

Figure 3.4: Flow Diagram showing the dynamics within the population balance equations
model which includes three sub-models; Breakage, Coalescence/Aggregation,
and differential equations where np is the particles/droplets number, OmegaB

and OmegaC/A are the breakage rate and coalescence/aggregation rate, Rt is
the residence time, V is the volume of the unit, np and vp are the number and
volume of particles/droplets in each class.
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To find the change in the number of droplets/particles over time, the ordinary

differential equations within the population balance equations sub-model use the

initial number of droplets/particles from the Number and Volume Generator sub-

model. They also use the breakage and coalescence rates as parameters and the

unit’s residence time as the time span for the differential equations. The popula-

tion balance equations sub-model returns the updated number of droplets/particles

in each volume class after considering the impact of breakage, coalescence, and ag-

gregation. Based on these numbers, the updated volume distribution is found along

with the updated number of droplets/particles and contaminant volume per class.

The outputs of the population balance equations sub-model are then passed to the

Separation sub-model, which performs the separation based on the cut diameter of

the unit, a design variable. The outputs from the population balance equations sub-

model in Figure (3.3) are referred to as ’intermediate’ to distinguish them from the

’final’ values that result after the separation process.

At the unit level, the capital cost sub-model calculates the capital cost using

the flow rate and unit design variables, adjusting to the 2023 value. The operating

cost and emissions are calculated through the Treatment and Emission sub-models.

The Treatment sub-model uses the final contaminant volume distribution from the

Separation sub-model to calculate the output concentration of contaminants, output

flow rate of produced water, energy consumption of the unit, amount of dry matter

generated by the unit, and the unit’s operating cost. The latter is combined with the

capital cost to form the unit’s total annualized cost. The energy consumption and

the produced water output flow rate are then passed to the Emission sub-model to

determine the unit’s emissions.

At the process level, the interactions between the unit and droplet/particle lev-

els are repeated for each unit in the sequence. Figure (3.5) shows the link between

the model input parameters, processing units, sludge handling, and the model out-

puts and how the ntech number of technologies assigned to the steps within the pro-

cess configuration. The units are interconnected by passing updated values of flow

rate, contaminant volume distribution, and contaminant concentration from one unit
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to the next. The capital and operating costs, emissions, and dry matter are accumu-

lated across all units in the sequence to provide totals for a given sequence. These

values are represented by the blue shape in Figure (3.5). The total dry matter is

then passed to the selected sludge handling option, where the cost and emission of

the sludge handling are calculated and added to the total unit costs and emissions,

resulting in the total annualized cost and environmental impact of the system.
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Figure 3.5: Diagram showing the link between the model input parameters, processing steps, sludge handling, and model outputs, highlighting the flow
of calculated quantities between the steps. Arrows indicate the flow of data and water stream between the units, while dotted lines represent
constraints related to design variables and final quality constraints. In the diagram, tech represents a technology or processing unit, Q is
the flowrate, C is the contaminant concentration, nc is the number of volume classes, mean is the mean of droplet/particle diameter within
the volume space and std is the standard deviation, slg is the sludge handling option, DM is the amount of dry matter, and TAC is the total
annualized cost.
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The total annualized cost of the system TACsystem and system total emission

Emissionsystem, along with any constraint violations, are returned for a given design.

Constraints are related to the upper and lower bounds of the design variables, the

maximum allowable inlet concentration of contaminant for each technology, and

the final contaminant concentration levels, which must meet the requirements of

the produced water’s final destination, are represented by the vertical dotted line

in Figure (3.3 and 3.5). By evaluating different flowsheets, those with the lowest

cost and emissions and meet the model constraints are identified as part of the non-

dominated solution set. The selection process for the best solutions using the Fresa

solver is detailed in Chapter (3).

The solver proposes a sequence that includes all units in different positions

within the process, using the nstep variable to determine the number of steps that are

included in the process. For example, the solver proposes a sequence that includes

all the available technologies using the sequence variable which assigns technolo-

gies to steps and then decides how many steps are needed from that sequence using

the nstep variable. As shown in Figure (3.5), at the first step, any available tech-

nology can be assigned. For the remaining steps, technologies already assigned in

previous steps cannot be reused. This constraint, along with the non-linear rela-

tionships within the cost and unit models, classifies the problem as mixed integer

non-linear programming. Additionally, the presence of ordinary differential equa-

tions necessitates a dynamic optimization approach, making the model a Mixed

Integer Dynamic Optimization problem.

3.2.3 Multi-objectives Optimization

Two objective functions are identified to assess the performance of the system: Total

Annualised Cost per year and the Environmental Impact per year. The values of the

objective functions are estimated as follows:

Total Annualized Cost: It consists of the total cost of building and running the

system for one year which is cascaded down to capital and operating costs.

The initial capital cost of the purchased equipment is estimated according to

2010 data and then scaled up to 2023. The operating cost of each unit con-
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sists of the following components: cost of energy and cost of chemicals in

addition to specific technology-related costs such as the cost of gas in the

case of and the cost of cleaning and back-washing in the case of Nutshell fil-

ters and Microfiltration membrane. Another cost component that contributes

significantly to the process operating cost is the cost of the sludge handling

option.

Environmental Impact: It is measured by summing up the CO2 emitted from the

system as a result of the unit’s operations and sludge handling. The consid-

ered sources of CO2 emitted in this study are the energy consumption, use

of chemicals for unit operation and cleaning, use of fresh water, and use of

methane to operate induced gas flotation in addition to the emission from the

sludge disposal.

In addition to the objective functions, the problem is bounded by technical

constraints related to unit dimensions and inlet flow concentration limits of contam-

inants which are detailed under each unit’s model in Chapter (4).

3.3 Problem Description
According to the above, the design problem can be formulated as follows:

Assumptions: In addition to the assumptions showed in Chapter (4 and 5) for each

sub-model, it is also assumed that two contaminants to be removed from the

produced water stream which is Oil and Grease (O&G) and Total Suspended

Solids (T SS).

Given the input parameters: In addition to the cost and emission data in Ap-

pendix (A), the following are the main model parameters that will vary to

create different case studies:

• Correspondent minimum and maximum logarithmic values of the

droplet/particle volume- logV min
cont and logV max

cont . They represent the min-

imum and maximum volume of droplets/particles in the water stream.
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• Number of the discrete volume classes of the contaminants droplet/particle

in the volume distribution (nc).

• Mean µ and standard deviation σ of the droplet/particle volume distri-

bution of contaminants in the feed flow rate.

• Initial inlet mass flow rate of the produced water stream in ton/hr (Q).

• Initial concentration of the contaminants (cont) in the initial produced

water stream in mg/L (Cin
cont).

• Final concentration of the contaminants (cont) in the produced wa-

ter stream that needs to be achieved by the treatment system in mg/L

(C f
cont).

The pool of technologies includes the following units: Horizontal Separa-

tor, also known as American Petroleum Institute (API) separator, Corrugated

Plates Interceptor (CPI), Hydro-cyclone (HC), Induced Gas Flotation (IGF),

Nutshell Filter (NF), Centrifuge separator (CF) and Micro-filtration mem-

brane (MF). The working principles of these units are explained in Section

(2.3) and their mathematical models can be found in Section (4.2). The sludge

handling options are machine thickening, machine thickening and incinera-

tion, and machine thickening and melting.

Determine the design variables: The design problem aims to determine the se-

quence of treatment technologies, the number of stages, the values of the

design variables for each technology, along the sludge handling option. The

design variables are listed in Table (3.2).

Subject to constraints: The constraints are classified into three categories which

are:

• Unit-specific constraints related to the units’ dimensions that can be

found in Section (4.2).

• Upper and lower bounds of the design variables. Refer to the constraints

section under each model in Chapter (4).
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Table 3.2: List of the optimization problem design variables

Design Variable Description
CDAPI,OnG Cut diameter of Oil & Grease (O&G) by American

Petroleum Institute (API) separator in µm
dAPI Depth of the American Petroleum Institute (API) separator

in m
wAPI Width of the American Petroleum Institute (API) separator

in m
CDCPI,OnG Cut diameter of Oil & Grease (O&G) by Corrugated Plate

Interceptors (CPI) in µm
LCPI Length of the Corrugated Plate Interceptors (CPI) plate in

m
wCPI Width of the Corrugated Plate Interceptors (CPI) plate in m
hCPI Distance between Corrugated Plate Interceptors (CPI)

plates in m
nHC Number of parallel hydro-cyclones (HC)
dHC Diameter of the hydro-cyclone (HC) in m
nIGF Number of Induced Gas Flotation (IGF) cells
rIGF Radius of Induced Gas Flotation (IGF) cell in m
hIGF Height of the Induced Gas Flotation (IGF) cell in m
qg Methane gas flowrate in m3/sec
Lbed Length of the Nutshell Filter (NF) bed in m
LNF Length of the Nutshell Filter (NF) unit without the bed in m
rNF Radius of the Nutshell Filter (NF) unit in m
rCF,outer Outer radius of Centrifuge (CF) unit in m
LCF Length of the Centrifuge (CF) unit in m
nMF Number of Microfiltration (MF) unit
rMF Radius of Microfiltration (MF) unit in m
LMF Length of Microfiltration (MF) unit in m
slg Sludge handling option
sequence Sequence of treatment units in the configuration
nsteps Number of steps in the configuration
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• Final quality requirements constraints for the produced water output

which represent the final level of contaminant concentration in the out-

put stream.

So as to minimize the objective functions: The objective functions in the current

model are the Total Annualized Cost (TAC) as shown in Eq.(3.4). The second

objective function is the Environmental Impact (IE) Eq.(3.5) of the system.

min TAC (3.4)

min EI (3.5)

3.4 Model Implementation

3.4.1 Model Generalization

The model’s generalization and applicability were assessed by examining its perfor-

mance across different aspects. The impact of discretization of the droplets/particles

volume space is assessed by running the model with different numbers of volume

classes. In addition to the variation in the objective values and obtained configu-

rations, the conservation of volume due to the discretization is also investigated.

The model is assessed also for its ability to handle different process initial condi-

tions such as the flow rate and the contamination concentrations by varying these

inputs. Likewise, different droplet/particle size distributions and volume ranges are

attempted.

Considering that existing breakage and coalescence models in the literature

are tailored to particular mechanisms within the continuous phase, various models

related to diverse droplet/particle interaction mechanisms are assessed. This aims

to explore how different mechanisms affect system performance and to measure

the proposed model’s ability to accommodate various breakage and coalescence

models.
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3.4.2 Solution Methods

The multi-objectives optimization problem was solved using an evolutionary al-

gorithm called Fresa [Fraga, 2021] which is a nature-inspired algorithm based on

the propagation of strawberries. Fresa mimics the strawberry in search of soil and

nutrients [Salhi and Fraga, 2011] by sending a few long runners to explore areas

with more water and nutrients and more short runners to areas with more of these

resources.

These two strategies are known as diversification and intensification of algo-

rithm search. They allow the search for the optimal solutions using intensification

while diversification prevents the search from being trapped at the local optimum

and hence search for a global optimum solution. Due to this feature, a balance

between these conflicting characteristics is important for the algorithm to succeed.

Initially, the algorithm was used to solve single objective function problems and

then it was extended to applications of multiple objectives [Rodman et al., 2018]

which motivated using it in this study.

Fresa takes the number of iterations or cycles that will run before it terminates

which is known as the number of generations. Also, it takes the number of solutions

within each iteration that will be selected to reproduce new solutions for the next

generation which is known as the number of solutions to propagate. At each genera-

tion, each population sends runners with termination criteria gmax to explore a better

solution. The number and distance the runner is sent to is inversely proportional to

the fitness value.

The fitness value is determined using the fitness function which helps the al-

gorithm in evaluating and ranking solutions in a population. The ranking assigned

to the solutions acts as a guide to improving solutions over generations. For a sin-

gle objective function, the fitness equals the normalized and reversed value of the

objective function which results in the best solution having a fitness value closer

to 1 and closer to zero for the less good solution. For multi-objective problems,

another method is used to calculate the fitness which is called a Hadamard product

of individual criteria rankings which is computationally less expensive than the for-



3.4. MODEL IMPLEMENTATION 78

mer method and results in a broader Pareto front [Salhi and Fraga, 2011, Fraga and

Amusat, 2016].

f = 1− I1 ⊙ I2 ⊙ ....⊙ Inc

nnc
p

(3.6)

In Eq. (3.6), ⊙ is the Hadamard product of two vectors. I j, j = 1,... nc, is a

vector that represents the index assigned to a point based on its position when sorted

according to criterion j, np is the total number of points, and nc is the number of

criteria. The fitness value, denoted by f and constrained to the range [0,1), indicates

the quality of the solution, with higher values reflecting better fitness.

The proposed model was implemented in Julia, chosen for its proficiency in

handling complex mathematical models. Julia’s support for parallel computing and

multiple dispatch enables the utilization of diverse function arguments [Bezanson

et al., 2017, Julia Language, 2024]. Within Julia, the DifferentialEquations package

was used to solve the ordinary differential equations [Rackauckas and Nie, 2017].

This method’s arguments are the function to be evaluated, the problem’s initial con-

ditions, and the time span. In our case, the function is the population balance equa-

tions sub-model, with breakage and coalescence rates as function parameters. The

initial condition corresponds to the initial number of droplets/particles, while the

time span is defined as the unit residence time Rt . For our dynamic optimization

solution, we adopted a partial discretization method, discretizing the residence time

of the unit Rt while maintaining continuity for other variables.

To solve the ordinary differential equations, a composite algorithm combining

two solvers is used: Tsit5 and Rosenbrock23 [Team, 2022]. Tsit5 uses a fifth-order

singly diagonally implicit Runge-Kutta method, while Rosenbrock23 is based on

the Rosenbrock method. Both solvers estimate the derivatives of the solutions by

computing several intermediate stages within the time span. In Tsit5, the process

begins with explicit methods like straightforward calculations based on known in-

formation, such as the previous solution and the derivative function. Subsequently,

implicit methods refine the initial estimation obtained from the explicit method. The

intermediate stages are then combined to derive the final derivative estimate at the
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current time step, which is utilized for the subsequent time step. Depending on the

error estimate threshold, the time step may be adjusted for the next iteration. This

process repeats for each time step until reaching the end of the time interval or meet-

ing a termination criterion [Tsitouras, 2011]. In contrast, Rosenbrock23 only uses

implicit methods for stage calculation, solving the ordinary differential equations at

the intermediate stage directly [Benner and Mena, 2013].

The composite algorithm employs multiple evaluation criteria to select the ap-

propriate solver for each time step [Team, 2022]. One of these criteria is the stiff-

ness of the problem, indicating rapid changes in one direction of space and slower

changes in others. In such cases, explicit methods are unsuitable as they require

small time steps to maintain accuracy. Therefore, Tsit5 may not be the optimal

choice, while Rosenbrock can offer greater efficiency [Klooster, 2021, Benner and

Mena, 2013]. By integrating both methods, the algorithm can adapt the step size

and choose the most suitable solver based on the evolving behavior of the solution,

thus leveraging the strengths of each method.

3.5 Proposed Approach
The conceptual framework adopted in this work is illustrated in Figure (3.6). The

design is governed by the level of contamination concentration for the produced

water final destinations. The design problem takes the number of volume classes,

mean, and standard deviation to generate the initial droplet/particle size distribution

along with the initial feed flow rate and contamination concentrations as inputs for

the entire model.
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Figure 3.6: Conceptual framework of the proposed methodology showing the interaction between the different levels of the model, process, unit, and
particles in addition to the model inputs, outputs, objective functions, and the governing constraints where MIDO is mixed-integer dynamic
optimization, DSD is droplet size distribution and PSD is particle size distribution.
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The interaction between the droplet/particle level and the process optimization

level is illustrated through the impact of design variables on the evolution of the

volume distribution of contaminants over time and the separation of droplets and

particles. At the process level, the sequence of technologies within the process

design, along with the values of the units’ design variables, defines the breakage

and coalescence rates at the particle/droplet level. These rates affect the distribution

of droplets/particles within the volume classes, resulting in changes to the volume

distribution of contaminants within the volume space.

The change in the volume distribution of contaminants significantly influences

the performance of the units. The volume distribution within the classes, which

is a function of the unit volume, and the cut diameter of the unit, which is also a

function of the unit design variables, determine the volume of contaminants that will

be removed by the unit. Since the unit cost and emissions are functions of the design

variables, the impact of these variables on the droplet/particle level extends to the

removal efficiency. This, in turn, affects the overall system cost and environmental

impact. Thus, the design variables influence the evolution of droplets/particles,

removal efficiency, and, consequently, the cost and emissions of the system.

The formulated model represents a mixed integer dynamic optimization prob-

lem, solved using a nature-inspired solver, Fresa. Designs are selected based on two

objectives: total annualized cost and environmental impact, measured by CO2 emis-

sion from the system. The objective functions rely on the solution of the ordinary

differential equations, capturing the evolution of the contaminant droplet/particle

size distribution across treatment stages. The proposed model is applied to different

case studies exploring the impact of the volume space discretization, model param-

eters, droplet/particle breakage, and coalescence kernels.

3.6 Conclusion

This chapter presents the steps taken to develop and evaluate the model aiming

to find the optimal design of the produced water treatment system. The proposed

methodology combines different levels of modeling; the process level which aims
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at finding the optimal value of the unit’s design variables and process configuration

and the droplet/particle levels where the impact of the change in the size distribu-

tion is quantified and linked to the process level. The case studies to assess the

model applicability have also been discussed along with the solution methods for

the ordinary differential equations and the multi-objective optimization model. The

mathematical formulation of the sub-models is detailed in the following two chap-

ters.



Chapter 4

Mathematical Formulation of

Treatment Process

4.1 Introduction
In this chapter, the mathematical formulation of all treatment processes and units

is detailed. The sub-models are categorized into two sections to facilitate their

presentation. All treatment units’ models can be found under Section (4.2) of this

chapter while the treatment, cost, and environmental impact sub-models and process

simulation sub-models can be found in Section (4.3). The parameters and variables

of each model are listed under the Nomenclature of each section.

The sub-models presented in this chapter are derived from various sources in

the literature, with different aspects drawn from the works of different authors. Ref-

erences indicating the sources from which each equation is derived are provided for

clarity alongside each equation. Otherwise, the equations are developed by the au-

thor of this work.

The indices, set, and common parameters associated with the proposed mod-

els are listed below. The values of the parameters can be found in Table (A.1) of

Appendix (A).

Nomenclature

Indices

tech Treatment technology
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cont Contaminant to be removed from produced water

chem Chemical consumed during the treatment process

Sets

Tech Set of technologies

Contaminants Set of contaminants to be removed from produced water

Chemicals Set of chemicals consumed during treatment process

Parameters

Q Flow rate of the inlet water in ton/hr

g Gravitational acceleration in m/s2

dconv. Conversion factor from µm to m for droplet/particle size in

fconv. Conversion factor to convert flowrate from ton/hr to m3/s

in m3/s

ρc Density of the continuous phase (water) in kg/m3

ρd Density of the dispersed phase (oil) in kg/m3

ρT SS Density of the total suspended solids (TSS) in kg/m3

ρCH4 Density of the methane gas (CH4) in kg/m3

ρPW Density of produced water (PW) in kg/m3

ρsludge Density of sludge in kg/m3

σ Interracial tension between oil and water in N/m

µd Viscosity of the dispersed phase (oil) in kg/m.s

µc Water viscosity in kg/m.s

CSK Cost of belt oil skimmer unit in $/unit

µPW Absolute viscosity of produced water (PW) at temperature

= 50° in kg/m.s
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4.2 Treatment Unit Models

4.2.1 American Petroleum Institute Separator

The working principle of the American Petroleum Institute Separator can be found

in Section (2.3) of the Literature Review chapter.

4.2.1.1 Assumptions

• The number of channels in the American Petroleum Institute Separator is 2.

This ensures the continuity of operation when one channel is out of service

due to cleaning and repair [American Petruelem Institute, 1990, Odiete and

Agunwamba, 2019].

• The length of the baffle is 75% of the tank depth and its width is the same as

the tank width.

• The removal efficiency of droplet/particle larger than the cut diameter of the

American Petroleum Institute Separator is 100%.

• The American Petroleum Institute Separator including the baffles is made of

carbon steel.

• The flow in the American Petroleum Institute Separator is assumed to be lam-

inar due to the existence of the baffles that reduce the flow to laminar [Enviro

Tech Systems, 2024].

• The American Petroleum Institute Separator unit design considers the cut di-

ameter of the Oil & Grease (O&G) to be a design variable while the cut di-

ameter of the Total Suspended Solids (T SS) is a dependent variable.

4.2.1.2 Nomenclature

The values of the input parameters for the American Petroleum Institute Separator

model are listed in Table (A.2) of Appendix (A).

Parameters
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nAPI Number of American Petroleum Institute Separator (API)

channels

re
API Specific energy consumption of American Petroleum Insti-

tute Separator (API) unit in kwh/ton

T HBF American Petroleum Institute Separator (API) baffle thick-

ness in m

CtsMtr Baffle material cost in $/ton

Variables

CDAPI,OnG Cut diameter of Oil & Grease (O&G) by American

Petroleum Institute Separator (API) separator in µm

dAPI Depth of the American Petroleum Institute Separator (API)

separator in m

wAPI Width of the American Petroleum Institute Separator (API)

separator in m

4.2.1.3 Equations

Terminal rise velocity of the oil droplet in the American Petroleum Institute Sep-

arator (API) in (m/s) is calculated according to the Stock’s Law as per Eq. (4.1)

[American Petruelem Institute, 1990, Odiete and Agunwamba, 2019]:

VtAPI,OnG =
g CD2

API,OnG (ρC −ρD)

18 µC
(4.1)

While the horizontal velocity of the droplet is determined by the smaller of

thee values of vh according to (4.2) [American Petruelem Institute, 1990, Odiete

and Agunwamba, 2019] in (m/s):

V hAPI,OnG = 15VtAPI,OnG ≤ 0.01524 (4.2)

The minimum vertical cross-sectional area of the separator in (m2) is calcu-
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lated using Eq.(4.3) [American Petruelem Institute, 1990, Odiete and Agunwamba,

2019]:

Ac =
Q fConversion

V hAPI,OnG
(4.3)

API separator length in (m) is given by Eq.(4.4) [American Petruelem Institute,

1990, Odiete and Agunwamba, 2019]:

LAPI =
F V hAPI,OnG dAPI

VtAPI,OnG
(4.4)

Where F is the turbulence and short-circuiting factor given by Eq.(4.5) and

(4.6) [American Petruelem Institute, 1990, Odiete and Agunwamba, 2019]:

Ft = 0.0228
(

V hAPI,OnG

VtAPI,OnG

)
+1.0137 (4.5)

F = 1.2Ft (4.6)

Therefore, the tank volume for the American Petroleum Institute Separator

(API) separator in (m3) given its dimensions is:

VolAPI = LAPI dAPI nAPI wAPI (4.7)

The residence time of oil droplets OnG in (sec) is the time taken by the droplet

to reach the surface of the tank as per Eq.(4.8) [Odiete and Agunwamba, 2019]:

RtAPI =
dAPI

VtAPI,OnG
(4.8)

The settling velocity of the Total Suspended Solids (T SS) in (m/s) is the dis-

tance traveled by the T SS particle from the top of the tank to the bottom within the

residence time [American Petruelem Institute, 1990]:

V sAPI,T SS =
dAPI

RtAPI
(4.9)
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From the settling velocity and according to Stokes’s law, the cut diameter in

µm of the Total Suspended Solids (T SS) by American Petroleum Institute Separator

(API) separator is given by Eq.(4.10) [American Petruelem Institute, 1990, Odiete

and Agunwamba, 2019]. The quantity is multiplied by 106 to convert it from m to

µm:

CDAPI,T SS = 106
(

18 µC V sAPI,T SS

ρT SS −ρC

)0.5

(4.10)

The power consumption per unit (kWh) of the separator is a function of the

flow rate of the inlet feed Q [Bagheri et al., 2018]:

PowerAPI = re
API Q (4.11)

The rate at which kinetic energy is converted into other forms of energy (such

as heat) within the separator (energy dissipation rate) in (m2/s3) is a function of the

power per mass of the flow rate [Schubert, 1999]. The PowerAPI is multiplied by

1,000 to convert (kwh) to (wh):

εAPI =
1000Power
ρC VolAPI

(4.12)

Since the American Petroleum Institute Separator (API) has two baffles that

divide the tanks into three compartments, the cost of the baffles is calculated by

multiplying the number of baffles by the cost of their materials by the baffle vol-

ume. Assuming the baffle is 75% of the tank depth, the volume can be found by

multiplying the baffle length by width, which is the same as the tank’s width, by the

thickness. The total cost of baffles in ($) is then given by Eq.(4.13):

CBF = 2CtsMtr (0.75dAPI wAPI T HBF) (4.13)

The Capital Cost of the American Petroleum Institute Separator (API) unit is

the sum of the tank, oil skimmer unit, and baffles costs ($) [Towler and Sinnott,
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2012]:

CCostAPI = 5,800+1,600Vol0.7
API +CSK +CBF (4.14)

4.2.1.4 Constraints

The width of the separator typically ranges from 6 to 20 feet (1.8 to 6 m) to confirm

the standard dimensions for flight scraper shaft lengths for sludge removal [Ameri-

can Petruelem Institute, 1990, Odiete and Agunwamba, 2019]:

1.8 ≤ wAPI ≤ 6 (4.15)

To minimize the effect of the inlet and outlet turbulence on the separator chan-

nel by providing a more uniform distribution, it is suggested that the length be at

least five times the width. Therefore, American Petroleum Institute Separator (API)

length-to-width ratio is [American Petruelem Institute, 1990, Odiete and Agun-

wamba, 2019]:

LAPI ≥ 5wAPI (4.16)

Based on operating experience with oil-water separators, the ratio of separator

depth to separator width typically ranges from 0.3 to 0.5 in refinery service [Amer-

ican Petruelem Institute, 1990, Odiete and Agunwamba, 2019]:

0.3 ≤ dAPI

wAPI
≤ 0.5 (4.17)

To minimize turbulence caused by oil/sludge flight scrapers and high flow and

to account for the need for additional depth for installing flight scrapers equip-

ment, it is recommended for the depth of the American Petroleum Institute Sep-

arator (API) separator to range from 3 to 8 feet (0.9 to 2.4 m) [American Petruelem

Institute, 1990, Odiete and Agunwamba, 2019]:

0.9 ≤ dAPI ≤ 2.4 (4.18)

Given the above design considerations of the American Petroleum Institute
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Separator (API) tank, it is difficult for O&G droplets smaller than 150 µm to be

removed given their very low rise velocity. Therefore, the cut diameter of the Amer-

ican Petroleum Institute Separator (API) separator for O&G in µm should be higher

than 150 µm [Stewart and Arnold, 2011]:

CDAPI,OnG ≥ 150 (4.19)

4.2.2 Corrugated Plates Interceptor

The working principle of the Corrugated Plates Interceptor can be found in Section

(2.3) of the Literature Review chapter.

4.2.2.1 Assumptions

• The width of the Corrugated Plates Interceptor unit is the same as the width

of the tank that contains it.

• The Corrugated Plates Interceptor unit design considers the cut diameter of

the Oil & Grease (O&G) to be a design variable while the cut diameter of the

Total Suspended Solids (T SS) is a dependent variable.

4.2.2.2 Nomenclature

The values of the input parameters for the Corrugated Plates Interceptor model are

listed in Table (A.3) of Appendix (A).

Parameters

CCPI Corrugated Plates Interceptor (CPI) unit cost in $/m3

re
CPI Specific energy consumption of Corrugated Plates Intercep-

tor (CPI) unit in kwh/ton

Variables

CDCPI,OnG Cut diameter of Oil & Grease (O&G) by Corrugated Plates

Interceptor (CPI) separator in µm
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LCPI Length of the Corrugated Plates Interceptor (CPI) plate in

m

wCPI Width of the Corrugated Plates Interceptor (CPI) plate in m

hCPI Distance between Corrugated Plates Interceptor (CPI)

plates in m

4.2.2.3 Equations

Terminal rise velocity of the oil droplet in the Corrugated Plates Interceptor (CPI)

separator in (m/s) is calculated according to the Stock’s Law as per Eq.(4.20) [Odi-

ete and Agunwamba, 2019]:

VtCPI,OnG =
g CD2

CPI,OnG (ρC −ρD)

18 µC
(4.20)

The required separation area for the Corrugated Plates Interceptor (CPI) unit

(m2) [Okam, 2008]:

As =
Q fConversion

VtCPI,OnG
(4.21)

Corrugated Plates Interceptor (CPI) plate area in (m2) is a function of the unit

design variables [Okam, 2008]:

Ap = LCPI wCPI (4.22)

The total number of plates required for a given plate dimension and for a given

flow capacity is obtained by Eq. (4.23) [Okam, 2008]:

nCPI =
As

Ap
(4.23)

The height of the Corrugated Plates Interceptor (CPI) separator can be found

from the number of plates and the distance between them (m) according to Eq.

(4.24) [Okam, 2008]:

HCPI = (nCPI −1)hCPI (4.24)
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Therefore, the volume of the separator (m3) can be calculated from its dimen-

sions:

VolCPI = HCPI lCPI wCPI (4.25)

The residence time of the Corrugated Plates Interceptor (CPI) unit in (sec) is

the time needed for a droplet to travel from the bottom of the channel to the top:

RtCPI =
hCPI

VtCPI,OnG
(4.26)

The settling velocity of the total suspended solids (T SS) in (m/s) is the distance

traveled by the Total Suspended Solids (T SS) particle from the top of the Corrugated

Plates Interceptor (CPI) channel to the bottom within the residence time:

V sCPI,T SS =
hCPI

RtCPI
(4.27)

From the settling velocity and according to Stoke’s law [Odiete and Agun-

wamba, 2019], the cut diameter in µm of the Total Suspended Solids (T SS) by

Corrugated Plates Interceptor (CPI) separator is given by Eq.(4.28). The quantity is

multiplied by 106 to convert it from m to µm:

CDCPI,T SS = 106
(

18 µC V sCPI,T SS

ρT SS −ρC

)0.5

(4.28)

The tanks are generally sized to contain the plates. Therefore, the length of the

Corrugated Plates Interceptor (CPI) tank in (m) including the length of the forebay

area, the section where the flow enters before it passes through the corrugated plates,

and the afterbay area is the section of the Corrugated Plates Interceptor (CPI) unit

located immediately after the main separation zone (where the corrugated plates are

located) and before the effluent discharge point [Pangestu et al., 2021] is:

Ltank =
12LCPI

5
(4.29)

Similarly, in addition to the calculated separator height, 0.45 (m) was added
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to allow for sludge settling and head space above the plate packs. Therefore, the

high of the tank containing the Corrugated Plates Interceptor (CPI) separator in (m)

[Pangestu et al., 2021] is:

Htank = HCPI +0.45 (4.30)

Based on the assumption made earlier, the width of the Corrugated Plates In-

terceptor (CPI) tank in (m) is: [Pangestu et al., 2021]:

Wtank = wCPI (4.31)

Therefore, the volume of the tank containing the Corrugated Plates Interceptor

(CPI) separator in (m3) can be found from its dimensions:

Voltank = Htank Ltank wtank (4.32)

The power consumption per unit (kW ) of the separator is a function of the flow

rate [Bagheri et al., 2018] :

PowerCPI = re
CPI Q (4.33)

The rate at which kinetic energy is converted into other forms of energy (such

as heat) within the separator (energy dissipation rate) in (m2/s3) is a function of the

power per mass of the flow rate [Schubert, 1999]. The PowerCPI is multiplied by

103 to convert (kwh) to (wh):

εCPI =
103 PowerCPI

ρC VolCPI
(4.34)

Fluid velocity in m/s can be obtained by dividing the volumetric flowrate by

the cross-sectional area of the separator [Okam, 2008]:

uCPI =
Q fconv

hCPI wCPI nCPI
(4.35)
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Reynolds number Rehm et al. [2008]:

ReCPI =
uCPI ρc hCPI

µc
(4.36)

The total Capital Cost of the unit including the Corrugated Plates Interceptor

(CPI) unit (plates), tank, and the oil skimmer in ($) is [Towler and Sinnott, 2012]:

CCostCPI = 5,800+1,600Vol0.7
tank +CCPI VolCPI +CSK (4.37)

4.2.2.4 Constraints

The upper and lower bounds of the design variables are given in Eq.(4.38 to 4.42).

The Cut diameter of Oil & Grease (O&G) by Corrugated Plates Interceptor

(CPI) separator (µm) is established based on operational experiences with water

separation [Stewart and Arnold, 2011]:

CDCPI,OnG ≥ 40 (4.38)

Similarly, the distance between Corrugated Plates Interceptor (CPI) plates (m)

is recommended to be within the following range [Pangestu et al., 2021]:

0.0127 ≤ hCPI ≤ 0.508 (4.39)

Length of the Corrugated Plates Interceptor (CPI) plate (m) [Pangestu et al.,

2021]:

0.5 ≤ lCPI ≤ 4.49 (4.40)

Width of the Corrugated Plates Interceptor (CPI) plate (m) [Pangestu et al.,

2021]:

1.828 ≤ wCPI ≤ 6.09 (4.41)

The value of Reynolds number of Corrugated Plates Interceptor (CPI) should
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be less than 2,000 to ensure the flow is laminar [Pangestu et al., 2021]:

ReCPI ≤ 2,000 (4.42)

4.2.3 Hydrocyclone Separator

The working principle of the Hydrocyclone can be found in Section (2.3) of the

Literature Review chapter.

4.2.3.1 Assumptions

In the case of parallel Hydrocyclone (HC), it is assumed the flow rate is distributed

equally among nHC hydrocyclones [Rietema, 1961].

4.2.3.2 Nomenclature

The values of the input parameters for the hydrocyclone model are listed in Table

(A.4) of Appendix (A).

Parameters

re
HC Specific energy consumption of the hydrocyclone (HC) unit

in kwh/ton

Variables

nHC Number of parallel hydrocyclones (HC)

dHC Diameter of the hydrocyclone (HC) in m

4.2.3.3 Equations

The volumetric flowrate per hydrocyclone qHC in (m3/sec) is calculated by dividing

the inlet flow rate (Q) by the number of the parallel hydrocyclone (HC) according

to Eq.(4.43) where fConv is a conversion factor:

qHC =
Q fConv

nHC
(4.43)

The design of the hydrocyclone adopted in this work is based on the model
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proposed by Lapple [Gimbun et al., 2005, Taiwo et al., 2016].

Hydrocyclone (HC) inlet height a in (m):

a = 0.5dHC (4.44)

Hydrocyclone (HC) inlet width b in (m):

b = 0.25dHC (4.45)

Hydrocyclone (HC) cylinder height h in (m):

h = 2dHC (4.46)

Hydrocyclone (HC) total height H in (m):

H = 2dHC +h (4.47)

The cut diameters CDcont in µm of Oil & Grease (O&G) and Total Suspended

Solids (T SS) by the hydrocyclone (HC) are given by Eq.(4.48) and (4.49) [Silva

et al., 2008]:

CDOnG =

[
9µb

2πNeVi(ρC −ρD)

]
(4.48)

CDT SS =

[
9µb

2πNeVi(ρT SS −ρC)

]
(4.49)

Where Ne is the number of turns inside the hydrocyclone (HC) and Vi are the

inlet velocity (m/s) which are calculated using Eq.(4.50) [Gimbun et al., 2005] and

(5.20):

Ne =
1
a
×
[

h+
H −h

2

](0.5)
(4.50)
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Vi =
4qHC

π d2
HC

(4.51)

Therefore, the removal efficiencies ηcont of the Oil & Grease (O&G) droplets

and Total Suspended Solids (T SS) particle by the hydrocyclone (HC) are given by

Eq.(4.52) and (4.53) where d p is the diameter in µm of a given droplet/particle

[Gimbun et al., 2005]:

ηOnG =
1

1+
(

CDOnG
d p

)2 (4.52)

ηT SS =
1

1+
(

CDT SS
d p

)2 (4.53)

The residence time RtHC of the flow inside the hydrocyclone (HC) is given by

dividing the path length of the droplet/particle by the velocity of the feed as shown

in Eq.(4.54):

RtHC =
π dHC Ne

Vi
(4.54)

The volume VolHC in (m3) and cost CCostHC in ($/unit) of a single hydrocy-

clone (HC) are given by Eq.(4.55) and (4.56) [Carrero-Parreno et al., 2017] while

the total cost CCostHC,tot in ($) is given by Eq.(4.57)

VolHC = 1.096dHC −0.346 (4.55)

CCostHC = 4,590VolHC +15,495 (4.56)

Therefore, the total cost of all parallel hydrocyclones (HC) is given by:

CCostHC,tot =CCostHC nHC (4.57)

The power consumption PowerHC in (kW ) of all hydrocyclones (HC) is a func-

tion of the flow rate [Bagheri et al., 2018]:
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PowerHC = re
HC Q (4.58)

The rate at which kinetic energy εHC is converted into other forms of energy

(such as heat) within the hydrocyclone (HC) (energy dissipation rate) in (m2/s3) is

a function of the power per mass of the flow rate [Schubert, 1999]. The PowerHC is

multiplied by 103 to convert (kw) to (w):

εHC =
103 PowerHCre

HC
ρC VolHC

(4.59)

Reynolds number ReHC of the hydrocyclone (HC) separator [Overcamp and

Scarlett, 1993]:

ReHC =
Vi ρc dHC

µc
(4.60)

4.2.3.4 Constraints

According to industry practices in water separation, hydrocyclone (HC) is recom-

mended for handling droplets and particles ranging from 5 to 200 µm [Tarleton and

Wakeman, 2007]. Consequently, the inlet droplet/particle diameter dp should be

less than 200 µm:

dp ≤ 200 (4.61)

Similarly, the cut diameter CDcont of con in µm by hydrocyclone (HC) is larger

than 5 (µm):

CDcont ≥ 5 (4.62)

The minimum body diameter dHC of the hydrocyclone (HC) in (m) is set to be

consistent with the volume equation (4.55), while the upper bound is recommended

to be around 2.5 (m) according to industry practices in water separation [Cilliers,

2000]:

0.4535 ≤ dHC ≤ 2.5 (4.63)
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4.2.4 Induced Gas Flotation

The working principle of the Induced Gas Flotation can be found in Section (2.3)

of the Literature Review chapter.

4.2.4.1 Assumptions

• The cut diameter of Oil & Grease and Total Suspended Solids by Induced Gas

Flotation are given parameters.

• Methane gas is used to generate the bubbles in the tank [Piccioli et al., 2020].

• The Induced Gas Flotation tank is cylindrical.

• The unit consists of multiple cells.

4.2.4.2 Nomenclature

The values of the input parameters for the Induced Gas Flotation model are listed

in Table (A.5) of Appendix (A).

Parameters

CRS Rotor and stator cost in $/unit

γ Surface tension of Water in contact with Air in N/m

kp mass transfer coefficient in min-1

re
IGF specific energy consumption of Induced Gas Flotation unit

in kwh/ton

Variables

nIGF number of Induced Gas Flotation (IGF) cells

rIGF radius of Induced Gas Flotation (IGF) cell in m

hIGF high of the Induced Gas Flotation (IGF) cell in m

qg methane gas flowrate in m3/sec
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4.2.4.3 Equations

Given the Induced Gas Flotation (IGF) cell tank is cylindrical, the volume of a

single cell VolIGF in (m3) is:

VolIGF = π r2
IGF hIGF (4.64)

The total volume of all Induced Gas Flotation (IGF) cells (m3)

Voltot
IGF = nIGF VolIGF (4.65)

The residence time rtIGF of the stream within the Induced Gas Flotation (IGF)

cell in (sec). The flow is multiplied by fConversion to convert it from (ton/hr) to

(m3/sec):

rtIGF =
VolIGF

Q fConv.
(4.66)

The velocity of the fluid uIGF entering the unit in m/s:

uIGF =
Q fconv

π r2
IGF

(4.67)

Reynolds number ReIGF [Overcamp and Scarlett, 1993]:

ReIGF =
uIGF ρc rIGF

µc
(4.68)

Induced Gas Flotation (IGF) cost CCostIGF in ($) consists of the cost of a single

cell and the rotor and stators multiplied by the number of cells [Towler and Sinnott,

2012]

CCostIGF = nIGF (5800+1600Vol0.7
IGF +CRS) (4.69)

The power consumption PowerIGF of the separator including all cells in (kW )

is a function of the flow rate [Bagheri et al., 2018]:

PowerIGF = re
IGF Q (4.70)
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The rate at which kinetic energy is converted into other forms of energy (such

as heat) within the separator (energy dissipation rate εMax) at the generation zone in

(m2/s3) is a function of the power per mass of the flow rate [Schubert, 1999]:

εMax =
1000PowerIGF

ρC VolIGF
(4.71)

The energy dissipation rate εIGF in (m2/s3) at the collection zone is [Schubert,

1999]:

εIGF =
εMax

30
(4.72)

The diameter of the methane gas bubbles (db) in (m) is [Yoon et al., 2016]:

db =

(
2.11γ

ρC ε0.66
Max

)0.6

(4.73)

The removal efficiency per unit E in (%) is found using Eq (4.74 and 4.75)

[Stewart and Arnold, 2009]. The flow is multiplied by fConversion to convert it from

(ton/hr) to (m3/sec) and kp is divided by 60 to convert it from 1/min to 1/sec:

K = 6π

(
kp

60

)
r2

IGF hIGF qg

Q fConversion db
(4.74)

E =
K

Q fConversion +K
(4.75)

The overall removal efficiency Etcont in (%) for each contaminant, Oil &

Grease (O&G) and Total Suspended Solids (T SS), is given by Eq.(4.76) [Stewart

and Arnold, 2009]:

Etcont = 1− (1−E)nIGF ∀ cont (4.76)

4.2.4.4 Constraints

According to industry practices in water separation, the ranges of the design vari-

ables are recommended to be within the ranges given in Eq.(4.77 to 4.81).

The inlet concentrations in mg/L of Oil & Grease (O&G) for Induced Gas
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Flotation (IGF) cell should not exceed the following limits as the unit underperforms

at inlet concentration higher than this limit [Saththasivam et al., 2016, Shen et al.,

2022]:

Concin,OnG ≤ 1,000 (4.77)

Number of Induced Gas Flotation (IGF) cells nIGF [Stewart and Arnold, 2009]:

1 ≤ nIGF ≤ 4 (4.78)

The radius of Induced Gas Flotation (IGF) cells rIGF in (m) [Piccioli et al.,

2020]:

1.5 ≤ rIGF ≤ 3.5 (4.79)

The high of Induced Gas Flotation (IGF) cells hIGF in (m) [Piccioli et al.,

2020]:

0.5 ≤ hIGF ≤ 7.5 (4.80)

The gas flowrate qg of the methane gas to generate the bubbles in (m3s-1)

[Sarkar et al., 2010]:

qg ≤ 0.00001 (4.81)

4.2.5 Nutshell Filter

The working principle of the Nutshell Filter can be found in Section (2.3) of the

Literature Review chapter.

4.2.5.1 Assumptions

• The separation of the Nutshell Filter is assumed to be 100% for the

droplets/particles larger than the cut diameter.

• The cut diameters of Nutshell Filter for Oil & Grease (O&G) and Total Sus-

pended Solids (T SS) are parameters.

• The filtration medium is made out of walnut granular.



4.2. TREATMENT UNIT MODELS 103

4.2.5.2 Nomenclature

The values of the input parameters for the Nutshell Filter model are listed in Table

(A.6) of Appendix (A).

Parameters

Ctsmedium Cost of the walnut granular in $/ton

ρNF Density of the walnut granular medium in kg/m3

BW r
NF Backwash rate of Nutshell Filter (NF) in m3/m2.min

BW f re
NF Frequency of backwash of Nutshell Filter (NF) in hr-1

BW d
NF Duration of backwash of Nutshell Filter (NF) in min

porosity Filtration bed porosity

α Empirical fitting factor

Ah Hamker constant

KB Boltzmann constant in j/k

T Absolute temperature in K

dcol Collector diameter in m

re
NF Specific energy consumption of Nutshell Filter (NF) unit in

kwh/ton

Variables

Lbed The length of the Nutshell Filter bed in m

LNF The length of the Nutshell Filter (NF) unit without the bed

in m

rNF The radius of the Nutshell Filter (NF) unit in m

4.2.5.3 Equations

Assuming the tank is cylindrical. Nutshell Filter (NF) tank volume in m3 is:

VolNF = π r2
NF (Lbed +LNF) (4.82)

The power consumption PowerHC in per unit (kW ) of the Nutshell Filter (NF)
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is a function of the flow rate [Bagheri et al., 2018].

Power = re
NF Q (4.83)

The rate at which kinetic energy εNF is converted into other forms of energy

(such as heat) within the Nutshell Filter (NF) (energy dissipation rate) in (m2/s3) is

a function of the power per mass of the flow rate [Schubert, 1999]. The PowerNF is

multiplied by 103 to convert (kwatt) to (watt):

εNF =
103 Power
ρC VolNF

(4.84)

The filtration bed area ANF in m2 is:

ANF = π r2
NF (4.85)

The volume of the backwash tank of Nutshell Filter VolBWT,NF in (m3) is cal-

culated based on the frequency BW r
NF and duration BW d

NF of the backwash and the

filtration area ANF :

VolBWT,NF = BW r
NF ANF BW d

NF (4.86)

Therefore, the backwash tank cost CostBWT,NF in ($) is [Towler and Sinnott,

2012]:

CostBWT,NF = 5,800+1,600Vol0.7
BWT,NF (4.87)

The Nutshell Filter (NF) equipment cost CostNF in ($) including the filtration

medium and the backwash tank is [Towler and Sinnott, 2012]:

CostNF = 5800+1600Vol0.7
NF +

Ctsmedium ρNF

103 π r2
NF Lbed +CostBWT (4.88)

The mediumcost is multiplied by (ρNF/103) to convert the cost to ($/m3).

The residence time RtNF of the flow in the filtration tank in (sec) is:

RtNF =
VolNF

Q fConversion
(4.89)
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The flow is multiplied by fConversion to convert it from (ton/hr) to (m3/sec).

The removal efficiency of the Nutshell Filter (NF) is based on the work of

[Lawler and Nason, 2006] as shown in Eq. (4.90 to 4.103).

The superficial velocity V0 of the stream in (m/s):

V0 =
Q fConversion

π r2
NF

(4.90)

Parameter As from Happel’s flow mode:

p = (1− porosity)
1
3 (4.91)

As =
2(1− p5)

(2−3p+3p5 −2p6)
(4.92)

Van der Waals number Nvdw:

Nvdw =
Ah

kB T
(4.93)

The particle diffusion coefficient Dpcont :

Dpcont =
KB T

3πµC dcont dconversion
∀ cont (4.94)

Where dcont is the diameter of particle/droplet of contaminant cont.

Peclet number Pecont of contaminant cont droplets and particles:

Pecont =
V0 dcol

Dpcont
∀ cont (4.95)

Gravity number NGcont of contaminant cont droplets and particles is:

NGcont =
(ρC −ρD)g(dOnG dConversion)

2

18 µW V0
∀ cont (4.96)
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Attraction number NAcont of contaminant cont droplets and particles is:

NAcont =
Ah

3πµW (dcont dConversion)2V0
∀ cont (4.97)

Aspect ratio NRcont of contaminant cont droplets and particles is:

NRcont =
dcont dConversion

dcol
∀ cont (4.98)

The removal efficiencies Brcont of contaminant cont droplets and particles by

Brownian motion is:

Brcont = 2.4 A
1
3
s Pe−0.715

cont,i NR−0.081
cont,i N0.052

vdw ∀ cont (4.99)

The removal efficiencies Icont of contaminant cont droplets and particles by

interception is:

Icont = 0.55 As NR1.675
cont,i NA0.125

cont ∀ cont (4.100)

The removal efficiencies GScont of contaminant cont droplets and particles by

gravity sedimentation is:

GScont = 0.22 NR−0.24
cont NG1.11

cont N0.053
vdw ∀ cont (4.101)

The summation of all removal efficiencies ∑Rcont for contaminant cont

droplets and particles is:

∑Rcont = Brcont + Icont +GScont ∀ cont (4.102)

The total removal efficiency η f iltercont contaminant cont droplets and parti-

cles is:

η f iltercont = 1− exp
(
−3(1− porosity)α ∑Rcont Lbed

2dcol

)
∀ cont (4.103)
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The velocity of the fluid uNF entering the tank in m/s is:

uNF =
Q fconv

ANF
(4.104)

Reynolds number of the flow inside the tank is [Rehm et al., 2008]:

ReNF =
uNF ρc rNF

µc
(4.105)

4.2.5.4 Constraints

According to industry practices in water separation, the ranges of the design vari-

ables are recommended to be within the ranges given in Eq (4.106 to 4.110).

The inlet concentrations Cin,cont in mg/L of Oil and Grease (O&G) and Total

Suspended Solids (T SS) for Nutshell Filter (NF) should not exceed the following

limit [CECO Environmental, 2023]:

Cin,cont ≤ 50 ∀ cont (4.106)

The inlet droplet/particle diameter d pcont is less than 5 µm [CECO Environ-

mental, 2023]:

d pcont ≤ 5 (4.107)

The depth of filtration media Lbed in (m) is [Moo-Young, 2011]:

0.5 ≤ Lbed ≤ 2.5 (4.108)

The radius of the Nutshell Filter (NF) rNF unit in (m) is [CECO Environmental,

2023] :

0.5 ≤ rNF ≤ 4.26 (4.109)

The height of the Nutshell Filter (NF) hNF unit in (m) is [CECO Environmental,

2023]:

0.381 ≤ hNF ≤ 2.25 (4.110)
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4.2.6 Centrifuge Separator

The working principle of the centrifuge separator can be found in Section (2.3) of

the Literature Review chapter.

4.2.6.1 Nomenclature

The values of the input parameters for the centrifuge separator model are listed in

Table (A.7) of Appendix (A).

Parameters

re
CF Specific energy consumption of centrifuge (CF) separator

in kwh/ton

speed centrifuge (CF) separator rotational speed in RPM

Variables

rCF,outer Outer radius of centrifuge (CF) separator in m

LCF Length of the centrifuge (CF) separator in m

4.2.6.2 Equations

The cost of centrifuge separator CCostCF in ($) is [Towler and Sinnott, 2012]:

CCostCF = 63,000+280,000r0.7
CF,outer (4.111)

The angular velocity ω of the centrifuge separator bowel in rad/s is [Kumar

et al., 2020]:

ω =

(
2π speed

60

)
(4.112)

ω is divided by 60 to convert the speed rotation per second.

The inner diameter of centrifuge bowl rCF,inner in (m) is [Berk, 2009] :

rCF,inner = 0.35rCF,outer (4.113)
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Reynolds number ReCF of the flow inside the bowel is [Doran, 2013a]:

ReCF =
πρPW ωr2

CF,inner

µPW
(4.114)

The volume of the centrifuge separator bowel VolCF in (m3) is [Berk, 2009]:

VolCF = π (r2
CF,outer − r2

CF,inner)LCF (4.115)

The power consumption PowerCF in (kW ) of the centrifuge (CF) separator is a

function of the flow rate [Bagheri et al., 2018]:

PowerCF = re
CF Q (4.116)

The rate at which kinetic energy εCF is converted into other forms of en-

ergy (such as heat) within the centrifuge (CF) separator (energy dissipation rate)

in (m2/s3) is a function of the power per mass of the flow rate [Schubert, 1999].

The PowerCF is multiplied by 103 to convert (kwatt) to (watt):

εCF =
103 Power re

CF
ρC VolCF

(4.117)

Residence time RtCF of the flow inside the centrifuge (CF) separator in (sec) is

[Magdi Abadir, 2018]:

RtCF =
VolCF

Q fConv
(4.118)

The cut diameter of contaminant cont droplets and particles by centrifuge (CF)

separator DCCF,OnG in µm is [Berk, 2009]:

DCCF,cont =

(
18 µC

RtCF (ρC −ρcont)ω2 ln
rCF,outer

rCF,inner

)0.5

dConv ∀ cont (4.119)

The fraction of particles of size dcont recovered by the centrifuge (CF) separator
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GCF,cont [Maybury et al., 1998] is given by equations (4.120):

GCF,cont = 1− exp
−0.865

(
dcont dConv
DCCF,cont

)2.08

∀ cont (4.120)

4.2.6.3 Constraints

According to industry practices in water separation, the ranges of the centrifuge

specifications and design variables are recommended to be within the ranges given

in Eq (4.121 to 4.124).

The inlet droplet/particle diameter d pcont is less than 100 µm [Tarleton and

Wakeman, 2007]:

d pcont ≤ 100 ∀ cont (4.121)

The ratio between the centrifuge (CF) separator diameter CF,outer and length

LCF is [Tarleton and Wakeman, 2007]:

4 ≤
rCF,outer

LCF
≤ 8 (4.122)

The bounds of the outer radius rCF,outer of the centrifuge (CF) separator (m)

[Tarleton and Wakeman, 2007, Sabbagh et al., 2015]

0.025 ≤ rCF,outer ≤ 0.5 (4.123)

The bounds of the length of the centrifuge (CF) separator LCF are based on the

aspect ratio limits in Eq (4.122) (m):

0.2 ≤ LCF ≤ 8 (4.124)

4.2.7 Microfiltration Membrane

The working principle of the microfiltration membrane can be found in Section (2.3)

of the Literature Review chapter.
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4.2.7.1 Assumptions

• The separation of the microfiltration is assumed to be 100% for all the

droplets/particles smaller than the cut diameter of the microfiltration.

• The cut diameter of microfiltration for Oil & Grease (O&G) and Total Sus-

pended Solids (T SS) are parameter.

• The inlet flowrate Q is equally distributed among the number of microfiltra-

tion units nMF

4.2.7.2 Nomenclature

The values of the input parameters for the microfiltration model are listed in Table

(A.8) of Appendix (A).

Parameters

Ctsarea Cost per area of the microfiltration membrane in $/m2

BW r
MF Backwash rate of microfiltration membrane (MF) in

m3/m2.hr

BW f re
MF Frequency of backwash of microfiltration membrane (MF)

in hr-1

BW d
MF Duration of backwash of microfiltration membrane (MF) in

min

re
MF Specific energy consumption of microfiltration membrane

(MF) in kwh/m3

Cln f re
MF Frequency of chemical cleaning of microfiltration mem-

brane (MF) in hr-1

porosityMF porosity of the microfiltration membrane (MF)

Variables

nMF Number of microfiltration membrane (MF)

rMF Radius of microfiltration membrane (MF) in m

LMF Length of microfiltration membrane (MF) in m
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4.2.7.3 Equations

Given that there are multiple units of microfiltration membrane (MF), the flowrate

per MF unit qMF in (ton/hr) is given by Eq.(4.125):

qMF =
Q

nMF
(4.125)

The area AreaMF in (m2) of the microfiltration membrane (MF) is found using

Eq.(4.136)

AreaMF = π r2
MF (4.126)

The cost of all microfiltration membrane (MF) units CostMF in ($) is:

CostMF = areaMF Costarea nMF (4.127)

Pump cost Costpump in ($) [Towler and Sinnott, 2012] is:

Costpump = 8,000+240(10−3 ×Q fConversion)
0.9 (4.128)

The flow is multiplied by fConversion to convert it from (ton/hr) to (m3/sec). Since

the cost of the pump is given per L/sec, the cost is multiplied by 10−3.

Backwash tank volume VolBWT,MF in (m3) is calculated based on the duration

BW d
MF and frequency of backwash BW r

MF of microfiltration membrane (MF) area

AreaMF . The volume is divided by 60 to convert the rate from hr to min:

VolBWT,MF =
BW r

MF AreaMF BW d
MF

60
(4.129)

Therefore, the backwash tank cost in ($) is [Towler and Sinnott, 2012]:

CostBWT,MF = 5,800+1,600Vol0.7
BWT,MF (4.130)

Total cost of microfiltration membrane (MF) system including all parts
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TCostMF in ($) is:

TCostMF =CostMF +Costpump +CostBWT,MF (4.131)

Microfiltration membrane (MF) volume VolMF in (m3) is:

VolMF = AreaMF LMF (4.132)

The power consumption PowerMF in (kwatt) of all microfiltration membrane

(MF) is a function of the flow rate [Bagheri et al., 2018]:

PowerMF = re
MF Q (4.133)

The rate at which kinetic energy of microfiltration membrane (MF) εMF is con-

verted into other forms of energy (such as heat) within the microfiltration membrane

(MF) (energy dissipation rate) in (m2/s3) is a function of the power per mass of the

flow rate [Schubert, 1999]. The PowerMF is multiplied by 103 to convert (kwatt) to

(watt):

εMF =
103 PowerMF

ρC VolMF
(4.134)

Residence time of the flow inside the microfiltration membrane (MF) RtMF in

(sec) is:

RtMF =
VolMF

qMF fConversion
(4.135)

The effective area of the microfiltration membrane (MF) unit Areae f f
MF in (m2)

is [Abbasgholipourghadim et al., 2016]:

Areae f f
MF = porosityMF AreaMF (4.136)

The velocity of the flow entering the microfiltration membrane (MF) unit uMF
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in (m/s) is:

uMF =
Q fconv

Areae f f
MF

(4.137)

Reynolds number ReMF of the flow inside the microfiltration membrane (MF)

unit is [Rehm et al., 2008]:

ReMF =
uMF ρc rMF

µc
(4.138)

4.2.7.4 Constraints

According to industry practices in water separation, the ranges of the microfiltration

membrane (MF) specifications and design variables are recommended to be within

the ranges given in Eq (4.139 to 4.141).

The inlet concentrations Cin,cont in (mg/l) of contaminant cont for microfil-

tration membrane (MF) unit should not exceed the following limit [Tarleton and

Wakeman, 2007]:

Cin,cont ≤ 100 ∀ cont (4.139)

The radius of microfiltration membrane (MF) unit rMF in (m) is:

0.0564 ≤ rMF ≤ 0.0798 (4.140)

The length of microfiltration membrane (MF) unit LMF in (m) is [Aqua Free,

2024]:

0.1 ≤ LMF ≤ 1.5 (4.141)

4.3 Process Models

4.3.1 Capital Cost Estimation

The capital cost estimation in this model is based on the Factorial Estimation Tech-

niques where the cost of purchased equipment is estimated and then other costs are

estimated as factors of the equipment cost [van Amsterdam, 1918].
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4.3.1.1 Assumptions

The cost estimation is based on 2010 values and updated to 2023 using the cost

index of 2023.

4.3.1.2 Nomenclature

The values of input parameters of the Capital Cost Estimation model are listed in

Table (A.15) of Appendix (A).

Parameters

fp installation factor for piping

fer installation factor for equipment erection: foundation and

structural work

fel installation factor for electrical work: power and lighting

fi installation factor for instrumentation and process control:

automatic process control system

fc installation factor for civil engineering work: site prepara-

tion and roads

fs installation factor for structures and buildings

fl installation factor for lagging, insulation, or paint of pipes

fm materials cost factors relative to plain carbon steel

P working capital: cost needed to maintain plant operations

such as the cost of inventories of feed, products, and spare

parts.

OS the cost of off-sites: cost of additions to site infrastructure to

accommodate the new plant such as firefighting equipment,

laboratories, electrical substations, cooling towers (outside

the plant location)

DE the design and engineering cost: include the cost of engi-

neering design, construction supervision, and project man-

agement
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X the contingency cost: cost added to the project to allow for

variation in the original cost estimation

2023Index cost index in year 2023

2010Index cost index in year 2010

Ctscp
j,tech capital cost of tech in $/yr

4.3.1.3 Equations

Cost of purchased equipment Ceqp
tech in carbon steel in ($) is:

Ceqp
tech =Ctscp

j,tech

(
(1+ f p)+( f er + f el + f i + f c + f s + f l)

f m

)
∀ tech (4.142)

Total fixed capital cost C f c
tech including equipment, operations, engineering, and

contingency costs ($) is:

C f c
tech =Ceqp

j,tech (1+OS)(1+DE +X) ∀ tech (4.143)

Capital cost Ctscp,2023
tech for unit tech in the year 2023 in ($) is:

Ctscp,2023
tech =C f c

tech

(
Index2023

Index2010

)
∀ tech (4.144)

4.3.2 Treatment

This model describes the produced water treatment process which includes the ad-

dition of chemicals, consuming energy, and generating sludge.

4.3.2.1 Assumptions

• The operation of the system is continuous.

• Fossil fuel is the only source of power used to run the system.

• The fraction of water in the sludge stream is 0.5.
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4.3.2.2 Nomenclature

The values of input parameters of the treatment model are listed in Table (A.16) of

Appendix (A).

Parameters

Cstelc Cost of electricity to run the system in ($/kwh)

CstCH4 Cost of methane gas used to generate gas bubbles for in-

duced gas flotation unit in ($/ton)

rcacid Acid concentration per area in (mg/m2)

Cstacid Cost of acid used for backwash of microfiltration in ($/mg)

rcbase Base concentration per area in (mg/m2)

Cstbase Cost of base used for backwash of microfiltration in ($/mg)

Cstw Cost of fresh water used to backwash microfiltration and

nutshell filter units in ($/m3)

re
tech Specific energy consumption for the treatment technologies

in (kWh/ton)

rc
tech,chem Fraction of chemicals for each tech in (mg/l)

ρchem Density of chemical chem in (kg/m3)

Ctschem Cost of chemical chem used in the treatment process in

($/ton)

BW r
tech Backwash rate of technology tech in (m3/m2.min)

BW f re
tech Frequency of backwash of technology tech in (h-1)

Cln f re
tech Frequency of chemical cleaning tech in (h-1)

BW d
tech Backwash duration of technology tech in (min)

Costslg Cost of sludge handling system slg ($/tDM)

areatech Area of technology tech in (m2)

qin
tech Inlet water flow rate at technology tech in (m2/s3)

notech Number of units of technology tech

V total,out
tech,cont Total volume for each cont after the separation in (m3)

Cin
tech,cont Inlet concentration of contaminate cont at technology tech

in (kwh/ton)



4.3. PROCESS MODELS 118

qgtech Gas flowrate in technology tech in (m3/sec)

volumetech Volume of the technology tech in (m3)

4.3.2.3 Equations

The amount consumed chemicals by unit tech qChem
tech in (ton/hr) is given in Eq.

(4.145) [Bagheri et al., 2018]:

qChem
tech = ∑

chem

103 rc
tech,chem qin

tech

106 ρchem
∀ tech (4.145)

Since the fraction of chemicals is given in mg/L, the equation is multiplied by
103

106 ρchem
to obtain the chemical flowrate in ton/hr.

The mass flowrate of contaminant cont in the feed stream in (ton/hr) can be

found given the initial concentration Cin
tech,cont :

qin
tech,cont =Cin

tech,cont qin
tech ρPW

(
103

106

)
∀ tech,cont (4.146)

Since the initial concentration of contaminant in the flowrate Cin
tech,cont is given

in mg/L, the equation is multiplied by 103 ρPW
106 to obtain the flowrate in ton/hr.

Therefore, the composition of the contaminant cont in the feed stream qin
tech:

X in
tech,cont =

qin
tech,cont

qin
tech

∀ tech,cont (4.147)

The total mass balance equation for each treatment unit:

qout
tech = (qin

tech +qChem
tech −qSludge

tech ) ∀ tech (4.148)

The partial mass balance equation for each treatment unit:

qout
tech Xout

tech,cont = (qin
tech,cont X in

tech,cont +qChem
tech −qslg

tech,cont X slg
tech,cont) ∀ tech,cont

(4.149)



4.3. PROCESS MODELS 119

Since half of the sludge stream consists of water, the remaining consists of Oil

& Grease and Total Suspended Solids:

0.5 = X slg
tech,OnG +X slg

tech,T SS ∀ tech (4.150)

The composition of contaminant cont in the output stream Xout
tech,cont can be

calculated from the volume of the contaminants after the separation:

Xout
tech,cont =

V total,out
tech,cont ρcont

103 qout
tech,tech,

∀ tech,cont (4.151)

The equation is multiplied by ρcont
103 to convert the volume flowrate V total,out

tech,cont to

mass flowrate in ton/hr.

The concentration of contaminant cont in the outlet stream Cout
tech,cont of tech-

nology tech in (mgl−1) is:

Cout
tech,cont =

V total,out
cont ρcontρPW

103 qout
tech,cont

∀ tech,cont (4.152)

The outlet feed flow rate qout is multiplied by 103 to convert it from (ton) to (kg).

The flow rate of the dry matter in (ton/hr) is the fraction of the Total Suspended

Solids (T SS) in the sludge stream:

qDM
tech = X slg

tech,cont qSludge
tech ∀ tech (4.153)

The amount of energy consumed in each technology tech in kwh/hr:

Etech =
re
tech volumetech ρPW notech

103 ∀ tech (4.154)

The outlet feed flow rate re
tech is divided by 103 to convert it from (kwh/ton) to

(kwh/kg).
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Cost of energy of technology tech in $/hr:

Cste
tech = EtechCstelc ∀ tech (4.155)

The cost of consumed chemicals in ($/hr) is given in Eq.(4.156) [Bagheri et al.,

2018]:

CstChem
tech = ∑

chem

103Costchem rc
tech,chem qin

tech

106 ρchem
∀ tech (4.156)

Since the fraction of chemicals is given in mg/L, the equation is multiplied by
103

106 ρchem
to obtain the chemical flowrate in ton/hr.

Cost of methane gas to run technology tech in $/hr. Only applicable for In-

duced Gas Flotation (IGF). The gas flowrate is multiplied by 3,600 to convert it

from sec to hr:

Cstg
tech = 3,600qg

techCstCH4 (4.157)

Cost of membrane cleaning in $/hr. Only applicable to microfiltration mem-

brane (MF):

Cstcln
tech = (rcacid Cstacid + rcbaseCstbase)Cln f re

tech areatech notech (4.158)

Cost of backwash $/hr. Only applicable to microfiltration membrane (MF)

and nutshell filter (NF) :

CstBW
tech =Cstw

tech BW r
tech BW d

tech BW f rq
tech areatech notech ∀ tech=NF,MF (4.159)

Cost of the sludge handling option ($/hr):

Cstslg
tech = qDM

techCostslg ∀ tech (4.160)
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Total units operating cost in ($/hr)

Cstop
tech = CstChem

tech + Cste
tech + Cstg

tech + Cstcln
tech + CstBW

tech + Cstslg
tech ∀ tech

(4.161)

4.3.3 CO2 Emission

The purpose of this model is to quantify the amount of CO2 emitted from the system.

4.3.3.1 Assumptions

The system uses energy generated from oil.

4.3.3.2 Nomenclature

The values of input parameters of the Emission model are listed in Table (A.18) of

Appendix (A).

Parameters

Fchem Emission factor of chemical chem in (kgCO2e/kg)

Fg Emission factor of methane gas in (kgCO2e/kg)

Felect Emission factor of electricity in (kgCO2e/kwh)

Fw Emission factor of treating water in (kgCO2e/kg)

rctech,chem Fraction of chemicals for each tech in (mg/l) and in

(mg/m2) for the acid and base

ρg Density of methane gas in (kg/m3)

ρchem Density of chemical chem in (kg/m3)

BW r
tech Backwash rate of technology tech in (m3/m2.m)

BW f re
tech Frequency of backwash of technology tech in (h-1)

BW d
tech Backwash duration of technology tech in (min)

Cln f re
tech Frequency of chemical cleaning tech in (h-1)

notech Number of units of technology tech

Etech Energy consumption by technology tech in (kwh/hr)

qin
tech Water flow rate and technology tech in (m2/s3)

qg
tech Gas flowrate of technology tech in (m3/s)
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areatech Area of technology tech in (m2)

Fslg Emission factor of sludge option slg in (kgCO2e/tonDM)

qDM
tech Flow rate of dry matter produced by technology tech in

(ton/hr)

4.3.3.3 Equations

The CO2 emissions are calculated from the following sources:

• The consumption of electricity to run the unit EMSelec
tech in (kgCO2e/hr):

EMSelec
tech = notech Etech Felect ∀ tech (4.162)

• The consumption of the chemicals used to run the unit EMScm
tech in

(kgCO2e/hr):

EMScm
tech =

4

∑
chem=1

(
rctech,chem qin

tech Fchem

103 ρchem

)
∀ tech (4.163)

The equation is divided by 103 to convert the flowrate from ton/hr to kg/hr.

• The consumption of methane gas EMSg
IGF used to run the unit in

(kgCO2e/hr) if applicable. This source of emission is specific for the In-

duced Gas Flotation (IGF) unit and it is zero for all other units. The gas

flowrate is multiplied by 3,600 to convert it from (m3/sec) to (m3/hr):

EMSg
tech = 3,600qg

tech Fg
ρg ∀ tech (4.164)

• The consumption of chemicals used for backwash EMScln
tech in (kgCO2e/hr).

This emission is specific for the Microfiltration unit (MF) unit and it is zero
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for all other units:

EMScln
tech = notechCln f re

tech

6

∑
chem=5

(
rctech,chem areatechFchem

106

)
∀ tech

(4.165)

The rcchem is divided by 106 to convert it from (mg/m2) to (kg/m2). chem 5

and 6 are the acid and base used for cleaning.

• The consumption of water used for backwash EMSBW
tech in (kgCO2e/hr). This

emission is specific for the Nutshell Filter (NF) and Microfiltration (MF) units

and it is zero for all other units:

EMSBW
tech = notech BW f re

tech areatech Fw BW r
tech BW d

tech ∀ tech = NF, MF

(4.166)

• The emission from the sludge handling system EMSslg in (kgCO2e/hr):

EMSslg
tech = DMtech Fslg ∀ tech (4.167)

The total CO2 emissions from each unit EMStech in (kgCO2e/hr):

EMStech =EMSelec
tech+EMScm

tech+EMSg
tech+EMScln

tech+EMSBW
tech+EMSslg

tech ∀ tech

(4.168)

4.3.4 Process Simulation

This model includes the equations that calculate the total cost and emission of the

system.

4.3.4.1 Nomenclature

The values of input parameters of the process simulation sub-model are listed in

Table (A.19) of Appendix (A).

Parameters

Hop operating hours per year in hr



4.4. SUMMARY 124

Cout
tech,cont inlet concentration of contaminant cont into technology

tech in mg/L

C f inal
cont maximum allowable outlet concentration of cont in mg/L

Ctscp,2023
tech capital cost as of 2023 of technology tech in $/hr

Variables

nsteps number of steps in the treatment process

sequence sequence of technology tech in the treatment process

4.3.4.2 Equations

For a given sequence of nsteps number of steps, the Total Annualized Cost (TAC) of

the system in ($/yr) consists of the operating and capital costs of all the units:

TAC = ∑
tech

Cstop
tech Hop +Ctscp,2023

tech (4.169)

Similarly, the emission of the system EMS in (kgCO2e/yr) consists of the

emission of all the units in the sequence:

EMS = Hop ∑
tech

EMStech (4.170)

The outlet concentration Cout
tech,cont at nsteps of sequence should meet the require-

ments of the final destination C f inal
cont for each contaminant cont:

Cout
tech,cont ≤C f inal

cont ∀ cont (4.171)

4.4 Summary
This chapter outlines the mathematical formulation of the treatment process and

unit-level sub-models, illustrating the connection between the unit’s design vari-

ables and the separation efficiency of produced water contamination, along with
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their influence on the objective function values. Additionally, it introduces the mod-

eling of sludge and dry matter production within the Treatment sub-model, a key

contribution of this thesis. Finally, the process simulation sub-model is detailed,

reflecting the approach outlined in the previous chapter to achieve the optimal so-

lution. The subsequent chapter presents the modeling of droplet/particle level dy-

namics.



Chapter 5

Mathematical Formulation of

Droplet/Particle Dynamics

5.1 Introduction

Droplets and particles coexist within the continuous phase, each possessing distinct

properties. Droplets typically appear as spherical liquid entities, while particles

exhibit a variety of shapes and compositions determined by their origin. Although

both entities coexist in the same medium, they display distinct behaviors owing to

their differing characteristics. In this study, Oil and Grease contaminants exist in

the form of droplets while Total Suspended Solids are in the form of particles.

This chapter presents the mathematical formulation related to Droplet/Particle

Dynamics. Section (5.2) details the equations utilized to establish the initial size

distribution of droplets and particles, aligning with the proposed volume discretiza-

tion method introduced in this study. Subsequently, Section (5.3) addresses the

determination of the updated volume and number of droplets and particles for each

unit. Sections (5.4) to (5.7) present the breakage and coalescence/aggregation ker-

nels, including alternative ones to be implemented in Chapter (6). The discrete

Population Balance Equations sub-model is outlined in Section (5.8), followed by

the modeling of droplet and particle separation in Section (5.9).

The sub-models presented in this chapter are derived from various sources in

the literature, with different aspects drawn from the works of other authors. Ref-
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erences indicating the sources from which each equation is derived are provided

for clarity alongside each equation. Otherwise, the equations are developed by the

author of this work.

The indices, set, and common parameters associated with the proposed mod-

els are listed below. The values of the parameters can be found in Table (A.1) of

Appendix (A).

Nomenclature

Indices

tech Treatment technology

cont Contaminant to be removed from produced water

i, ii,k Volume class, where ii and k are aliases of i (i=1,2,..nc)

Parameters

Q Flow rate of the inlet water in ton/hr

g Gravitational acceleration in m/s2

dconv. Conversion factor from µm to m for droplet/particle size in

fconv. Conversion factor to convert flowrate from ton/hr to m3/s

in m3/s

ρc Density of the continuous phase (water) in kg/m3

ρd Density of the dispersed phase (oil) in kg/m3

ρT SS Density of the total suspended solids (TSS) in kg/m3

ρPW Density of produced water (PW) in kg/m3

σ Interracial tension between oil and water in N/m

µd Viscosity of the dispersed phase (oil) in kg/m.s

µc Water viscosity in kg/m.s

µPW Absolute viscosity of produced water (PW) at temperature

= 50° in kg/m.s
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5.2 Initial Particles/Droplets Volume Distribution
The purpose of this model is to generate the initial droplet and particle volume dis-

tribution and size distribution of droplets and particles given the initial concentration

of the contaminants.

Contaminants exist in droplets and particles. In this work, it is assumed that

there are n number of volume classes, with droplets or particles in each class having

the same size, measured by diameter. The volume of contaminant in each class is

given by the volume of one droplet or particle multiplied by their number in that

class. Thus, the total volume of contaminants in the continuous phase can be found

by summing the volumes of all classes. Consequently, the number of droplets or

particles in each class determines how the volume is distributed among the classes.

Due to coalescence and breakage phenomena, the number of droplets or particles

in each class fluctuates, affecting the volume distribution within the space, although

the total volume is approximately conserved.

The number of droplets or particles in each class plays a crucial role in select-

ing the separation process needed to meet the final requirements for Produced Water.

For example, if more droplets or particles are concentrated in the smaller classes, a

higher separation efficiency and cost are required to meet the final requirements. In

contrast, a higher number of droplets or particles in the larger classes requires less

efficiency and cost to achieve the final requirements.

5.2.0.1 Assumptions

• Oil & Grease droplets and Total Suspended Solids particles have the same

initial volume distribution.

• Droplets and particles have a spherical shape.

5.2.0.2 Nomenclature

The values of the input parameters depend on each case study.

Parameters

logV cont
min Log of minimum cont. volume



5.3. DROPLETS/PARTICLES NUMBER AND VOLUME 129

logV cont
max Log of maximum cont. volume

nc Number of discrete size classes of droplet/particles in the

volume space

5.2.0.3 Equations

The step size for the discretization of the droplet/particle size for each cont (δV
cont)

is given by Eq.(5.1):

δ
V
cont =

logV max
cont − logV min

cont
nc −1

∀ cont (5.1)

The log of contaminant cont droplet/particle volume of class (i) is:

logVcont,i = logV min
cont +(i−1) δ

V
cont ∀ i,cont (5.2)

The volume of the droplet/particle size for each contaminant of class i in m3 is:

vcont,i = 10logVcont,i ×10−27 ∀ i,cont (5.3)

The equation is multiplied by 10−27 to convert the volume from nm3 to m3.

The diameter of droplet/particle for class i in µm:

dcont,i =

(
6Vcont,i

π

)1/3

×106 ∀ i,cont (5.4)

The equation is multiplied by 106 to convert the diameter from m to µm.

5.3 Droplets/Particles Number and Volume

The purpose of this sub-model is to generate the number and volume of

droplets/particles for each class.
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5.3.0.1 Assumptions

The volume distribution of droplets/particles follows a normal distribution with

mean (µ), standard deviation (σ ), and a total of (nc) classes. To ensure that the

distribution is properly defined, the volumes are calculated and normalized so that

the total volume equals one.

5.3.0.2 Nomenclature

The values of the input parameters for this model depend on each case study except

for vcont,i which is a calculated variable.

Parameters

Cin
OnG Initial concentration of Oil & Grease (O&G) in the inlet

stream mg/L

Cin
T SS Initial concentration of Total Suspended Solids (T SS) in the

inlet stream mg/L

µ Mean value for the normal distribution function µm

σ Mean value for the normal distribution function

nc Number of volume classes

vcont,i Volume of a single droplet/particle of cont at class i in m3.

Refer to Eq.(5.3)

5.3.0.3 Equations

The initial total volume of contaminant (V init,total
cont ) in m3:

V init,total
cont =

Cinitial
cont q f eed

ρcont ρPW
∀ cont (5.5)

The particle/droplet size distribution for each contaminant cont:

PSDcont,i = Normal(µ,σ ,nc) ∀ i,cont (5.6)



5.4. DROPLETS BREAKAGE 131

The volume per class for each contaminant cont in m3:

V c
cont,i =V init,total

cont PSDcont,i ∀ i,cont (5.7)

The number of droplets/particles in class i for each contaminant cont:

ncont,i =
V c

cont,i

vcont,i
∀ i,cont (5.8)

5.4 Droplets Breakage
The purpose of this model is to calculate the breakage rate of droplets based on the

type of flow in the treatment unit.

5.4.0.1 Assumptions

• The breakage of the droplets is due to the turbulent fluctuation and collision

where the breakage takes place when the turbulent kinetic energy of the drop

exceeds a critical value.

• The daughter droplet distribution after breakage follows a uniform distribu-

tion.

5.4.0.2 Nomenclature

The values of the input parameters for the breakage model are listed in Table (A.9)

of Appendix (A).

Parameters

C3 Constant

C4 Constant

αd Volume fraction of the dispersed phase Oil & Grease

(O&G)

dOnG,k Diameter of Oil & Grease (O&G) droplet of class k in µm

ε Energy dissipation rate of the unit in m2/s3

kg constant
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β constant

5.4.0.3 Equations

Laminar Flow: Based on the Grace curve which represents the relation between

the critical Capillary number and the viscosity ratio where the former rep-

resents the ratio between shear stress and the interfacial tension between oil

and water while the latter is the ratio between the viscosity of the two phases.

Below the curve, the interfacial tension between phases is so strong that the

breakup can not take place. Above the curve, the shear stress is stronger, and

hence droplets can break. However, for a viscosity ratio above 3, a breakup

does not occur no matter how much shear stress is applied which is the case

in our model. Therefore, there is no breakage of droplets in the laminar flow

[Mehrabian et al., 2015].

Turbulence Flow: The droplet breakage model adopted in this study is the one

proposed by [Coulaloglou and Tavlarides, 1977, Liao and Lucas, 2009a].

Breakage rate of droplets in class k

ΩB,OnG,k =C3
ε1/3

(1+αd)d2/3
OnG,k

exp

−C4 σ (1+αd)
2

ρd ε2/3 d5/3
OnG,k

 ∀ k (5.9)

In the alternative model, the breakage kernel is proposed by [MARTÍNEZ-

BAZÁN et al., 1999].

ΩB,OnG,k = Kg

√
β (ε dk)2/3 −12σ/(ρc dk)

dk
∀ k (5.10)

Daughter droplet size assumed that droplet of class i will break uniformly into

all the classes smaller than i. Therefore, the volume will be distributed among

(i-1) number of classes, each class is represented as k. Thus, the fraction of
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droplet i that will be added to class k is given by:

Γi,k =
1

i−1
∀ i,k (5.11)

5.5 Droplets Coalescence

5.5.0.1 Assumptions

• The collision frequency between droplets i and k in a uniform laminar flow is

assumed to happen due to the velocity gradients of the flow according to the

model proposed by [Friedlander, 2000].

• The collisions of the droplets in turbulent flow are due to the fluctuating tur-

bulent velocity of the surrounding liquid.

5.5.0.2 Nomenclature

The values of the input parameters for the droplet coalescence model are listed in

Table (A.10) of Appendix (A).

Parameters

dOnG,k Diameter of Oil & Grease (O&G) droplet of class k in µm

εtech Energy dissipation rate of the unit tech in m2/s3

c Constant

C12 Constant

C13 Constant

CV M Constant

5.5.0.3 Equations

Laminar Flow: The radius of the Oil & Grease (O&G) droplets for i/k class in

µm:

rOnG,i/k =
dOnG,i/k dConv

2
∀ i/k,cont (5.12)
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The collision frequency between droplets i and k [Friedlander, 2000]:

htech,OnG,i,k =
4
3
(rOnG,i + rOnG,k)

3 Gtech ∀ i,k, tech (5.13)

The absolute velocity gradient [Liao and Lucas, 2010b]:

Gtech =

√
εtech

vPW
∀ tech (5.14)

The equivalent radius of droplet formed due to coalescence between droplets

of classes i and k in m [Prince and Blanch, 1990]:

reqOnG,i,k = 0.5
(

1
rOnG,i

+
1

rOnG,k

)−1

∀ i,k (5.15)

The kinematic viscosity of the liquid in m2/s:

vPW =
µPW

ρPW
(5.16)

The coalescence efficiency of droplets i and k [Prince and Blanch, 1990]:

λOnG,i,k = exp

−2.3ρ0.5
C req5/6

OnG,i,k ε1/3

σ0.5

 ∀ i,k (5.17)

The coalescence frequency of droplets of classes i and k to form a new droplet

[Liao and Lucas, 2010b]:

OmegaCOnG,i,k = λOnG,i,k hOnG,i,k ∀ i,k (5.18)

For the alternative kernel, the collision frequency is calculated according to

[Friedlander, 2000, Prince and Blanch, 1990].

hi,k =
π

4
(di +dk)

2|ui −uk| ∀ i,k (5.19)
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ui/k = (2.14σ/ρc di +0.505gdi)
0.5 ∀ i/k (5.20)

Coalescence efficiency according to the energy model [Sovova, 1981]

λi,k = λ1,i,k +λ2,i,k −λ1,i,kλ2,i,k ∀ i,k (5.21)

λ1,i,k = exp

(
−C12

µc ρc ε

σ2

(
ri rk

ri + rk

)4
)

∀ i,k (5.22)

λ2,i,k = exp

−C13
σ

ρd ε
2
3

(r2
i + r2

k)(r
3
i + r3

k)

r3
i r3

k(r
2
3
i + r

2
3
k )

 (5.23)

Turbulent Flow: The radius of the Oil & Grease (O&G) droplets for i/k class in

µm

rOnG,i/k =
dOnG,i/k dConv

2
∀ i/k (5.24)

The equivalent radius of droplet formed due to coalescence between droplets

of classes i and k in (m) [Prince and Blanch, 1990]

reqOnG,i,k = 0.5
(

1
rOnG,i

+
1

rOnG,k

)−1

∀ i,k (5.25)

The collision frequency of droplets of classes i and k [Prince and Blanch,

1990]

hOnG,i,k = c
(

dOnG,i ×106 +dOnG,k ×106
)2

(
(dOnG,i ×106)2/3 +(dOnG,k ×106)2/3

)0.5
ε

1/3 ∀ i,k (5.26)

The diameter is multiplied by 106 to convert it from m to µm.
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The coalescence efficiency of droplets i and k [Prince and Blanch, 1990]

λOnG,i,k = exp

−2.3ρ0.5
C req5/6

OnG,i,k ε1/3

σ0.5

 ∀ i,k (5.27)

The coalescence frequency of droplets of classes i and k to form a new droplet

[Liao and Lucas, 2010b]

OmegaCOnG,i,k = λOnG,i,k hOnG,i,k ∀ i,k (5.28)

For the alternative kernel, [Kamp et al., 2001] model for the coalescence effi-

ciency will be used instead of the one by [Prince and Blanch, 1990].

hi,k = exp

(
−
√

3
2π

ρ
2/3
c urel deq,i,k

σ0.5C0.5
V M

)
(5.29)

deq,i,k =
2dOnG,i dOnG,k

dOnG,i +dOnG,k
(5.30)

urel,i,k = max(1.414ε
1
3 (dOnG,i dOnG,k (10−6)2)

1
6 , |uOnG,k −uOnG,k|) (5.31)

where uOnG,i/k is calculated in Equation (5.20) above. The quantity is multi-

plied by (10−6)2 to convert both diameters from µm to m

5.6 Particle Aggregate Breakage

5.6.0.1 Assumptions

• The breakage in this model refers to the breakage of an aggregate of particles

assuming it has a spherical shape.

• The daughter droplet distribution after breakage follows a uniform distribu-

tion.
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5.6.0.2 Nomenclature

The values of the input parameters of the particle breakage model are listed in Table

(A.11) of Appendix (A).

Parameters

B Fitting parameter that represents the critical force needed

for the breakage of aggregates

dT SS,k Diameter of Total Suspended Solid (T SS) particle of class k

in µm

vT SS,k Volume of Total Suspended Solid (T SS) particle of class k

in m

ε Energy dissipation rate in m2/s3

5.6.0.3 Equations

Laminar Flow: The aggregate breakage model in laminar flow is the one proposed

by [Jeldres et al., 2018].

The breakage rate of particle i of contaminants cont is given by Eq.(5.32):

ΩbT SS,i =

(
4

15π

) 1
2
(

ε

vPW

) 1
2

exp
(−εcr

T SS,i

ε

)
∀ i (5.32)

The critical energy dissipation rate that causes the breakage:

ε
cr
T SS,i =

B(
dT SS,i

2

) ∀ i (5.33)

The kinematic viscosity of the liquid in m2/s

vPW =
µPW

ρPW
(5.34)

Daughter particle size assumed that particle aggregate of class i will break

uniformally into (i-1) classes, therefore, the fraction of particle aggregate i
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breaking into k class is given by:

ΓT SS,i,k =
1

i−1
∀ i (5.35)

Turbulent flow: According to [Flesch et al., 1999], the same model proposed by

[Jeldres et al., 2018] applies to turbulent flow.

For the alternative kernel, the power law empirical model proposed by

[Pandya and Spielman, 1983] will be used:

ΩbT SS,i = 9×10−7 G0.71 v0.33
T SS,i ∀ i (5.36)

The shear rate in (sec−1):

G =
ε

vPW
(5.37)

5.7 Particle Aggregation

5.7.0.1 Assumptions

Upon aggregation, the particle aggregate is assumed to have a spherical shape.

5.7.0.2 Nomenclature

The values of the input parameters of the particle aggregation model are listed in

Table (A.12) of Appendix (A).

Parameters

kB Boltzmann constant in J/K

T Fluid temperature in °

k f fluid properties parameter

H Hamaker constant representing van der Walls force in J

dT SS,k Diameter of Total Suspended Solid (T SS) particle of class k

in µm

ε Energy dissipation rate in m2/s3
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5.7.0.3 Equations

Laminar flow: In the laminar flow, the collision frequency between particles is

governed by three mechanisms: Brownian motion hBM, differential sedimen-

tation hDS and flow shear hSL [Song et al., 2018].

The radius of the Total Suspended Solid (T SS) particle for i/k class in µm:

rT SS,i/k =
dT SS,i/k

2
∀ i/k (5.38)

The equivalent radius of particle aggregate formed due to coalescence be-

tween particles of classes i and k in (m):

reqT SS,i,k =
dT SS,i dT SS,i ×106

dT SS,i +dT SS,k
∀ i,k (5.39)

The equation is multiplied by 106 to convert the diameters from µm to m.

hBM
T SS,i,k =

2kBT (rT SS,i + rT SS,k)
2

3µC rT SS,i rT SS,k
∀ i,k (5.40)

hDS
T SS,i,k =

π

4
(rT SS,i + rT SS, j)

2|VT SS,i −VT SS, j| ∀ i,k (5.41)

The settling velocity of the particle of class i/k:

VT SS,i/k = 347.5602r1.54
T SS,i/k ∀ i/k (5.42)

hSL
T SS,i,k =

4
3

G
(rT SS,i + rT SS, j)

3

8
∀ i,k (5.43)

The absolute velocity gradient:

G =

√
ε

vPW
(5.44)
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The kinematic viscosity of the liquid in m2/s:

vPW =
µPW

ρPW
(5.45)

The total collision frequency is given by:

hTOL
T SS,i,k = hBM

i,k +hDS
i,k +hSL

T SS,i,k ∀ i,k (5.46)

The coalescence efficiency is given by:

λT SS,i,k = k f e0.18
T SS,i,k ∀ i,k (5.47)

Where e is a parameter that represents the relation between van der Walls

force and flow shear force.

eT SS,i,k =
H

36πµCGreqT SS,i,k
∀ i,k (5.48)

Therefore, the agglomeration efficiency is given by:

ΩAT SS,i, j = hTOL
T SS,i,kλT SS,i,k ∀ i,k (5.49)

Turbulent flow: In the case of turbulent flow, the only difference from the laminar

case is in the collision frequency where the only mechanism contributing to

the collision between the particles is the flow shear [Song et al., 2018].

hSL
T SS,i,k =

√
8π

15
G
(rT SS,i + rT SS, j)

3

8
∀ i,k (5.50)

5.8 Population Balance Equations
The purpose of this sub-model is to find the differential equation that describes

the rate of change of droplets and particles. To find this equation, the birth and

death of droplets and particles due to the breakage and coalescence are modeled.
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The general form of the Population Balance Equations is based on the work of

[Kumar and Ramkrishna, 1996], however, some equations have been added to fit

the proposed discretization of the volume space.

5.8.0.1 Assumptions

• The breakage at the smallest class will not result in droplets of new class sizes

therefore no breakage takes place at this class.

• No coalescence/aggregation takes place at k = nc, the largest class size.

5.8.0.2 Nomenclature

The values of input parameters of the PBEs model are listed in Table (A.13) of

Appendix (A).

Parameters

ncont,k initial number of droplets of class i

vcont,k volume of droplet/particle of contaminant cont and class k

in m3

Ai, j coalescence rate between droplets of class i and k− i in µm

Gi breakage rate of droplets of class i in µm

Γi,k probability density function (PDF) of droplets breaking

from class i to k in m2/s3

5.8.0.3 Equations

Given the logarithmic discretization of the droplet/particle volume space, the space

is discretized into nc number of classes with i representing the class index and

ii and k are aliases of i. Upon coalescence/aggregation of ni and nii number of

droplet/particle of volume vi and vii, droplets/particles of volume vi+ii are born.

ncont,i+ii = Ω
B/A
cont,i,iincont,incont,ii ∀ cont, i < nc, ii < nc, i ≤ ii (5.51)

To ensure the conservation of the total contaminant volume within the space,
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the total volume of the new droplets/particles ni+ii vi+ii is distributed among class k

and k+1 such that:

vk < vi+ii < vk+1 (5.52)

ni+ii = nk +nk+1 (5.53)

ni+iivi+ii = nkvk +nk+1vk+1 (5.54)

Birth of droplet/particle due to coalescence: the number of droplets/particles

of class k generated due to coalescence is given by Eq. (5.55):

Bccont,k =
nc−1

∑
i=1

nc−1

∑
ii=1,ii≥i

ncont,k ∀ cont, k (5.55)

The number of droplets/particles of class k disappeared due to coalescence is

given by [Kumar and Ramkrishna, 1996]:

Dccont,k = ncont,k

nc−1

∑
i=1

Ω
B/A
cont,i,k ncont,k ∀ k ̸= nc,cont (5.56)

The number of droplets/particles of class k generated due to breakage is given

by [Kumar and Ramkrishna, 1996]:

Bbcont,k =
i=nc

∑
i>k

Ω
B
cont,k Γi,k ncont,i

vcont,i

vcont,k
∀ k ̸= nc,cont (5.57)

The number of droplets/particles of class k disappeared due to breakage is

given by [Kumar and Ramkrishna, 1996]:

Dbcont,k = Ω
B
cont,k ncont,k ∀ k ̸= 1,cont (5.58)

Therefore, the rate of change of droplets/particles of class k of contaminant

cont is given by the following differential equation:
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d
dt

nk,cont = Bccont,k −Dccont,k +Bbcont,k −Dbcont,k ∀ k,cont (5.59)

5.9 Separation

This model presents how the separation of droplets and particles, based on their size,

takes place given the cut diameter and the updated droplet/particle size distribution

of Oil & Grease (O&G) and Total Suspended Solid (T SS) that results from the

population balance equations model.

5.9.0.1 Nomenclature

The values of input parameters of the separation model are listed in Table (A.14) of

Appendix (A).

Parameters

dcont,i Initial number of droplets of class i in µm

CDtech,cont Cut diameter of cont by tech in µm

V c,in
cont,i Initial total volume per class i for each cont in m3

Rvtech,cont,i Removal efficiency of technology tech for each class i of

contaminant cont in %

5.9.0.2 Equations

The separation of particles/droplets takes place if the droplet/particle’s diameter is

greater than the cut diameter for the chosen technology tech:

di,cont ≥CDtech,cont ∀ i,cont, tech (5.60)

The total volume per class i for each cont in m3 after the separation:

V c,out
cont,i =V c,in

cont,i (1−Rvtech,cont,i) ∀ i,cont, tech (5.61)
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The total volume for each cont in m3 after the separation:

V tot,out
cont =

i=nc

∑
i=1

V c,out
cont,i ∀ cont (5.62)

The normalized droplet/particle size distribution after the separation is:

PSDout
cont,i =

V c,out
cont,i

V tot,out
cont

∀ i,cont (5.63)

5.10 Summary
This chapter presents the mathematical formulation of sub-models about the es-

tablishment and update of droplet/particle size distribution, according to the pro-

posed volume discretization method introduced herein. It also presents the model-

ing phenomena contributing to size distribution changes, including breakage and

coalescence/aggregation, across various flow types. These sub-models are inte-

grated with discrete Population Balance Equations to compute the rate of change

of droplets/particles. Subsequently, the separation sub-model utilizes the outcomes

of the PBEs to update the size distribution, yielding the final distribution post-

separation. The subsequent chapter shows the implementation results of these sub-

models alongside those from the preceding one.



Chapter 6

Case Studies

In this chapter, the proposed sub-models from Chapter (4 and 5) are applied to var-

ious case studies to show the proposed model’s versatility and practicality. The

insights gained from each case study are used to inform the next one. Starting by

Section (6.1), Fresa parameters shown in Table (6.1) are varied to examine their

impact on the obtained solutions. From there, their values will be fixed to run the

subsequent case studies. In Section (6.2), the impact of volume space discretiza-

tion on the process design is tested by solving the model for a different number of

classes. Based on the volume conservation of the contaminants after the discretiza-

tion, the number of classes will be determined to solve the model in Section (6.3).

In this section, the model parameters that define the stream characteristics, Table

(6.2), are varied. Finally, different breakage and coalescence kernels are used to

solve the population balance equations in Section (6.4).

Fresa is written in Julia. Julia was chosen due to its parallel processing feature

which distributes the processing over multiple cores and hence results in a higher

performance than single processing [Julia Language, 2024]. For the proposed prob-

lem, a computer system with 36 cores has been used.

6.1 Fresa Performance
For the given case study below, Fresa was run with the parameter values given in

Table (6.1) which are varied to test their impact on the obtained solutions. Ac-

cording to the values in the table, Fresa will go through 2,500 iterations during the
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Table 6.1: Fresa parameter values used to solve the first case study

Parameter Value
Number of Solutions to Propagate 10
Number of Generations 2,500
Similarity Index ε 10,000

optimization process. At each iteration, 10 solutions will be selected to create new

individuals for the next iteration based on their fitness value. For two solutions to be

included in the non-dominated set, the distance between their values is more than

104.

6.1.1 Illustrative example

Produced water from an offshore facility of an oil and gas industry is treated to

meet discharge requirements. The main contaminants to be removed from the feed

stream are Oil and Grease (O&G) and Total Suspended Solids (T SS). The water

stream characteristics used to solve this problem are listed in Table (6.2) and the

discharge requirements of the contaminants are in Table (6.3).

Table 6.2: Model initial parameters used to create the initial size distribution where logV min

and logV max are the logarithmic corresponding values of the smallest and largest
diameter in the volume space of contaminant droplets and particles, nc is the
number of discrete volume classes, µ is mean of diameters for the size distri-
bution, σ is the standard deviation values for the volume distribution, Q is the
initial mass flowrate of the inlet stream

Parameter Value Unit
logV min 10.6 -
logV max 16 -
nc 10 -
µ 10 µm
σ 100 -
Q 250 ton/hr

The resulting inlet size distribution of Oil and Grease droplets and Total Sus-

pended Solids particles follow a normal distribution, as shown in Figure (6.1), and

are represented by the discrete mapping shown in Table (6.4) with droplets/particles

diameters ranging from 4.5 to 267.3 µm.
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Table 6.3: Target contaminants and their desired values in (mg L−1) for the discharge op-
tion. Cin

cont is the initial concentration of the contaminant in the water stream and
C f

cont is the final concentration requirements [Bagheri et al., 2018]

Cont Cin
cont C f

cont

O&G 1,500-2,200 40
T SS 189 30

Figure 6.1: Probability distribution of droplets and particles over the volume space range
obtained using the parameters in Table (6.2)

6.1.2 Results and Analysis

Number of Solutions to Propagate: The number of solutions to propagate at each

generation was increased from 10 to 20, and 30. Figure (6.2) shows the set

of non-dominated solutions obtained by solving the case study for different

values of solutions to propagate. A higher number of solutions to propagate

did not result in a denser, more diverse, or higher number of solutions in

our case which is in line with the literature [de Jonge and van den Berg,

2020]. This means 30 solutions to propagate did not result in a better solution

compared with 20 especially with computational time significantly increasing

from 23 hours for 20 solutions to 31 hours for 30 solutions. Figure (6.3)

shows the computational time for each value of the number of solutions to

propagate.

Number of Generations: The number of generations was increased from 500 to
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Table 6.4: The initial normalized droplets/particles size distribution of Oil & Grease (O&G)
and Total Suspended Solids (T SS) in the produced water inflow based on the
parameters in Table (6.2) where i is the class number, di is the diameter of the
droplet/particle is class i, and PDi is the normalized probability distribution of
droplets/particles in volume class i

i di PDi

1 4.5 0.1291
2 7.1 0.1293
3 11.2 0.1293
4 17.7 0.1290
5 27.8 0.1275
6 43.8 0.1227
7 68.8 0.1098
8 108.2 0.0812
9 170.1 0.0367
10 267.3 0.0047

Figure 6.2: Set of non-dominated solutions obtained by solving the case study with param-
eters in Table (6.2 and 6.3) for different values of the number of solution to
propagate np, 2,500 generations and ε = 104

2,500. Figure (6.4) displays the set of non-dominated solutions obtained for

each value of generation number. 1,000 generations appear to be sufficient

to give confidence that a good solution has been obtained while ensuring that

the computational demands are not excessive. Although the 2,000 genera-

tions appear to obtain a slightly better solution, it requires more computation

compared with the 1,000 generations.
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Figure 6.3: Computational time taken for solving the multi-objective optimization problem
for 2,500 generations and different values of a number of solutions to propagate
np.

Figure 6.4: Set of non-dominated solutions obtained for different generations showing how
the solution evolved

Given that Fresa solver uses heuristic methods to solve optimization prob-

lems, they find approximate solutions that are close to the best one quickly

and easily compared with the classic methods. Heuristic methods achieve that

by trading optimality and accuracy for speed however, there is no guarantee

that the optimal solution can be achieved. Although the solutions obtained by
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these methods are not optimal, they are still considered valuable given that

they can be found in a relatively short time [Desale et al., 2015].

As an evolutionary algorithm, Fresa incorporates a crucial aspect: maintain-

ing a balance between exploration and exploitation to avoid getting stuck in

local optima. Exploration involves searching the neighborhood to refine ex-

isting solutions through crossover and mutation. In contrast, exploitation fo-

cuses on seeking solutions in new regions, achieved through selection [Pytel,

2020].

Solution Evolution Over Time: Running the optimization over 2,500 generations

resulted in 68,285 objective function evaluations. The best solution found by

Fresa was at 60,280 function evaluations. The rapid decrease in the objective

function value can be seen in Figure (6.4) from 459 to 458 generations. Af-

ter that, the improvement in the solution becomes smaller with a significant

increase in the computational time.

Impact of Similarity Index: To ensure the diversity of the returned solutions, the

population was pruned using ”similarz” function that eliminates solutions that

have similar values of the objective functions. In our case, the similarity

index ε was varied from 104 to 2× 104 and then 3× 104 to ensure different

configurations are obtained as demonstrated in Figure (6.5). 104 resulted in

better solutions compared with 2×104 and 3×104.

Impact of Solution Initialization: To assess the influence of initialization on the

resulting Pareto-front, the problem was solved with two initial solutions, each

representing a different system design. As displayed in Figure (6.6), the non-

dominated solution sets generated from these varied initializations are similar.

This slight variation observed can be attributed to the stochastic nature of the

solution method rather than sensitivity to the initial conditions. These findings

imply that the Fresa algorithm is consistent in solving this design problem.

Multiple Runs: Due to the stochastic nature of Fresa, the design problem was

solved 10 times to determine whether the stochastic aspects affect the quality
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Figure 6.5: Set of non-dominated solutions obtained by solving the multi-objective opti-
mization problem for different ε with 2,500 generations and 20 solutions to
propagate

of designs obtained, with the settings described above. In all cases, the ob-

tained non-dominated solutions sets look similar with slight variation due to

the stochastic nature of the algorithm as shown in Figure (6.7).

Number of Generated Solutions: On average, Fresa produces 2.5 new solutions

for every member of the population propagated per generation, leading to

approximately 62,500 process designs being evaluated in the search.

Model Verification: The model has been with another method (Genetic Algo-

rithm) for verification [Fraga, 2022]. The solutions obtained by Fresa after

the evaluation of around 62,000 designs are better than those obtained using

a genetic algorithm for 100,000 function evaluations.

Solution Clusters: The obtained solutions appear in two clusters due to the use of

the Hadamard product fitness function to rank the solutions by Fresa which

emphasizes points that are towards the ends of the approximation to the Pareto

frontier leading to a broader and more diverse solution set [Fraga, 2021]. Fig-
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Figure 6.6: Sets of non-dominated solutions obtained by solving the multi-objective opti-
mization problem for different initialization

ure (6.8) shows the designs of key flowsheets obtained by solving the original

case study. The first flowsheet consists of Corrugated Plate Interceptors fol-

lowed by Centrifuge. This flowsheet falls in the cluster to the upper left of the

graph indicating higher cost and lower emission while the second flowsheet,

Corrugated Plate Interceptors followed by Hydrocyclone falls in the lower

right cluster representing the lower emission and higher cost flowsheet.

Optimal Solution: The above graphs display a set of non-dominated solutions that

illustrate the trade-off between two objectives. At this stage, no solution can

be considered the overall optimal solution since both objectives are equally

important. The selection of the best solution depends on the decision maker’s

preferences, based on which objective is prioritized. Additionally, methods

such as multi-criteria decision analysis can be integrated with multi-objective

optimization to provide a more comprehensive framework for selecting the

best design.
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Figure 6.7: Sets of non-dominated solutions obtained by solving the multi-objective opti-
mization problem for 10 runs

6.1.3 Conclusion

From the above, we can conclude that the Fresa algorithm is suitable for solving this

design problem and can obtain good solutions with an acceptable computational

demand with 1,000 generations, 20 solutions to propagate, and a 104 similarity

index. These parameters will be used to solve all the subsequent case studies.

6.2 Impact of Volume Classes Discretization on Pro-

cess Design
The impact of discretization of the droplet/particle size distribution on the process

design was tested by varying the number of classes from 5 to 20. The volume of the

smallest and largest droplets remains the same for all cases. However, the volume of

the classes in between varies with the number of classes. Compared to the original

case with 10 classes, the performance of the model and the design outputs have

varied as described below.
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Figure 6.8: Flowsheets obtained by solving the original case study for 1000 generations,
20 solutions to propagate, 104 similarity index where CPI is Corrugated Plate
Interceptors, CF is Centrifuge and HC is Hydrocyclone.

6.2.1 Illustrative Example

Produced water from an offshore facility of an oil and gas industry is treated to

meet discharge requirements. The main contaminants to be removed from the feed

stream are Oil and Grease and Total Suspended Solids. The water stream charac-

teristics used to solve this problem are listed in Table (6.2), on page 146, except

for the number of volume classes nc that is varied from 5 to 20 classes. The initial

concentration and the discharge requirements of the contaminants are in Table (6.3)

on page 146.

6.2.2 Results and Analysis

6.2.2.1 Computational Time

The time taken to run the model with the same machine for a different number of

classes has varied. The larger the number of class sizes the longer the computational

time. This is because of the increase in the time needed for solving the differential

equations for the change in the number of droplets/particles due to the breakage

and coalescence. Table (6.5) shows the increase in the computational time for each

number of classes.
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Table 6.5: Computational time to obtain the set of non-dominated solutions for different
number of classes nc in hours

nc Time (hr)
5 0.95
10 9.38
15 39.05
20 71.39

6.2.2.2 Non-dominated Solution Set

13 non-dominated solutions were obtained when the number of classes nc is 5 and

10, 19 solutions for 15 classes, and 14 solutions for 20 classes. Figure (6.9) shows

the set of non-dominated solutions obtained for solving the multi-objective opti-

mization model for different numbers of classes. A discrete curve is obtained rather

than smooth due to discrete design choices. Table (6.6) displays the most cost-

effective solution and the most environmentally friendly solution obtained for each

value of the number of classes with the remaining solutions varying between these

two solutions in the space. The variation in the cost is the highest in the case of

15 classes where the cost is almost 13 times higher in the most environmentally

friendly compared with the most cost efficient. On the other hand, the variation is

the lowest 24 % only between the most cost-effective and environmentally friendly

solutions in the case of 5 classes. The variation in the emission is lower compared

with the cost as the maximum is only 17 % higher in the case of 5 classes and the

lowest is 6% different in the case of 20 classes.

Table 6.6: The most cost-effective and environmentally friendly solutions for each number
of classes nc

nc Cost ($/yr) Emission (KgCO2e/yr)
5 596,298 273,483

2,220,000 226,809
10 802,288 286,459

2,405,650 258,829
15 547,128 276,451

7,254,404 255,012
20 811,933 290,342

1,007,954 271,836
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Figure 6.9: Set of non-dominated solutions obtained for different number of classes nc clas-
sified by the selected sludge option where the legend represents the pair of class
number nc and sludge option slg (nc- slg)

The variation in the number of classes resulted in different configurations and

also the final concentrations of the oil & grease and total suspended solids have

varied with the number of volume classes as displayed in the parallel coordinates

plot in Figure (6.10). The vertical axes in the diagram represent the number of

classes nc and the final output concentration of oil & grease and total suspended

solids in mg/L. Each connected line across all the axes represents a different design.

The designs obtained by solving the optimization problem for a given number of

classes have the same color. For example, one of the designs obtained for 20 classes,

where the line color is purple, resulted in an output stream with a concentration of

0.0029 mg/L for oil & grease and around 18.5 mg/L for the total suspended solids.
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Figure 6.10: Parallel Coordinates plot showing the variation in the Oil & Gas (O&G) and Total Suspended Solid (T SS) final concentration with the
number of volume classes nc
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Figure (6.10) reveals two notable observations. The first one is related to the

difference in the concentration levels of oil & grease and total suspended solids.

The second is the spread of the output concentration for the number of classes.

The variation in the stream specifications between the different number of classes

can be attributed to the impact of breakage and coalescence on the droplet/particle

size distribution. To understand the reasons behind this variation, two designs from

the non-dominated solution set for 5 classes are chosen for illustration. Table (6.7)

presents the final concentrations obtained for oil & grease and total suspended solids

for these two solutions.

Table 6.7: Values of the final oil & grease (O$G) and total suspended solids (T SS) concen-
tration for two designs and using 5 volume classes

Design O&G (mg/L) T SS (mg/L)
1 0.0068 23.3
2 0.0065 29.5

The first observation is that the output concentration of oil & grease is lower

than that of total suspended solids although the initial concentration of the former

is 1,850 and 189 mg/L for the latter. This is attributed to the difference in the

size distribution between oil & grease and total suspended solids. Figure (6.11 (a))

shows the obtained distribution for oil & grease and total suspended solids as a result

of the breakages and coalescence. We can observe from the figure that the volume

of oil & grease has been shifted to classes 4 and 5. In the case of total suspended

solids, the volume has been shifted to class 1. For oil & grease, the coalescence

has an impact on the droplet while there is no breakage taking place resulting in

droplets becoming larger and hence shifting to the larger classes. In the case of

the total suspended solids, the breakage rate of particles exceeds the aggregation

resulting in smaller droplets. The reasons behind this dynamic are attributed to the

selection of the breakage and coalescence kernels which will be discussed in detail

in Section (6.4) of this chapter.

This shift in the size distribution affects the removal efficiency of droplets and

particles. Figure (6.11 (b)) shows the removal efficiency of oil & grease and total
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Figure 6.11: Size Distribution and Removal Efficiency of Oil & Gas (O&G) and Total Sus-
pended Solid (T SS) by Hydrocyclone (HC) using 5 volume classes nc

suspended solids for design 1. We can see the removal efficiency of oil & grease is

between 0.4 and 0.85 for classes 1 and 2 and above 0.9 for the remaining classes.

For total suspended solids, the removal efficiency is around 0.88 for the first class

and above 0.9 for the rest. In the case of oil & grease, the removal efficiency is

above 0.9 in classes 4 and 5 where most of the volume is and it is less than 90 for

total suspended solids in class 1 where most of the volume has been shifted. Higher

removal efficiency with higher volume results in lower concentration output as in

the case of oil & grease and lower removal efficiency with higher volume results in

higher output concentration.

The other observation we can notice from Figure (6.10) is that the output range

of oil & grease is clustered around a small range for each number of classes. On

the contrary, for total suspended solids, the concentration output varies from 17.6 to

29.9 mg/L for all classes. In the case of oil & grease, although there is a difference
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in the removal efficiency between design 1 and 2 for 5 classes as shown in Figure

(6.11 (c)), this difference is in classes 1 to 3 where there is a small fraction of

volume. In classes 4 and 5, the removal efficiency is almost 1.0 for both designs.

Changing the value of design variables will not affect the separated volume of oil &

grease significantly.

In the case of total suspended solids, Figure (6.11 (d)) shows the removal ef-

ficiency for total suspended solids particles for the two designs. In design 1, the

removal efficiency of class 1 is 0.88 compared with 0.84 for design 2. With almost

all the volume of total suspended solids shifted to class 1, a small variation in the

removal efficiency results in a relatively significant change in the output concentra-

tion.

6.2.2.3 Flowsheet

The obtained solutions represent different configurations as shown in Figure (6.12)

which displayed the configurations of the process including the sludge option. The

problem was solved to meet the requirements of discharge which are 40 mg/L for

oil & grease and 30 mg/L for total suspended solids. Two units could meet these

requirements for all classes except for 20, which needed three stages.

In the case of 5 and 10 classes, the only units that do not have constraints

related to the inlet stream for the first stage are the American Petroleum Institute

separator and the Corrugated Plate Interceptors separator. The latter was chosen in

all solutions as a primary treatment unit due to its smaller footprint and hence cost

and emission although its separation efficiency is lower than that of the American

Petroleum Institute separator. The purpose of the first stage was to meet the inlet re-

quirements of the next unit which is Hydrocyclone and Centrifuge separators which

is why a relatively lower removal efficiency was needed to remove all the droplets

and particles larger than 200 and 100 µm.

For the second stage, Nutshell Filter, and Microfiltration Membrane have

higher inlet constraints that can not be met be met by the Corrugated Plate In-

terceptors separator. This leaves us with Hydrocyclone, Centrifuge, and Induced

Gas Flotation. The inlet concentration requirement for Induced Gas Flotation is
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Figure 6.12: Flowsheets obtained by solving the multi-objective optimization for different
number of classes where API is American Petroleum Institute separator, CPI is
corrugated Plate Interceptors separator, HC is Hydrocyclone separator, CF is
Centrifuge separator, Sludge 1 is machine thickening and Sludge 2 is machine
thickening and incineration

1,000 mg/L which was met in some of the obtained designs by Corrugated Plate

Interceptors separator. However, Hydrocyclone and Centrifuge have a higher in-

let concentration limit which gives them an advantage over Induced Gas Flotation.

Additionally, Hydrocyclone and Centrifuge have lower capital and operating costs

compared with Induced Gas Flotation. The only requirements of the Hydrocyclon

and Centrifuge that need to be met are not to have droplets and particles of diameter

more than 200 and 100 µm respectively which was satisfied by the Corrugated Plate

Interceptors separator.

The alternating between Hydrocyclon and Centrifuge represents the trade-off

between cost and emission. While the cost of a Centrifuge is higher in all the

designs, it is emission is lower than that of a Hydrocyclon. This is because the main

factor that affects the emission in the case of Hydrocyclon and Centrifuge is the size

of the unit which is larger in the case of Hydrocyclon than Centrifuge.

In case of 15 classes, due to the wider spread of volume between the classes,

with Corrugated Plate Interceptors separator, the requirements of Centrifuge could

not be satisfied which is removing the droplets and particles larger than 100 µm
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which means Hydrocyclon was the only option given that the other options were

eliminated as explained above. Therefore, for 15 classes, the only configuration was

a Corrugated Plate Interceptor separator followed by a Hydrocyclon. Similarly, for

20 classes, with the American Petroleum Institute separator and Corrugated Plate

Interceptors separator, it was not possible to meet the requirement for a Centrifuge,

so Hydrocyclon was chosen.

The sludge fraction produced by the configuration from the initial stream ac-

counts for approximately 0.4%, aligning closely with literature findings [Andreoli

et al., 2007] which reported a value of 0.265%. Among the sludge options con-

sidered, the third option—machine thickening and melting—was consistently out-

performed by the second option, machine thickening, and composting, in terms of

both cost and emissions. Consequently, the first and second options were chosen

as the primary choices, representing a trade-off between cost and emissions. This

contradiction is reflected in the two separate clusters observed in the Pareto front

illustrated in Figure (6.9). Detailed cost and emission values for the sludge options

can be found in Table (A.24) in Appendix (A).

6.2.2.4 Design Variables

All the identified designs have the same configurations; Corrugated Plate Intercep-

tors separator followed by Hydrocyclone. The values of the design variables of

these two units are discussed below. The design variables of the Corrugated Plate

Interceptors separator unit are displayed using a parallel coordinates plot, Figure

(6.13).
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Figure 6.13: A parallel coordinate visualization diagram showing the range of the Corrugated Plate Interceptors separator design variables for different
numbers of classes nc
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Corrugated Plate Interceptors separator cut diameter: The cut diameter of the

oil droplets is closer to the upper bound, 270 µm, than to the lower bond

which is 30 µm as shown in Figure (6.13). For 5 classes, it is above 180 µm as

it is enough to meet the requirements for both Hydrocyclone and Centrifuge

which are 100 and 200 µm respectively. In the case of 10 classes, it is closer to

100 µm when the next unit is Centrifuge and closer to 200 µm when the next

is Hydrocyclone. For 15 and 20 classes, the value is higher than 180 µm and

below it for 20 classes. Given the logarithmic scale of the size distribution, as

shown in Table (6.8), and to meet the inlet requirement of Hydrocyclone, the

minimum possible cost can be achieved by removing only the classes with

diameter larger than 200 µm. In the case of 20 classes, the cut diameter falls

between 174.2 µm and 215 µm while in the case of 5 classes, it is closer to

the upper bound, 270 µm.

Table 6.8: The droplets/particles diameter of oil & grease (O&G) and total suspended solids
(T SS) in the produced water inflow based on the parameters given in Table (6.2)
for different numbers of classes

i 5 10 15 20
1 4.5 4.5 4.5 4.5
2 12.6 7.1 6.1 5.6
3 34.9 11.2 8.1 7.0
4 96.6 17.7 10.9 8.6
5 267.3 27.8 14.6 10.7
6 43.8 19.5 13.3
7 68.8 26.2 16.5
8 108.2 34.9 20.4
9 170.1 46.7 25.3
10 267.3 62.5 31.4
11 83.6 38.9
12 111.7 48.2
13 149.4 59.7
14 199.8 73.9
15 267.3 91.6
16 113.5
17 140.6
18 174.2
19 215.7
20 267.3
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Corrugated Plate Interceptors plate length and width: Figure (6.14) explains

the relation between the length and width of Corrugated Plate Interceptors

plates. While opting for a bigger plate by increasing the length and the width

maintains a laminar flow and increases the separation area, it compromises

the cost. On the other hand, low values of both dimensions reduce the cost

but increase the turbulence of the flow which violates the design requirements

of maintaining a low Reynolds number and hence a laminar flow.

Figure 6.14: Reynolds Number vs. Width and Length with Cost Variation of Corrugated
Plate Interceptors separator unit

We can also notice that the value of the Corrugated Plate Interceptors width

varies from the lower to the upper bound unlike the length that is constrained

between the lower bound and 1.89 m, the upper bound is around 4 m. This is

because the ratio between the Corrugated Plate Interceptors unit width and the

width of the tank that contains it is lower than that between the Corrugated

Plate Interceptors length and the tank length, 1 and 2.4 respectively. This

makes the cost more sensitive to the changes in the length compared with the
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width.

Distance between Corrugated Plate Interceptors plates: The spacing between

plates in the Corrugated Plate Interceptors typically is closer to the lower

bound, often around 0.0127, with an upper limit of 0.05 m. Reduced spacing

requires lower velocities for particles to settle down the channel and sub-

sequently be removed. Given the droplet/particle rise velocity is directly

proportional to particle size, smaller droplets can be separated effectively at

shorter distances.

Furthermore, the spacing plays a critical role in maintaining laminar flow

within the unit, with a Reynolds number lower than 2,000. Increasing the

distance between plates can increase flow turbulence, thereby violating de-

sign constraints. Moreover, opting for smaller plate distances results in more

compact units, resulting in reduced capital costs.

Number of Hydrocyclones: Increasing the number of parallel Hydrocyclone units

leads to a decrease in the flow rate per Hydrocyclone, thereby reducing the

flow velocity within the unit. The flow velocity is inversely proportional to the

cut diameter of the Hydrocyclone. Consequently, maintaining a higher flow

rate within the unit enhances its separation efficiency, resulting in fewer units

being needed to achieve the desired efficiency compared to a higher number

of units. This elucidates why, in all cases, the number of units is either 1 or 2,

closer to the lower bound of this variable compared to the upper bound.

Diameter of Hydrocyclone: Similar to the Hydrocyclone number, increasing the

diameter affects the separation negatively. A larger diameter corresponds to

a larger body diameter, which in turn leads to an increased cut diameter and

hence decreases the ability of the Hydrocyclone to separate smaller droplets

and particles. This explains why the value of the Hydrocyclone diameter is

closer to the lower bound which is 0.45 m. In all cases, the value of this

variable was less than 1 m.
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6.2.2.5 Volume Conservation

Due to the discretization of the volume space, the volume conservation is affected

by the number of classes. To measure the amount of volume lost for each number

of classes, the area under the curve for each case study, as shown in Figure (6.15)

along with the curve in Figure (6.1), are estimated using the trapezoidal rule. Fol-

lowing that, the area of each case was compared to the original one to estimate the

conserved volume of the contaminants. Figure (6.16) summarizes the findings.
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Figure 6.15: Area under the curve for the contaminant volume distribution for different number of classes
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Figure 6.16: The fraction of the conserved vs lost volume as a result of discretizing the
volume space for different number of classes

6.2.3 Conclusion

Based on the above results, it’s evident that changing the number of classes affects

the objective function values or the obtained designs. They also influence the final

concentration of contaminants. Additionally, a fraction of the volume is lost due to

the discretization method applied to the volume space, with the lost volume showing

an inverse relationship with the number of classes. Contrarily, as the number of

classes increases, so does the computational demand.

The subsequent case studies in the coming section will be addressed using 10,

15, and 20 classes, as these configurations resulted in higher volume conservation

compared to the 5-class scenario.

6.3 Impact of Input Parameters on Process Design
In this section, the model parameters shown in Table (6.2) are varied to create dif-

ferent case studies to illustrate the model’s capability to handle streams with various
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characteristics in terms of the water volume, initial and final contaminant concen-

tration, and droplet/particle distribution.

6.3.1 Illustrative Example

By varying the value of the above-mentioned parameters, the cases displayed in

Table (6.9) were obtained. A standard deviation of 100 was used to generate all the

distributions.
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Table 6.9: Different case studies obtained by varying the model parameters in Table (6.2 for various final produced water destinations where T SS f is
the concentration of the total suspended solids (T SS) for the final destination, O&G f is the concentration of the oil & grease (O&G) for the
final destination, T SSi and O&Gi are the initial concentrations of oil & grease (O&G) and total suspended solids (T SS), logV min and logV max

are the logarithmic corresponding values of the smallest and largest diameter in the volume space of contaminant droplets and particles, nc

is the number of discrete volume classes, µ is mean of diameters for the size distribution, Q is the initial mass flowrate of the inlet stream

.

Case No. Destination T SS f O&G f T SSi O&Gi Q nc µ logvmin logvmax

1 Cooling
Towers

150 42 1,000 1,850 500 10 22 12 14

2 10 280 9 17
3 15
4 20
5 Irrigation 0.0 0.05 189 560 250 10 400 9 17
6 280
7 30
8 Re-

injection
42 10 500 560 100 10 10 10.6 16
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6.3.2 Results and Analysis

Number of Classes: Similar to the discharge case study in the previous section,

the multi-objective optimization problem was solved for cases (2),(3), and (4)

in Table (6.9) each with a different number of classes. The obtained designs

are similar for all number of classes which is Corrugated Plate Interceptors

separator only, however, the final level of contaminants concentration varies

with the class sizes. Table (6.10) displays the output concentration of the

contaminants for selected designs from 10, 15, and 20 classes. The value

of oil & grease concentration varied for all the cases, unlike that of the total

suspended solids which resulted in almost the same concentration for 15 and

20 classes.

Table 6.10: Final concentration of oil & grease (O&G) and total suspended solids (T SS)
obtained by solving the multi-objective optimization problem for 10, 15, and
20 classes nc to meet the requirement of cooling towers.

nc 10 15 20
O&G 0.60 0.33 0.90
T SS 147.67 149.40 148.97

Droplet/Particle Size Distribution: For the cooling tower destination, cases (1)

and (2) have been solved with different size ranges and hence different means

and different size distributions. Each case resulted in different designs with

one unit only. Figure (6.17) shows the configurations obtained for each case.

Given the final requirement of the cooling tower is 150 mg/L for total sus-

pended solids concentration, a single unit was sufficient to meet this require-

ment.

In case (1), the droplet and particle diameters range from 12.4 to 57.6 µm.

With a mean diameter of around 22 µm, the size distribution is centered. The

narrower range resulted in droplet/particle of diameter lower than 200 µm

which meets the inlet requirement of Hydrocyclone as a primary unit. In case

(2), the droplets and particle diameters are between 1.2 to 576 µm. The three

primary options are the American Petroleum Institute separator, Corrugated
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Figure 6.17: Process design obtained by solving the multi-objective optimization problem
for cases (1) and (2) each has a different size distribution range to meet the
cooling towers requirements where HC is Hydrocyclone and CPI is Corru-
gated Plate Interceptors separator.

Plate Interceptors separator, and Hydrocyclone. Hydrocyclone requirements

are not met given the wider range of droplets larger than 200 µm so it was not

chosen. The other two candidates are the American Petroleum Institute sep-

arator and the Corrugated Plate Interceptors separator. The coalescence rate

in the American Petroleum Institute separator is higher than that of the Cor-

rugated Plate Interceptors separator with a higher cost and emission. Given

that the mean is around 280 µm, the contaminants volume is shifted towards

the larger classes, therefore a lower coalescence rate is sufficient to meet the

final requirements which make the Corrugated Plate Interceptors separator a

better option than the American Petroleum Institute separator.

Mean Diameter: For irrigation destination, cases (5), (6), and (7) have been solved

with different means and consequently a right-skewed, centered, and left-

skewed distributions. In the latter, more volume is allocated to the smaller

classes which requires a higher removal efficiency and hence higher cost and

emission compared with the other two cases. This is demonstrated in Figure

(6.18) where the right-skewed distribution is by far higher in cost and emis-

sion.
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Figure 6.18: Set of non-dominated solutions obtained by solving the multi-objective op-
timization problem for cases (5), (6) and (7) using the same diameter range
with different means to meet the requirements of irrigation

Having the mean values at 280 and 400 µm in cases (6) and (7) results in a

volume shift towards the larger classes. Notably, the minimum cut diameters

of all primary units—150 for µm, 30 for Corrugated Plate Interceptors sepa-

rator, and 5 for Hydrocyclone—are substantially lower than these means. The

configuration needed to fulfill the strict outlet concentration requirement for

irrigation consists of only two units: Corrugated Plate Interceptors separator

and Microfiltration. In contrast, in case (5), four units were needed to meet

the same requirements; American Petroleum Institute separator, Corrugated

Plate Interceptors separator, Hydrocyclone, and Microfiltration. Figure (6.19)

shows the process diagrams for these cases.

Final Destinations: Figure (6.20) displays the Pareto fronts for cases (2), (5), and

(8) in addition to the discharge case from the previous section. With the fi-

nal concentration requirements stricter in some cases compared with others,



6.3. IMPACT OF INPUT PARAMETERS ON PROCESS DESIGN 175

Figure 6.19: Process design obtained by solving the multi-objective optimization problem
for cases (5), (6) and (7) each case has a different mean diameter to meet the
irrigation requirements where API is American Petroleum Institute separator,
CPI is Corrugated Plate Interceptors separator, HC is Hydrocyclone and MF
is Microfiltration Membrane.

other factors such as water stream volume, size distribution, and initial con-

taminants concentration contributed to raising the cost and emission of desti-

nations with less strict requirements. For example, in the case of discharge,

the final requirements for oil & grease and total suspended solids are 40 and

30 mg/L compared to 150 mg/L for total suspended solids in cooling towers.

The cost and emission of the latter are higher than that of the former due to

the significantly higher stream volume, 500 compared with 250 ton/hr, and

higher total suspended solids initial concentration, 1,000 compared with 500

mg/L. When comparing the irrigation and re-injection cases, the main con-

tributor to increasing the cost and emission of the re-injection is the value

of the mean being around 10 compared with 400 µm for irrigation. Figure

(6.21) shows the process configurations obtained to meet the requirements of

re-injection.

6.3.3 Conclusion

The above case studies demonstrated the ability of the model to handle various

stream characteristics in terms of water stream volume, initial concentration, and

final requirements which were translated into different specifications, designs, and

objective values. The model could also capture the impact of the volume discretiza-
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Figure 6.20: Set of non-dominated solutions obtained by solving the multi-objective opti-
mization problem for different destinations

Figure 6.21: Process designs obtained by solving the multi-objective optimization problem
for cases (8) to meet the requirements of re-injection where API is American
Petroleum Institute separator, CPI is Corrugated Plate Interceptors separator,
HC is Hydrocyclone and CF is Centrifuge separator.

tion and size distribution as it was shown in the case of different diameter ranges,

cases (1) and (2), and different means for irrigation destination in cases (5), (6), and

(7).
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6.4 Impact of Breakage and Coalescence Models
The purpose of this section is to test the proposed model’s ability to capture the

impact of different breakages and coalescence mechanisms on the process perfor-

mance. This will be achieved by replacing selected kernels adapted in the above

case studies with different ones and comparing the initial distribution with the one

obtained from the Population Balance Equations for each case. The alternative ker-

nels are related to the following phenomena:

• Droplet breakage in turbulent flow (Case 2)

• Particle breakage in laminar and turbulent flow (Case 3)

• Droplet coalescence in laminar flow (Case 4)

• Droplet coalescence in turbulent flow (Case 5)

In addition to the above phenomena, the original model will be solved assum-

ing the breakage and coalescence rates are zero which means the size distribution

of droplets and particles will remain the same after implementing the population

balance equations. This case study will enable us to identify the impact that the

breakage and coalescence/aggregation phenomena have on the process configura-

tions. This case will be referred to as (Case 0) and the original as (Case 1).

Refer to Table (6.12) in Chapter (3) page 63 for the list of original kernels.

6.4.1 Illustrative Example

Produced water from an onshore facility of an oil and gas industry is treated to

meet re-injection requirements. The main contaminants to be removed from the

feed stream are Oil and Grease and Total Suspended Solids. The water stream

characteristics used to solve this problem along with the initial concentration and

the re-injection requirements of the contaminants are listed in Table (6.11). Table

(6.12) presents the alternative kernels used to replace the ones in the original case

study. The mathematical formulation of these kernels is listed in Chapter (5).
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Table 6.11: Parameter values for the re-injection case study where logV min and logV max

are the logarithmic corresponding values of the smallest and largest diameter
in the volume space of contaminant droplets and particles, nc is the number
of discrete volume classes, µ is mean of diameters for the size distribution, q
is the initial mass flowrate of the inlet stream, σ is the standard deviation of
the volume distribution, Cin,OnG and Cin,T SS are the initial concentrations of oil
& grease (O&G) and total suspended solids (T SS), C f ,OnG and C f ,T SS are the
concentrations of the oil & grease (O&G) and total suspended solids (T SS) for
the final destination

Parameter Value Unit
logV min 10.6 -
logV max 16 -
nc 10 -
µ 10 µm
σ 100 -
q 100 ton/hr
Cin,OnG 560 mg/L
Cin,T SS 500 mg/L
C f ,OnG 42 mg/L
C f ,T SS 10 mg/L

6.4.2 Results and Analysis

As shown in Figure (6.22), using different breakage and coalescence models has

a significant impact on the values of the objective functions as also is proven by

the changes in the obtained configurations in Table (6.13) which show the number

of obtained designs and the different configurations. Because each configuration

consists of multiple units, a selected unit will be chosen from each configuration

to compare the change in distribution obtained by each. The following paragraphs

present the basis on which the units are chosen.

• When comparing Case (0) with Case (1), the purpose is to find out how solv-

ing the original problem without considering the breakage and coalescence

will change the obtained configurations or the system performance. Since

both cases resulted in different configurations, the size distribution from the

first unit in each configuration is compared (American Petroleum Institute

separator vs Corrugated Plate Interceptors separator) as both have the same

inlet specifications in addition to Centrifuge unit in both cases for configu-
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Table 6.12: Alternative breakage and coalescence kernels used for the modeling of the evo-
lution of droplet size distribution

Phenomena Classification Flow Type Mechanism Reference

Breakage Droplets Turbulent Turbulent fluctu-
ation and colli-
sion - eddy’s en-
ergy

[MARTÍNEZ-
BAZÁN
et al., 1999]

Coalescence Droplets Laminar Buoyancy-
induced collision
and energy model

[Friedlander,
2000,
Prince and
Blanch,
1990,
Sovova,
1981]

Turbulent Turbulent colli-
sions and film
drainage

[Prince and
Blanch,
1990,
Kamp
et al., 2001,
Liao and
Lucas,
2010b]

Breakage Particles Laminar
and Turbu-
lent

Shear rate-Power
Law Model

[Pandya
and Spiel-
man, 1983]

rations (American Petroleum Institute separator, Corrugated Plate Intercep-

tors separator, Centrifuge) and (Corrugated Plate Interceptors separator, Cen-

trifuge).

• For Case (1) vs Case (2), the breakage kernel of droplets in turbulent flow

used in Case (1) was replaced by the alternative one in Case (2). Both cases

resulted in a common configuration (Corrugated Plate Interceptors separator,

Centrifuge). Centrifuge is the only unit in both configurations with turbulent

flow. Therefore, the droplet size distribution of Centrifuge in these two cases

will be compared.

• In Case (1) vs Case (3), the breakage kernel of particles in laminar and turbu-

lent flow used in Case (1) was replaced by the alternative one in Case (3). Two
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Figure 6.22: Sets of non-dominated solutions obtained for solving the multi-objective op-
timization problem using 10 classes for re-injection destination. The different
colors represent the solution set obtained without considering the impact of
breakage and coalescence (case 0), the original case (case 1), and four cases
where the breakage and coalescence models have been changed (cases 2 to 5).

Table 6.13: The number of non-dominated solutions/designs and the different configura-
tions obtained by solving the re-injection problem with different breakage and
coalescence models for oil droplets and solid particles using 10 classes where
API is American Petroleum Institute separator, CPI is Corrugated Plate Inter-
ceptors separator, HC is Hydrocyclone and CF is Centrifuge separator and IGF
is Induced Gas Flotation

Case No of designs Configurations
0 10 API, CPI, CF

IGF, CPI, CF
1 12 API, CPI, HC

CPI, CF
2 7 CPI, HC

CPI, CF
3 2 CPI, HC
4 4 API, CPI, HC

IGF, CPI, HC
5 6 IGF, CPI, HC

API, CPI, HC

configurations have been obtained by solving Case (3) compared with only 1

in Case (1). For comparison, the particle size distribution of Centrifuge and

Hydrocyclone units in configurations (American Petroleum Institute separa-
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tor, Corrugated Plate Interceptors separator, Hydrocyclone) and (Corrugated

Plate Interceptors separator, Centrifuge) are compared.

• In Case (1) vs Case (4), the droplet coalescence kernel in laminar flow is re-

placed in the Case (4) model. Changing the coalescence kernel resulted in

different process configurations in each case with a common one (American

Petroleum Institute separator, Corrugated Plate Interceptors separator, Hydro-

cyclone). Since the kernel is related to the laminar flow, the size distribution

of the American Petroleum Institute separator in both cases is compared.

• For Case (1) vs Case (5), the coalescence kernel of droplets in turbulent flow

used in Case (1) was replaced by the alternative one in Case (5). Each case

resulted in two configurations with a common one (American Petroleum In-

stitute separator, Corrugated Plate Interceptors separator, Hydrocyclone). For

comparison, a unit from the common configuration between both is chosen.

Hydrocyclone is the only unit in both configurations with turbulent flow.

Therefore, the droplet size distribution of Hydrocyclone in these two cases

will be compared.

Without breakage and coalescence: Figure (6.23 (a)) illustrates the influence of

coalescence on oil & grease droplet distribution for American Petroleum In-

stitute separator in Case (0) and Corrugated Plate Interceptors separator in

Case (1). In the American Petroleum Institute separator unit, droplet distri-

bution remained unchanged following the Population Balance Equations as

the coalescence rate is zero which means the size distribution will remain the

same after implementing the Population Balance Equations. This is demon-

strated by the identical distributions in the green and orange lines. How-

ever, in the Corrugated Plate Interceptors separator unit where the coales-

cence rate has a positive value, the impact of coalescence is obvious as most

of the droplets in the smaller classes collide with each other and form big-

ger droplets. This explains the noticeable shift in volume towards the larger

droplet classes.
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Conversely, in the Centrifuge unit, with a breakage rate equal to zero, the

distribution of the total suspended solid particles remained the same after the

implementation of the population balance equations. When using a break-

age kernel with a positive value, all the droplets in classes 2 to 10 broke into

smaller droplets and thus the volume has shifted to class 1. This shift sig-

nificantly impacted the process design, requiring higher removal efficiency

and hence higher cost as smaller droplets require higher efficiency. This is

demonstrated in Figure (6.22) where the solution set of Case (0) is closer to

the lower left of the graph meaning lower cost and emission compared with

Case (1).

Figure 6.23: Comparison of droplet size distributions with and without accounting for
breakage and coalescence phenomena. Case (0) illustrates the droplet size dis-
tribution in the American Petroleum Institute (API) separator and Centrifuge
(CF) units, while Case (1) shows the changed distribution in the Corrugated
Plate Interceptors separator (CPI) and CF units, incorporating the effects of
breakage and coalescence where (O&G) is oil & grease and T SS is total sus-
pended solids.

Droplet breakage in turbulent flow: Figure (6.24 (a)) presents the oil & grease

droplet distribution for Cases (1) and (2) after the population balance equa-

tions. Both kernels resulted in the same distribution in the Centrifuge unit.

This is because the breakage models did not impact both cases and the change
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in the size distribution is due to the coalescence only which shifted the vol-

ume to the larger classes. This is evident by the red and blue lines which are

lower from classes 1 to 7 and higher after that.

Figure 6.24: Changes in the droplet and particle size distribution resulted from using dif-
ferent breakage and coalescence kernels. Each graph represents the change in
selected units with different colors representing the initial distribution and the
ones obtained after the implementation of the Population Balance Equations
(PBEs) where (O&G) is oil & grease, T SS is total suspended solids, CF is
Centrifuge separator, API is American Petroleum Institute separator and HC
is Hydrocyclone

In case (1), the breakage rate is higher for the larger classes and almost neg-

ligible for the smaller ones. As shown by the green line, the volume at the

larger classes is zero for the initial distribution, therefore the breakage did not

have an impact. Based on the adopted model, larger droplets possess a greater

surface area compared with smaller ones, causing them more exposed to fluc-

tuations in fluid velocity. Consequently, larger droplets experience higher

kinetic energy from the surrounding flow. According to [Coulaloglou and
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Tavlarides, 1977], droplets with turbulent kinetic energy surpassing their sur-

face tension exhibit a higher breakage rate. This phenomenon is particularly

pronounced for larger droplets, where the impact of turbulent kinetic energy

overcomes the resistance exerted by surface tension, resulting in a high rate

of breakage.

In case 2, the breakage rate was zero for all classes. This is because the

breakage rate proposed by [MARTÍNEZ-BAZÁN et al., 1999] is based on

the difference between turbulent stresses and surface pressure. The breakage

rate will vanish when the surface stress that resists the droplet deformation

is larger than the turbulent stress that prompts the deformation and breakage,

which is the case in our model.

In Figure (6.22), the design shared between Case (1) and (2), represented

as (Corrugated Plate Interceptors separator, Centrifuge), is shown near each

other towards the lower right of the diagram, highlighted by the green and

blue squares. Conversely, the design unique to Case (1) and (2), represented

as (American Petroleum Institute separator, Corrugated Plate Interceptors

separator, Hydrocyclone) and (Corrugated Plate Interceptors separator, Hy-

drocyclone) respectively, are positioned towards the lower left side of the

plot. This difference arises from the inclusion of the Centrifuge unit in the

common configuration, which incurs a higher cost compared with the Ameri-

can Petroleum Institute separator and Hydrocyclone units. Although the latter

units are characterized by lower costs, they exhibit higher emissions due to

their larger size relative to the Centrifuge unit.

Particle breakage in laminar and turbulent flow: Replacing the exponent model

with the power law model for the total suspended solid particle breakage re-

sulted in a negligible breakage rate which is evidenced in the impact of

coalescence only that shifted the volume towards the larger classes as shown

in the blue line. On the other hand, the exponent model resulted in a high

breakage rate. The red line in Figure (6.24 (b)) shows how the whole volume

was shifted to class 1. Since both models are empirical, the different results
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obtained from both models highlight the variability and limitations inherent

in empirical approaches. The effectiveness of such methods relies heavily on

experimental data quality, underlying assumptions, and parameter sensitivity.

This difference has impacted the obtained sets of non-dominated solutions

in both cases. As breakage affects the separation negatively, the cost and

emission of Case (3) are lower than that of Case (1). This is evident in Figure

(6.22) where the curve of Case (3) is closer to the lower left side of the graph.

Droplet coalescence in laminar flow: Both cases resulted in a high coalescence

rate for oil droplets. The green line in Figure (6.24 (c)) indicates that the

majority of the volume was initially distributed equally between classes 1 to

7 and then started to decrease at 8 and 9 to reach 0 at 10. After the Popula-

tion Balance Equations, the volume distribution has shifted from the smaller

classes and concentrated on the larger ones. However, In Case (4), we can

notice the volume was distributed between classes 9 and 10 while in Case (1)

it was shifted completely to class 10.

In these two cases, different collision frequency and coalescence efficiency

kernels were applied. In Case 1, the collision frequency is derived from

gradient-induced velocity, coupled with the film drainage model. Conversely,

Case 2 utilized droplet buoyancy for collision frequency, employing the en-

ergy model for coalescence efficiency. Despite the differing mechanisms em-

ployed by these models, the agreement in results across varied approaches

indicates that the selected kernels effectively capture the underlying mecha-

nisms under the given conditions.

Given the similar droplet distributions in both scenarios, the resulting designs

are closely aligned in Figure (6.22). The design from Case 1, which includes

a Centrifuge, is positioned towards the lower right of the graph, indicating a

higher cost. Conversely, the design from Case (4) is towards the upper left,

indicating higher emissions due to the selection of the Induced Gas Flotation

unit. The elevated emissions are associated with the use of methane gas for



6.4. IMPACT OF BREAKAGE AND COALESCENCE MODELS 186

bubble generation.

Droplet coalescence in turbulent flow: The alternative model resulted in a rela-

tively higher coalescence rate compared with the original model as shown in

Figure (6.22). The blue line in Figure (6.24 (d)) shows the shift of volume

from all the classes to class 10 while in Case (1) the volume is shifted and

distributed between classes 4 to 10. The relatively small difference in the

distribution was expected in this case as the same coalescence mechanism

theory is used for both cases which is the film drainage. The only differ-

ence between the two cases is the method used to quantify the coalescence

efficiency between the droplets while the collision frequency is the same for

both.

6.4.3 Conclusion

In this section, we have demonstrated the influence of breakage and coalescence

phenomena on process design, as evidenced by the comparing designs obtained for

Case (0) and Case (1), and their subsequent effects on cost and emissions. Our

proposed model can capture size distribution changes resulting from various mech-

anisms and methods used to quantify breakage and coalescence phenomena. This

ability was evident across different configurations, distributions, and objective func-

tion values. Notably, certain kernels exhibited negligible impact on droplet and

particle size distribution, attributable to complex dynamics between dispersed and

continuous phases, as observed in Case (2). Furthermore, in Case (3), the mini-

mal influence on size distribution could be attributed to the empirical nature of both

models, potentially resulting in less accurate outcomes when applied to different

problems.



Chapter 7

Conclusion and Future Work

This chapter summarizes the work accomplished in this thesis and the major con-

tributions followed by potential directions for future work to address this work’s

limitations.

7.1 Summary
Produced Water is a major concern in the oil and gas industry that needs to be

addressed to meet the regulatory requirements and secure another source of fresh

water. Designing an effective treatment system for produced water is complex due

to the diverse contaminants it contains, often leading to high operational costs that

make reuse options less economically attractive compared with re-injection or dis-

charge. This thesis provides a multi-objective model that trades off between the

Total Annualised Cost of the system and its environmental impact subject to final

destination requirements. Serving as a decision-making tool, this model facilitates

the optimization of produced water treatment designs, aiming to address current in-

dustry challenges and transform produced water from a waste stream into a valuable

resource for beneficial reuse.

To achieve this goal, a single objective model proposed by [Bagheri et al.,

2018] as a mixed integer non-linear programming model is extended. Units’ cost,

removal efficiency, and sludge production are modeled as functions of unit sizing.

Additionally, the environmental impact of the system operations was quantified by

summing up the CO2 emission resulting from the energy consumption and sludge
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generation of each unit. The problem was then formulated and solved as a multi-

objective optimization problem using a heuristic approach known as Fresa to gener-

ate the Pareto-front for the system’s total annualized cost and environmental impact.

Another contribution of this thesis is the integration of the impact of the change

in contaminants droplets and particle size distribution on the process design. The

evolution of droplets/particle size distribution was captured using Population Bal-

ance Equations (PBEs). To incorporate the PBEs into the unit models, a discrete

formulation of the droplets/particles volume space has been proposed and integrated

within the breakage and coalescence kernels for each unit. These kernels are also

functions of the unit design variables and system operation conditions. The changes

in the particle and droplet size distribution were obtained by solving as a set of or-

dinary differential equations within each unit and were passed as an input for the

next processing stage.

The multi-objective optimization model was solved using a nature-inspired

solver called Fresa whose performance was evaluated using a case study with 10

classes. The case study was solved for different values of Fresa generation number,

number of solutions to propagate, similarity index, initial solution, and number of

runs. The findings revealed that Fresa was able to generate a good solution with

1,000 generations, 20 solutions to propagate, and a 104 similarity index. Also, the

different initialization and multiple runs resulted in almost the same solutions with

small variations due to the stochastic nature of the solver. These parameters were

fixed in the subsequent case studies.

The proposed volume space discretization was tested by varying the number

of volume classes from 5 to 20 using the same case study. Changing the number

of classes resulted in different sets of non-dominated solutions and process designs.

Similarly, the final stream specifications have varied with the number of classes.

Additionally, the impact of discretization on contamination volume conservation

was explored. The higher number of classes resulted in a smaller fraction of lost

volume. The lost volume reached 10% for 5 classes followed by 2.4% for 10, 1%

for 15 classes, and 0.5% for 20 classes. Based on these results, the remaining case
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studies were solved for 10, 15, and 20 classes.

To test the model’s ability to handle various stream volumes and specifications,

droplets and particle size distribution, and final destination requirements, several

case studies were solved for different levels of these aspects. This variation re-

sulted in different designs and objective function values. Similarly, the breakage

and coalescence kernels integrated within the population balance equations were

varied to test the model’s ability to capture the change in the droplets and particle

size distribution due to different mechanisms. The proposed model was found to

be able to handle all the evaluated case studies for the given scope of this work.

This suggests the potential for extending the model’s capabilities to develop a more

comprehensive tool for guiding the decision-making process in designing produced

water treatment systems. The subsequent section outlines potential enhancements

to further improve the proposed model’s effectiveness.

7.2 Recommendations for Future Work
This thesis covered the design of the produced water treatment process however, it

has some limitations that can be addressed in future works as follows:

Treatment system scope: The current scope of the produced water treatment pro-

cess handles only two contaminants; Oil & Grace and Total Suspended Solids.

To achieve the overall goal of making produced water a potential source of

water for different destinations, more contaminants have to be removed to

achieve the requirements of these destinations. Consequently, different treat-

ment units are needed to handle the additional contaminants.

Energy sources and consumption: In this study, it was assumed that fossil fuel is

the only source of energy to run the system which is also the main contrib-

utor to the CO2 emission. Other sources of energy could be considered to

lower emissions and provide more environmental solutions. Another option

would be to quantify the amount of energy that can be recovered from the

system to supply it with energy to lower the consumption of energy and the

system’s operating cost. On the units’ level, given that the specific energy
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consumption of the units is given parameters, modeling them as a function of

the units’ design variables will improve the accuracy of the cost and emission

objectives.

Droplets and particles size distribution: The Population Balance Equations were

solved assuming a discrete volume space of droplets and particles. Solving

the model with a continuous space can contribute to more precise values of

the objective functions. Another assumption that can be examined is the se-

lection of the uniform daughter droplet distribution for the breakage models.

The problem could be solved for different daughter distribution functions as

presented in the literature to assess their impact on the overall process perfor-

mance.

Design with uncertainty: The composition and volume of produced water show

significant variation across different geographical locations, as evidenced by

multiple studies in the literature. This variability has a significant influence

on the design and performance of treatment processes, as demonstrated in

various case studies. Expanding the scope of our model to explicitly address

input parameter uncertainty will enhance its capability to accommodate di-

verse scenarios effectively.

Other criteria: The proposed model covered two aspects of the treatment process

which are cost and environmental impact, which is based on the CO2 emis-

sion. Other green house gases can be included, especially when expanding

the scope of the problem to include more processing units, such as Methane

and Nitrogen. Also, other objective functions can be addressed such as the

social impact of the system and the resources recovery from the treatment

operations.

Decision-making methodology: To improve the decision-making power of the

model, Multi-Criteria Decision Analysis can be integrated with the existing

multi-objective optimization model to assist in selecting the overall best so-

lution from the set of the Pareto-optimal.
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Appendix A

Input parameters

This appendix includes the values of the parameters used to solve the proposed

model.
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Table A.1: Common model parameters

Parameter Description Value Unit Reference
g Gravitational accelera-

tion
9.81 m/s2 -

dconv. Conversion factor
from µm to m for
droplet/particle size

10-6 - -

fconv. Conversion factor to
convert flowrate from
ton/hr to m3/s

0.000274 m3/s -

ρc Density of the continu-
ous phase (water)

988 kg/m3 [National Insti-
tute of Standards
and Technology,
Accessed 2023]

ρd Density of the dis-
persed phase (oil)

900 kg/m3 [tra]

ρT SS Density of the total sus-
pended solids (TSS)

1,270 kg/m3 [U.S. Environ-
mental Protection
Agency, Ac-
cessed on Month
Day, Year]

ρCH4 Density of the methane
gas

162.7 kg/m3 [Air Liquide, Ac-
cessed on Month
Day, Year]

ρPW Density of produced
water

1014 kg/m3 [Pollyea et al.,
2019]

ρsludge Density of sludge 1,200 kg/m3

σ Interfacial tension be-
tween oil and water

0.04 N/m [Kim and
Burgess, 2001]

µd Viscosity of the dis-
persed phase (oil)

0.0138 kg/m.s [Alomair et al.,
2016]

µc Water viscosity 0.00054 kg/m.s [Journal of Physi-
cal and Chemical
Reference Data,
Accessed on July
5, 2023]

CSK Cost of belt oil skimmer
unit

450 $/unit [CNC OIL
SKIMMERS
Ltd]

µPW Absolute viscosity of
PW at temperature =
50°

0.0005 kg/m.s
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Table A.2: API model parameters

Parameter Definition Unit Value Reference
nAPI Number of API chan-

nels
- 2 [American Petru-

elem Institute,
1990]

re
API Specific energy con-

sumption of API unit
kWh/ton 0.19 [Bagheri et al.,

2018]
T HBF API baffle thickness m 0.05 [Poly Processing

Company, 2023]
CtsMtr Baffle material cost* $/ton 877 [AG Metal

Miner, 2023]
* Baffles are made out of carbon steel. To convert the cost to m3, multiply by

the density of carbon steel, which is 7,840 kg/m3, and divide by 1,000.

Table A.3: CPI model parameters

Parameter Definition Unit Value Reference
CCPI CPI unit cost $/m3 500
re
CPI Specific energy consumption

of CPI unit
kwh/ton 0.19 [Bagheri et al.,

2018]

Table A.4: HC model parameters

Parameter Definition Unit Value Reference
re

HC Specific energy
consumption of
HC unit

3 kwh/ton [Neesse et al.,
2015]

Table A.5: IGF model parameters

Parameter Definition Unit Value Reference
CRS Rotor and stator cost $/unit 746.61 [CEE, 2023]
γ Surface Tension of Wa-

ter in contact with Air
N/m 0.0679 [Vargaftik et al., 1983]

kp mass transfer coeffi-
cient

1/min 0.3 [Gorain et al., 1997]

re
IGF specific energy con-

sumption of IGF unit
kwh/ton 4.83 [Son et al., 2023]
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Table A.6: NF model parameters

Parameter Definition Unit Value Reference
Ctsmedium Cost of the wal-

nut granular
$/ton 500 [Sand Blasters,

2023]
ρmedium Density of the

walnut granular
medium

kg/m3 1,260 [Flowspec
Shengda, 2023]

BW r
NF Backwash rate of

NF
m3/m2.min 0.0416 [Flowspec

Shengda, 2023]
BW f re

NF Frequency of
backwash of NF
membrane

hr-1 0.041 [Sadeghi et al.,
2020]

BW d
NF Duration of back-

wash of NF mem-
brane

min 20 [Sadeghi et al.,
2020]

porosity Filtration bed
porosity

- 0.36 [Segismundo
et al., 2016]

α Empirical fitting
factor

- 1 [Lawler and Na-
son, 2006]

Ah Hamker constant - 10-13 [Lawler and Na-
son, 2006]

KB Boltzmann con-
stant

j/k 1.38065 ×
10-23

[Tufenkji and
Elimelech, 2004]

T Absolute temper-
ature

K 298 [Lawler and Na-
son, 2006]

dcol Collector diame-
ter

m 0.0009 [Lawler and Na-
son, 2006]

re
NF Specific energy

consumption of
NF unit

kwh/ton 0.27 [Arous et al.,
2023]

Table A.7: CF model parameters

Parameter Definition Unit Value Reference
re
CF Specific energy con-

sumption of CF unit
kwh/ton 4 [Abu-Shamleh

and Najjar, 2020]
speed CF rotational speed RPM 15,000 [Doran, 2013b]
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Table A.8: MF model parameters

Parameter Definition Unit Value Reference
Ctsarea Cost per area of the MF

membrane
$/m2 3,000 [Nandi et al.,

2008]
BW r

MF Backwash rate of MF
membrane

m3/m2.hr 1.2 [Le Gouellec
et al., 2004]

BW f re
MF Frequency of backwash

of MF membrane
1/hr 2 [Raffin et al.,

2012]
BW d

MF Duration of backwash
of MF membrane

min 6 [Nandi et al.,
2008]

re
MF Specific energy con-

sumption of MF unit
kwh/m3 0.4 [Hakami et al.,

2020]
Cln f re

MF Frequency of chemical
cleaning tech

0.0027 1/h

Table A.9: Droplet breakage model inputs

Parameter Definition Value Unit Reference
C3 Constant 0.00481 - [Liao and Lucas,

2009b]
C4 Constant 0.08 - [Liao and Lucas,

2009b]
αd Volume fraction of the

dispersed phase O&G 1
Calculated Vari-
able

- -

dOnG,k Diameter of O&G
droplet of class k 2

Calculated Vari-
able

µm -

ε Energy dissipation rate
of the unit 3

Calculated Vari-
able

m2/s3 -

β Constant 0.25 - [MARTÍNEZ-
BAZÁN et al.,
1999]

Kg Constant 8.2 - [MARTÍNEZ-
BAZÁN et al.,
1999]

1 refer to V init,total
OnG in Eq. (5.3.0.3) Section (5.3).

2 refer to Eq. (5.3.0.3) Section (5.2.0.3).
3 refer to Section (4.2) where ε is calculated for each unit.
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Table A.10: Droplet coalescence model inputs

Parameter Definition Value Unit Reference
dT SS,k Diameter of T SS

droplet of class k
Calculated Variable 1 µm

εunit Energy dissipa-
tion rate of the
unit

Calculated Variable2 m2/s3

c Constant 109 - [Prince and
Blanch, 1990]

C12 Constant 109 [Sovova, 1981]
C13 Constant 7.5x103 [Sovova, 1981]
Cvm Constant 0.8 [Liao and Lucas,

2010a]
1 refer to Eq. (5.3.0.3) Section (5.2.0.3).
2 refer to Section (4.2) where ε is calculated for each unit.

Table A.11: Particle breakage model inputs

Parameter Definition Value Unit Reference
B Fitting parameter that

represents the critical
force needed for the
breakage of aggregates

5 - [Jeldres
et al., 2018]

dT SS,k Diameter of T SS parti-
cle of class k

Calculated Variable 1 µm

vT SS,k Volume of T SS particle
of class k

Calculated Variable 1 µm

εunit Energy dissipation rate
of the unit

Calculated Variable2 m2/s3

1 refer to Eq. (5.3.0.3) Section (5.2.0.3).
2 refer to Section (4.2) where ε is calculated for each unit.

Table A.12: Particle aggregation model inputs [Song et al., 2018]

Parameter Definition Value Unit
kB Boltzmann constant 1.38065×10−23 J/K
T Fluid temperature 50 °
k f fluid properties parameter 0.87 -
H Hamaker constant representing van

der Walls force
1.7×10−20 J

dT SS,k Diameter of T SS droplet of class k Calculated Variable 1 µm
εunit Energy dissipation rate of the unit Calculated Variable2 m2/s3

1 refer to Eq. (5.4).
2 refer to Section (4.2) where ε is calculated for each unit.
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Table A.13: PBE model inputs

Parameter Definition Value Unit
ncont,k,0 initial number of droplets of class i

at t=0
Calculated Variable1 -

Rtunit residence time of the unit Calculated Variable sec
δ t the step size of the residence time 1 sec
vcont,k volume of droplet/particle of con-

taminant cont and class k
Calculated Variable2 m3

Ai, j coalescence rate between droplets
of class i and k− i

Calculated Variable 3 µm

Gi The breakage rate of droplets of
class i

Calculated Variable 4 µm

Γi,k The probability density function
(PDF) of droplets breaking from
class i to k

Calculated Variable5 m2/s3

1 refer to Eq. (5.8).
2 refer to Eq. (5.3).
3 refer to Eq. (5.18, 5.28, 5.49).
4 refer to Eq. (5.9, 5.32).
5 refer to Eq. (5.11, 5.35).

Table A.14: Separation model inputs

Parameter Definition Value Unit
dcont,i Initial number of droplets of class i Calculated Variable1 µm
CDtech,cont Cut diameter of cont by tech Calculated Variable 2 µm
V c,in

cont,i Initial total volume per class i for
each cont

Calculated Variable3 m3

Rvtech,cont,i Removal efficiency of technology
tech for each class i of contaminant
cont

Calculated Variable4 %

1 refer to Eq. (5.4) in Section (5.2.0.3).
2 refer to Section (4.2) where CutDiatech,cont is determined for each unit.
3 refer to Eq. (5.7) in Section (5.3.0.3).
4 refer to Section (4.2) where Rvtech,cont,i is determined for each unit.
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Table A.15: Capital cost estimation parameters

input description value reference
fp cost of piping 0.8 [Towler and Sinnott, 2012]
fer cost of equipment erection 0.3 [Towler and Sinnott, 2012]
fel electrical cost 0.2 [Towler and Sinnott, 2012]
fi instrumentation and control cost 0.3 [Towler and Sinnott, 2012]
fc civil cost 0.3 [Towler and Sinnott, 2012]
fs structures and buildings cost 0.2 [Towler and Sinnott, 2012]
fl lagging and paint cost 0.1 [Towler and Sinnott, 2012]
fm material factor for carbon steel 1 [Towler and Sinnott, 2012]
OS cost of off-sites 0.3 [Towler and Sinnott, 2012]
DE design and engineering cost 0.3 [Towler and Sinnott, 2012]
X contingency cost 0.1 [Towler and Sinnott, 2012]
P working capital 0.15 [Towler and Sinnott, 2012]
OS the cost of off-sites 0.3 [Towler and Sinnott, 2012]
DE the design and engineering cost 0.3 [Towler and Sinnott, 2012]
X the contingency cost 0.1 [Towler and Sinnott, 2012]
2024Index cost index in year 2023 813.0 [Tom Rodgers, 2023]
2010Index cost index in year 2010 532.9 [Tom Rodgers, 2023]
Ctscp

j,tech capital cost of tech Calculated
Variable 1

[Tom Rodgers, 2023]

1 refer to Section (4.2) where CCost is calculated for each unit.
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Table A.16: Treatment model inputs

Parameter Definition Value Unit
Cstelc Cost of electricity 0.189 $/kwh
CstCH4 Cost of methane gas 1.19 $/L
rcacid Acid concentration per area Table (A.20) mg/m2

Cstacid Cost of acid Table (A.17) $/mg
rcbase Base concentration per area Table (A.20) mg/m2

Cstbase Cost of base Table (A.17) $/mg
Cstw Cost of water Table (A.17) $/m3

re
tech Specific energy consumption for

the treatment technologies.
Table (A.21) kWh/t

rc
tech,chem Fraction of chemicals for each tech Table (A.20) mg/L

ρchem Density of chemical chem Table (A.17) kg/m3

Ctschem Cost of chem Table (A.17) $/ton
BW r

tech Backwash rate of technology tech Tables (A.6 and A.8) m3/m2.m
BW f re

tech Frequency of backwash of technol-
ogy tech

Tables (A.6 and A.8) 1/h

Cln f re
tech Frequency of chemical cleaning

tech
Tables (A.8) 1/h

BW d
tech Backwash duration of technology

tech
Tables (A.6 and A.8) min

Cstslg Cost of sludge handling system slg Tables (A.24) $/tDM
areaMF Area of technology tech Calculated Variable1 m2

qtech Water flow rate at technology tech Calculated Variable m2/s3

notech Number of units of technology tech Calculated Variable -
V total,out

cont Total volume for each cont after the
separation

Calculated Variable m3

Ccont Concentration of contaminate cont Calculated Variable kwh/ton.
qgIGF Gas flowrate of IGF technology Calculated Variable m3/s
volumetech Volume of the technology tech Calculated Variable m3
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Table A.17: Chemicals used for PW treatment with their density and cost

No chem Description ρchem
(kg/m3)

Cost
($/ton)

Reference

Ch1 Polyaluminium
Chloride

Reverse demulsi-
fier

1,390 250 [Chemifloc
Group]
[Yixing
Bluwat
Chemicals
Co., Ltd.]

Ch2 Chlorine Biocide 1,467 150 [The
Chlorine
Institute]
[Leon
Becker]

Ch3 Sodium
Polyphosphate

Scale inhibitor 1,330 91,380 [Nikandrov
and
Mikhailov,
2005]
[Chemical
Book]

Ch4 Imidazoline Corrosion in-
hibitor

1,233 2,500 [MERCK]
[ Made-in-
China]

Ch5 Hydrochloric
Acid

Cleaning acid 1,048 179 [Hydroland]
[CHEM-
ANA-
LYST]

Ch6 Sodium Hydrox-
ide

Cleaning base 2,130 570 [Gul et al.,
2021]
[NaO]
[ECHEMI
Group]
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Table A.18: Emission model inputs

Parameter Definition Value Unit
EFchem Emission factor of chemical

chem
Table (A.23) KgCO2e/ton

EFg Emission factor of methane
gas

Table (A.23) KgCO2e/kg

EFelect Emission factor of electricity Table (A.23) KgCO2e/kwh
EFw Emission factor of treating

water
Table (A.23) KgCO2e/kg

EFslg Emission factor of sludge op-
tion slg

Table (A.24 KgCO2e/tonDM

rctech,chem Fraction of chemicals for
each tech

Table (A.20) mg/L

ρg Density of methane gas Table (A.1) kg/m3

ρchem Density of chemical chem Table (A.17) kg/m3

BW r
tech Backwash rate of technology

tech
Tables (A.6 and A.8) m3/m2.m

BW f re
tech Frequency of backwash of

technology tech
Tables (A.6 and A.8) 1/h

BW d
tech Backwash duration of tech-

nology tech
Tables (A.6 and A.8) min

Cln f re
tech Frequency of chemical clean-

ing tech
Tables (A.8) 1/h

notech Number of units of technol-
ogy tech

Calculated Variable -

Etech Energy consumption by tech-
nology tech

Calculated Variable kwh/hr

qtech Water flow rate at stage j and
technology tech

Calculated Variable m2/s3

qg
IGF Gas flowrate of IGF technol-

ogy
Calculated Variable m3/s

areatech Area of technology tech Calculated Variable m2

DMtech Flowrate of dry matter pro-
duced by technology tech

Calculated Variable ton/hr
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Table A.19: Superstructure model inputs

Parameter Definition Value Unit
Hop operating hours per year 8,760 hr
C f inal

cont maximum allowable outlet concen-
tration of cont

model parameter mg/L

qtech flow rate at technology tech Calculated Variable ton/hr
Cout

tech,cont outlet concentration of contaminant
cont by technology tech

Calculated Variable mg/L

Ctscp,2023
tech capital cost as of 2023 of technol-

ogy tech
Calculated Variable $/hr

Table A.20: Processing units’ chemical con-
sumption (mg/L) [Bagheri et al.,
2018]

tech Ch1 Ch2 Ch3 Ch4 Ch5 Ch6

API 0.0 0.0 0.0 0.0 0.0 0.0
CPI 0.0 0.0 0.0 0.0 0.0 0.0
HC 45 0.0 0.0 0.0 0.0 0.0
IGF 60 0.0 0.0 0.0 0.0 0.0
NF 0.0 5 0.0 0.0 0.0 0.0
CF 30 0.0 0.0 0.0 0.0 0.0
MF 0 15 0 0 2.21 41

1 the unit for the acid and base cleaning
chemicals is mg/m2 per backwash.

Table A.21: Processing units’ data

Unit re (kwh/ton)1 Solidsdry % Reference
API 0.19 1 [Patil et al., 2020] [Milledge

and Heaven, 2011]
CPI 0.19 3 [Patil et al., 2020] [Milledge

and Heaven, 2011]
HC 1.1 5 [emi, Accessed: 2023]
IGF 0.7 7 [Patil et al., 2020] [Milledge

and Heaven, 2011]
NF 0.4 8 [Patil et al., 2020] [Milledge

and Heaven, 2011] [Arous
et al., 2023]

CF 0.75 10 [Patil et al., 2020] [Milledge
and Heaven, 2011]

MF 0.96 4.6 [Nutriman Consortium, 2023]
1 the values of the specific energy consumption are taken from

[Bagheri et al., 2018].
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Table A.22: Cut diameter of contaminants by technology tech in µm [Stewart and Arnold,
2011]

tech OnG T SS T DS
API 100 100
CPI 30 30
IGF 15 15
NF 5 5
CF 10 10
MF 1 1

Table A.23: Emission factor for different items in (kgCO2e)

Item factor unit Reference
Electricity 0.2 kwh [UK Government]
Methane 84 kg [Climate Change Connection]
Ch1 0.131
Ch2 2.1 kg [Euro Chlor]
Ch3 5 kg [Carbon Cloud]
Ch4 0
Ch5 0.99 kg [City of Winnipeg]
Ch6 1.12 kg [City of Winnipeg]

Table A.24: Cost and Emissions of sludge handling options [Hong et al., 2009]

slg Description Cost $/tDM Emission KgCO2e/tDM

1 machine thickening 600.32 625.4
2 machine thickening and

incineration
259.69 668.9

3 machine thickening and
melting

326.96 698



Appendix B

Julia code

The Julia code of the proposed model can be accessed using this link:

https://github.com/MariamFalahi/JuliaCode/blob/main/SSVsCode.ipynb
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