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ABSTRACT
Recent empirical work on people’s attributions of responsibility
toward artificial autonomous agents (such as Artificial Intelligence
agents or robots) has delivered mixed findings. The conflicting re-
sults reflect differences in context, the roles of AI and human agents,
and the domain of application. In this article, we outline a causal
framework of responsibility attribution which integrates these find-
ings. It outlines nine factors that influence responsibility attribution
- causality, role, knowledge, objective foreseeability, capability, intent,
desire, autonomy, and character. We propose a framework of re-
sponsibility that outlines the causal relationships between the nine
factors and responsibility. To empirically test the framework we dis-
cuss some initial findings and outline an approach to using serious
games for causal cognitive research on responsibility attribution.
Specifically, we propose a game that uses a generative approach to
creating different scenarios, in which participants can freely inspect
different sources of information to make judgments about human
and artificial autonomous agents.

CCS CONCEPTS
• Computing methodologies→ Cognitive science; • Security
and privacy→ Human and societal aspects of security and privacy;
• Social and professional topics→ Government technology policy.
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1 INTRODUCTION
Recent technological advances are leading to a future in which
machines have new societal roles. In these new roles, artificial
autonomous agents (henceforth A-bots, used interchangeably with
AI or machines) will mediate and govern human relationships,
making decisions on the distribution of resources and risks among
humans, potentially having a substantial impact on our lives. Some
of today’s examples include Artificial Intelligence (AI) contributing
to decisions on parole [77], hiring [81], and health care [12].

These new roles assume new responsibilities and may change
how responsibility is attributed when something goes wrong. It
may also complicate how responsibility is distributed among the
different actors involved in decision-making, to a degree that it
becomes unclear who should be blamed. Some have called this
the "AI Responsibility Gap” [71], or the “moral crumple zone” [24].
Furthermore, a machine’s performance may be evaluated against
novel standards that differ from those used to evaluate humans in
the same role. For example, an autonomous vehicle (AV) that hits a
pedestrian will be blamed more than a human driver in a similar
situation [37]. While it can be understandable in some situations
that humans and machines are making these decisions differently,
it remains unclear whether a machine is seen as a human adult, a
baby, an object, an animal, or something else [38]. Understanding
how humans perceive machines and think about their mental states
will be critical to understand [39].

An important part of this problem is the cognitive factor. The
public’s views and trust toward machines majorly predicts their
adoption [17, 30, 61, 62]. Understanding people’s attitudes is thus
critical for addressing any potential concerns [16, 20, 84, 85, 92]. For
example, people require AVs to be much safer than human drivers
[66, 86]. Moreover, negative public reactions may result in inflated
prices [31] and may shape how a tort-based regulatory scheme
would turn out, both of which can influence the rate of adoption
[9].

Recently, empirical studies have been conducted on how people
assign responsibility for A-bots [8, 41, 94]. However, these experi-
ments deliver mixed findings, in some cases showing that people
prefer to blame humans rather than A-bots, in other cases that
they assign greater blame to the A-bots. These conflicting results
reflect differences in context, the roles of A-bots and human agents,
the perceived capacity and level of autonomy of A-bots, and pos-
sibly the domain itself. However, there has been no attempt to
integrate these findings into a systematic framework of attribution.

https://doi.org/10.1145/3514094.3534140
https://doi.org/10.1145/3514094.3534140


AIES ’22, August 01–03, 2022, Oxford, UK

Another shortcoming of prior empirical research is an over-focus
on simple comparisons between humans and A-bots (e.g., [41, 94]),
rather than looking at the broader system that includes both hu-
mans and A-bots interacting, possibly including several different
types of human agents (designer, deployer, user, annotator, auditor)
and different types of A-bots (algorithms, AIs, systems, robots).
It neglects the complexity of real-world situations, where several
parties are involved with the A-bots, each with varying degrees of
responsibility.

To address this complexity we outline the methods and require-
ments of a retrospective causal model of responsibility. Rooted
in models from philosophy, law, and psychological research, we
propose a framework that captures the concepts that underpin at-
tributions of responsibility [59, 69, 97]. Here, responsibility relates
to the concept of outcome responsibility which looks at actions
and outcomes that occurred in the past for which an agent is ei-
ther blameworthy or praiseworthy [76]. The framework aims to
explain and predict people’s attributions. It is constructed on the
following core concepts: causality, role, knowledge, objective foresee-
ability, capability, intent, desire, autonomy and character (see Figure
1). People’s application of these concepts to attributing responsi-
bility towards A-bots is rooted in their prior knowledge of human
agents interacting in social systems [44]. We also present some
initial findings that providence evidence for our proposed causal
framework. This case study focuses on the role objective foresee-
ability has on responsibility attributions. To further empirically test
the framework we also proposes novel methodologies in serious
games and apply them to the study of attribution.

2 BACKGROUND
2.1 Responsibility attribution
Over millennia people have developed a rich system of responsibil-
ity attribution, allowing us to hold individuals responsible for their
actions, and assign praise and blame in complex social situations
[72, 79]. A crucial precursor to assessing responsibility is our ability
to build causal models to explain how and why people do things,
to infer the hidden beliefs and intentions behind their actions, and
to tell a story that makes sense of social behavior [4]. We typically
blame someone for intentionally (or carelessly) causing harm but
excuse them otherwise; however, there is significant cross-cultural
variation in intention’s effect on blame [11]. Similarly, legal sys-
tems have developed a complex set of concepts, such as intent,
foreseeability, negligence, and reasonable care, to assign culpability
or liability to human agents and corporations. These too usually
depend on establishing a causal link between an agent’s actions and
consequent harm and showing that the agent intended or foresaw
the outcome (or that they ought reasonably to have done so).

The advent of autonomous systems presents several challenges
to these frameworks. AIs do not fit naturally into our standard
classifications of what it is to be an acting and knowing agent.While
AIs are capable of learning and making autonomous decisions, they
lack typical human qualities such as intent, integrity, and moral
sense. To tackle this problem, various proposals have been made as
to how to fit AIs into our current schemes – treating them as fully-
fledged agents, animal-like, or mechanical products, with differing
implications for their legal and moral status [32, 64, 93].

Another classic issue in responsibility attribution is the problem
of many hands, where multiple different parties combine to bring
about an outcome [90]. How should causality and responsibility be
distributed across this complex interacting system, to ensure fair
and proportionate blame? This problem is exacerbated when the
parties have different roles, levels of skill, and perhaps differing
knowledge about each other.

A-bots presents novel challenges because there are various dif-
ferent types of principal-agent relationships and opportunities for
various types of feedback loops [42, 47]. For example, the principal
can have varying levels of oversight over the agent, in terms of the
explicitness of their orders and instructions, the monitoring of the
agent’s progress, and how they might intervene in the agent’s task.
Likewise, the agent can have various ways it carries out its task,
and how it responds to the principal’s guidance or interference.

2.2 Artificial Autonomous Agent responsibility
Although A-bots may have causal efficacy that can produce states of
affairs, it is not clear who should be held responsible [45]. In recent
years, these issues have been investigated empirically. Current
research has identified certain patterns in people’s judgments of
AI. Hidalgo et al. [41] report that 1) people tend to judge humans
more for their intentions and machines more for the outcomes of
their actions; 2) people infer more extreme intentions to humans
and narrow intentions to machines. People are more willing to
excuse humans for accidents than machines. Further, machines are
judged more harshly for scenarios involving physical harm, while
humans are for scenarios involving unfairness. Finally, they found
that people are more likely to centralize responsibility up the chain
of command for machine mistakes.

Research suggests that role and causality impact blame attribu-
tions. When a car is being collaboratively driven under the shared
control of a human and artificial autonomous driver, less blame and
causality was attributed to the machine when both drivers made an
error [8]. There was no difference in blame in a scenario where one
driver had the role of driving, and the other was allowed to inter-
vene. A similar finding emerges when an A-bots take the role of an
advisor - doctors advised by AIs were judged as more blameworthy
than those advised by human doctors [99]. This finding held when
the AI adviser had the ability to intervene in the doctor’s decisions.
Finally, AI agents, compared to human agents, were expected to
make utilitarian moral choices and got blamed more for not doing
so [70].

Increased A-bot autonomy also increases blame. First, higher
machine autonomy is associated with intent inferences towards
A-bot being more similar to that of humans [10]. This is supported
by research showing that when robots are described as autonomous,
participants attribute nearly as much blame to them as they do to
humans [28]. Further, more autonomous technologies decrease the
perceived control a user has over it, which in turn decreases the
praise the user receives for positive outcomes [46]. Finally, drivers
of manually controlled vehicles are deemed more responsible than
drivers of automated vehicles (AVs) [73].

Finally, research shows that people’s expectations of A-bots’
capabilities form consistent patterns. First, people generally expect
automation to be perfect and people to be imperfect [67]. People



Causal Framework of Artificial Autonomous Agent Responsibility AIES ’22, August 01–03, 2022, Oxford, UK

rely more on algorithmic advice as task difficulty increases [15].
Second, people refuse to use A-bots for making moral decisions
[21]. This aversion is mediated by perceptions that machines cannot
fully think or feel [14]. It may also be due to people’s perceptions
of A-bots as selfish and uncooperative [43]. Finally, people do not
trust AIs to deal with emotions [98], and rely less on A-bots for
tasks that seem subjective rather than objective [18].

2.3 Legal perspectives
It is the current position that Autonomous AI agents are not legal
persons and therefore cannot commit crimes and bear any respon-
sibility for any damages that they might cause. That falls instead
on the owner of the AI system but there is a growing debate about
what sort of liability should apply [95]. At one extreme, there are
those who argue for a strict-negligence regime where proof of harm
is the only thing that should be considered [63]. These arguments
often rely on the concept of respondeat superior, which historically
made harms caused by animals and slaves the responsibility of their
owner and more recently applies to the harms of employees caused
in the course of their job. In some cases, this approach seems in-
equitable as in the case of the Swiss Random Darknet shopper [56]
which was programmed to buy items at random from the darknet
as part of an art installation. When the algorithm bought some
illegal drugs, the artist creator was initially charged with a drugs
possession offense. After the design and purpose algorithm was
explained to the police, charges were dropped. Abbott [1] argues
that negligence should be the standard since strict liability is too
draconian. Civil negligence requires it to be shown that on the
balance of probabilities, a reasonable actor would not have caused
the harm. This poses further questions regarding what standard
of reasonability should be considered since what is reasonable for
A-bot might not agree with the standard for a human.

The types of factors which civil and criminal consider when
deciding responsibility, are instructive. Firstly there are questions
of causality to be answered, both in the physical or ‘factual’ sense
which typically corresponds to a but-for analysis of causation and a
more stylized legal sense. This concept of legal causation is related
to the folk-judgment of causality and is especially concerned with
the ‘proximity’ of the cause to the outcome [59]. In particular, the
presence of a novus actus interveniens, or intervening action com-
mitted by a third party absolves the actor of wrongdoing. As well
as causation of harm through action (and occasionally omission of
action) also known as actus reus, Criminal law requires an assess-
ment of the mental state of the accused at the point of commission.
It has defined different standards of mens rea (guilty mind) which
correspond to different levels of culpability for any particular harm.
The US Model Penal Code mentions four levels of culpability, which
are in descending gravity: Purpose, Knowledge, Recklessness, and
Negligence. Crimes committed with Purpose and Knowledge are
done so with knowledge concerning the likely consequence of the
agent’s actions with Purpose crimes requiring a desire or aim on
the part of the perpetrator for the outcome. Recklessness and Neg-
ligence require external standards of good conduct to be applied
against the behavior of the accused. Recklessness requires the actor
to unreasonably disregard the danger of acting in the way they
did. In sum, the law ascribes responsibility for harm by considering

causation, intent to commit harm, foreseeability of the harmful
outcome occurring, and by applying an objective standard as to
whether the actions of the accused were reasonable. Experimental
work has been conducted to marry these four levels of culpability
with lay judgments of blame [87]. Recently the study of mens rea
judgments has begun to be extended towards robots [91].

3 TOWARDS A FRAMEWORK OF
RESPONSIBILITY ATTRIBUTION

Drawing inspiration from philosophy [97], law [23], and psychol-
ogy [4, 69] we propose an overarching explanatory framework that
captures the core concepts that underpin judgments of responsibil-
ity. Rather than simply describe patterns of attribution we seek to
build a framework with the power to predict and explain people’s
judgments. The framework will be constructed around several core
concepts that are described below.

3.0.1 Causality. Causality is a crucial concept in both everyday
and legal reasoning, and a precursor to attributing responsibility.
However, an agent can cause an outcome but not be blamed for
it. To give an example, although A-bot can cause an event, the
A-bot user may receive the blame. One framework proposes that
when people assign blame they prospectively determine an agent’s
criticality - the extent to which an outcome is dependent on an
agent’s action [57]. Further, people retrospectively determine an
agent’s pivotality - its causal contribution to an outcome. When
allocating blame amongst multiple agents, attributions are sensitive
to an agent’s pivotality [34]. Finally, an agent’s location in a causal
chain influences causal inference - agents causing later events are
seen as more causal and blameworthy [58]. This will impact how
an A-bot is judged when executing an action directly, versus when
giving advice to a human who executes the final action. This will
be further discussed in relation to role.

Advances in computer science have led to a comprehensive
formal framework for causal inference [40, 75], and we will use
this framework as a basis for exploring people’s causal judgments
[34, 60, 89]. The framework allows us to model complex interac-
tions between human agents and A-bots, and also to capture the
mental states of the agents, as well as prior histories, capacities,
and competencies [35]. Thus far, the causal modeling approach
has mostly been applied to physical or social systems, but we will
extend it to include AIs. The framework allows us to model coun-
terfactual inferences, which are crucial in establishing causation
and responsibility.

3.0.2 Role. Role attributions relate to criticality - agents are re-
sponsible for carrying out actions according to their role [57]. In
group and organizational contexts, people can take a variety of
different roles, performing tasks of differing importance and requir-
ing different skills and competence [36]. Often there is a hierarchy
of control, such that higher-level agents take on more responsi-
bility than lower-level agents in the chain (e.g., employer versus
employee relations). How does role responsibility affect people’s
judgments, and how does this translate to systems that include both
humans and AIs, possibly with different levels of competence and
skill?
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The effect role has on responsibility attribution is sensitive to
the specific type of human-AI interaction [82]. Current frameworks
propose that an A-bots can take several roles in interacting with
humans; namely: advisor (i.e., human receiving advice from an
A-bot), partner (i.e., human collaborating with A-bot), delegatee
(i.e., human delegating to, and overseeing an A-bot), role model
(i.e., humans imitating A-bots) [54]. Ashton and Franklin [5] fur-
ther propose two further roles - A-bot as a boss and A-bot as an
adversary.

3.0.3 Knowledge. Knowledge relates to the degree to which an
agent has the knowledge to subjectivley foresees the outcomes of its
actions [3]. Agents are blamedmore for highly foreseeable mistakes,
and less for extremely unlikely events [50, 58]. People receive more
blame when they bring about the harm that was predictable and is
not held to account for extremely unlikely eventualities. In legal
contexts, predictability is assessed relative to a reasonable person
standard, with people being held liable or responsible for harm if a
reasonable person could have predicted the outcome. AI complicates
the relationship between knowledge and blame in at least two ways.
First, what reasonable knowledge and thus forseeability should
people ascribe to an AI, when its information processing is in a
“black box” (this is not necessarily always the case for A-bots).
Second, given AI’s autonomy, what reasonable foreseeability will
people ascribe to a person deploying or developing an AI?

3.0.4 Objective foreseeability. Objective Foreseeability repre-
sents how likely an outcome really is, irrespective of an agent’s
expectations about what is going to happen [58]. It thus differs
from subjective foreseeability - the likeliness of an event from an
agent’s point of view - and reasonable foreseeability - what would be
reasonable for an agent to expect given the available information.
Both objective and subjective foreseeability have been shown to
have an effect of people’s blame attributions [58]. In relation to
AI, one could argue that subjective and reasonable foreseeability is
evidenced by how well the AI is evaluated on benchmarks during
development.

3.0.5 Capability. Capability refers to an agents’ competencies
and skills. Expectations of an agent’s skill influence blame attribu-
tions for the outcomes it produces, with high prior expectations
resulting in more blame for negative outcomes when an agent un-
derperforms [35]. In other words, people tend to blame skilled and
capable human agents more than unskilled ones. In turn, low prior
expectations result in more praise for a positive outcome when it
exceeds its performance [33].

Recent research suggests that people’s judgments of blame are
sensitive to the different levels of complexity of AI [53], but these
questions have not been tested in broader human-AI systems. Given
that AI often exceeds human ability in specific tasks, it may be
blamed more for its mistakes. However, one study found that al-
though some situations are more difficult for AVs (such as those
requiring commons sense) and others for human drivers (such as
those requiring fast reaction times), people’s blame judgments were
higher for AVs, irrespective of the context of the mistake [27].

3.0.6 Intent. Intent influences blame attributions because they
allow one to distinguish between the effects an agent did or did not
intend [51]. People rate intentional actions as more blameworthy

than unintentional actions [58]. Although intent has traditionally
been ascribed to human agents, as well as certain group agents
such as corporations, the autonomous behavior of A-bot agents
may encourage people to infer intent to them [65]. Alternatively,
people may infer intent towards the AI’s user [45].

Intent has traditionally been ascribed only to human agents,
although also extended to certain groups such as corporations.
However, the increasing sophistication of new AI approaches that
make autonomous decisions, might encourage people to assign
some degree of intent to A-bots. Research in experimental jurispru-
dence suggests that this is the case, with people ascribing equal
amounts of intent to humans and A-bots [6]. But perhaps more
importantly, the use of highly sophisticated AI might change our
attributions to human agents in the broader human-AI system. For
example, if an AI system undertakes a task in a novel way (not
predicted by the human user or even designer) we might expect
this to reduce the responsibility assigned to the human (and thus
make them less liable). More broadly, we also need to consider
ascriptions of intention across multiple human and AI systems: for
example, when a contractor, designer, and AI system combine to
produce an outcome (Johnson and Verdicchio [45] introduce the
term ‘triadic agency’ for this context).

3.0.7 Desire or Aim. Desires have been treated as conceptually
separate from intentions in that 1) intentions involve committing to
performing the intended actions, while desires do not, 2) intentions
are based on reasoning, while desires are an input to this reasoning,
and 3) desires can be directed, while intentions are directed at the
intender’s own actions [68]. A further distinction comes from legal
ideas surrounding the two concepts, establishing that outcomes
which are not desired can be intended [100]. Like intention, desire
influences blame attributions [19]. In relation to autonomous artifi-
cial agents, desires may be better thought of as aims, as it avoids
anthropomorphism.

3.0.8 Autonomy. Autonomy is when an agent is able to make
its own decision, without the control of another agent. People
attribute blame in terms of an agent’s control over the outcome
of its actions [3]. It thus relates to the extent to which an agent’s
behavior is purposeful and the extent to which an agent knowswhat
it’s doing. Perceived autonomy is also associated with perceived
intent, in that more autonomous agents are seen as more intentional
[10]. Attributions of autonomy to A-bots agents will depend on
whether or not people perceive it as controlled by its developers
and users. An A-bot getting an initial order, and then executing a
task independently will be viewed as more autonomous than an
A-bot that needs to seek permision in order to execute tasks.

3.0.9 Character. Character refers to an agent’s moral character
[78]. In relation to responsibility, is the extent to which the agent is
"responsible" or the opposite - "irresponsible" [96]. Character thus
capture an aspect of agents that is outside of their capacity to be
responsible. Inferences about moral character affect both blame and
praise judgments [88]. Further inferring bad character amplified
the effect the severity of outcome (i.e., consequences) would have
on blame and praise judgments. In an experiment where either an
A-bot or human engaged in either virtuous or vicious behavior,
the participants showed weakened moral attributions for A-bots
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Figure 1: Causal Framework of Responsibility: Causal di-
agram showing the relationship between responsibility,
causality, role, objective foreseeability, capability, knowledge,
desire/aim, intent, character, autonomy. Factors in grey rep-
resent mental states

compared to humans [29]. Thus it may be the case that an A-bot’s
character influenced responsibility judgments less than human
character. It may also be the case that an A-bot’s character is more
related to the perceived character of its developers.

3.1 Causal relationships
We propose a Causal Framework of Responsibility (see Figure 1)
- a Directed Acyclic Graph which outlines the causal relationship
between the nine aforementioned factors and responsibility. As well
as investigating how each of these components affect attributions
of responsibility, our framework also outlines the interrelations
between these different components. These relations will drawn
from the previously discussed empirical evidence. Causality, role,
character, and autonomy independently have causal influence over
responsibility. Objective foreseeability influences both responsibil-
ity, and knowledge, which in turn also influences responsibility and
intent. As previously discussed, desire influences intent, which in
turn influences responsibility. Finally, capability influences knowl-
edge, intent and responsibility.

We view the proposed interrelations in our Causal Framework of
Responsibility as a starting point. The frameworkwill be refined and
revised in light of new conceptual and empirical work. For example,
the relation between intent and knowledge is complex: intentional
actions are often accompanied by high knowledge but these can
sometimes come apart (for example, when someone undertakes
a highly speculative course of action). The methods used for the
framework validation will be further discussed.

By articulating the relationships between these components in
a causal framework we are better placed to investigate how they
might combine and interact, drawing on formal tools from causal
modeling. Rather than simply generate lists of factors we can ex-
plore the causal mechanisms and pathways that lead to responsi-
bility attributions. Crucially, developing such a causal framework
serves as both a predictive and explanatory tool. For example, if an

agent intentionally brings about an adverse outcome we can pre-
dict high levels of blame, but this will be modulated by the agent’s
degree of knowledge. Moreover, if an agent brings about an adverse
outcome with high foresight and capability, we will infer a high
level of intent (in the absence of other information) [49].

4 FRAMEWORK VALIDATION
The causal modeling framework gives us a starting point for em-
pirical work on responsibility attribution towards AI. Rather than
just focus on how we ought to categorize AIs for legal or moral
purposes, we will focus on how people (both the public and expert
users) actually incorporate AIs into their conceptual framework,
and how this shapes judgments of responsibility. We argue that this
work provides a critical stepping stone for developing new methods
to enhance people’s trust and usage of AIs.

In this section wewill outline methods for developing and testing
the framework by researching individual factors, as well as multiple
factors with the use of serious games [22]. We will focus on key
areas where questions of responsibility arise in AI, both for expert
users and laypeople, across several domains, including financial
and medical decision making, and the use of smart systems in the
household and workplace. We have selected these domains because
they are rapidly expanding in their deployment of AI, and the
general public is increasingly faced with questions of usage and
trust.

4.1 Exploring individual factors
We propose for the use of simulation experiments to investigate
how people’s responsibility judgments are influenced by key fac-
tors outlined above. Particular focus should be directed towards
multiple-agent situations that include humans and AIs, to see how
these components trade-off and shape how people distribute respon-
sibility across the different agents and components in the system.

These studies can be conducted online by recruiting members
of the general population. We propose for a standard procedure
in Causal Cognition research, where participants are first given a
background scenario, such as the description of a medical decision-
making context with both an AI diagnostic system and a doctor.
Participants are then probed for their understanding and mental
models of the set-up (using both verbal questions and a novel draw-
ing approach for eliciting people’s causal models [49]), and asked
for prospective judgments of knowledge, capability, and role. In the
next stage participants are given outcome information (e.g., a posi-
tive or negative health outcome) and then asked to rate each agent
in the system on various dimensions including causal contribution,
responsibility, and intent. Participants should also be asked to give
narrative explanations of the scenarios and their reason for their
responsibility judgments.

Using this process across a series of experiments allows one to
manipulate the key factors from the explanatory framework, such
as the level of autonomous decision-making of the AIs, the degree
of foreseeability of the outcomes, and the role relations between
different agents. One can also explore how people’s prior models
of the scenarios affect their subsequent responsibility judgments.
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Based on the findings from the simulation studies we will further de-
velop the experimental materials so that we can conduct a massive
online experiment in the form of a serious game.

Case study: Objective foreseeability. A-bots, once developed
and deployed, behave in ways that cannot be predicted by their de-
velopers and users. Our pilot study used four experimental groups
to explore people’s judgments of 1) AI’s that were predictable; 2)
AI’s that were unpredictable; 3) Humans that were predictable; 4)
Humans that were unpredictable. Participants (N= 273) observed
as the agents performed actions that were either expected or un-
expected for a given situation and produced outcomes that were
either intended by the user or not intended by the user. The user
was someone who employed to human or machine agent to work
on a task.

Participants were given scenarios where a “senior trader” em-
ploys a human or AI to invest in the stock market. In each scenario,
the agents choose between two stocks, with one being the more
expected choice, and the other being less expected. The study was
comprised of three phases. During the training phase, participants
were introduced to the agents and given validation questions which
served to confirm whether the participants understood the agent
they would be judging - predictable or unpredictable, human or
AI. During the test phase. Participants gave prospective judgments
about an agent’s foresight and capability for a given situation. Once
they saw the outcomes of the agent’s actions, they gave retrospec-
tive judgments about an agent’s causality, responsibility, and intent.
Finally, in the evaluation phase, participants made judgments about
the agent’s autonomy and role. All judgments were made on on
100-point analogue scales.

Within-subject ANOVAs revealed that, compared to the users,
machine and predictable agents were attributed more responsibility
[F(4,269)=4.86, p=.028]. Further, the results of a multiple linear re-
gression that predicted judgments of an agent’s responsibility found
that intent and foresight were significant predictors for blaming
human agents [F(267,6)=108.93, p<.001, R2=.841], while role and ca-
pacity were significant for machine agents [F(267,6)=164.67, p<.001,
R2=.88]. Capability and intent were significant predictors of blame
towards predictable agents [F(267,6)=154.76, p<.001, R2=.881], while
foresight was for unpredictable agents [F(267,6)=121.44, p<.001,
R2=.838]. The results thus build on previous research finding that
intent was crucial for judging humans and outcome was crucial for
judging machines [41].

Altogether, the pilot study indicates that participants are will-
ing to make these inferences and attributions towards AI agents.
We have identified initial patterns that are consistent with previ-
ous research. Finally, the initial findings were consistent with our
proposed framework.

4.2 The Blame Game: A serious games approach
to studying responsibility attributions

Serious games are games which have an aim other than entertain-
ment, such as delivering an intervention, educating, or collecting
data for scientific exploration [22]. Although the concept of serious
games was first coined in the 1970s [2], the use of serious games
in research has been growing rapidly. Laamarti et al. [55] outline

a taxonomy of serious games, including: 1) type of activity per-
formed by the player; 2) the sensory modalities experienced by the
player in the game; 3) the interaction of the player with the game;
4) the environment of the digital game; 5) the application domain
of the game, which relates to the games goal (e.g., education). Re-
cent research in cognitive science has embraced the serious games
approach towards delivering interventions and collecting data in
massive online experiments [83].

An example for the use of serious games for the purpose of
social science research, especially with respect to people’s judgment
of AI comes from the Moral Machine Experiment [7]. The moral
machine platform used serious game elements to gather data on
people’s decision relating to moral decisions made by self-driving
cars. People were shown moral dilemmas that a self-driving car
would face. People had two judge which outcome they thought
was more acceptable. An important aspect of the Moral Machine
Experiment is that it used a generative approach to developing
scenarios. Each scenario featured components from a larger set of
components. For example, on the left side of the road a scenario
could feature a man, a pregnant woman or a cat. The scenarios
were generated using randomisation of these components so that
the scenarios could explore how species, social value, gender, age,
fitness, and utilitarianism influenced judgment. The components
were presented visually, but participants could also access text-
based descriptions.

Inspired by the Moral Machine example, we designed a serious
game, The Blame Game, to collect data for this project. In The Blame
Game players take the role of a detective trying to solve a case
where an A-bot has committed a crime. The goal of the game is to
collect information about the case and to make a judgment about
who is to blame. In this section we outline our approach to using
serious games and a generative game design to study people’s
judgments of responsibility. Specifically, we outline four separate
criteria for using a causal cognitive approach for serious games
towards gathering data to develop a framework of responsibility
attribution towards AI.

First, the game will use a visual novels format. Visual novels are
interactive games which feature a text and an image-based story.
They involve minimal gameplay - players can respond to situations
by clicking to keep the text and images moving while making some
choices along the way. The benefit of this approach is that visual
novels are easy to develop, given that they require only image and
text, whilst also being more engaging than purely text-based games.
The choices players make along the way can be used to collect data
on choices and judgments.

Second, we use a generative approach towards developing the
visual novel scenarios. Specifically, this involves generating images
and text that describe different factors (character, intent, capability,
etc) and agents. Players can receive information about factors either
in the form of evidence they can analyse or text-based descriptions
they can read.

Third, players get to choose what information they would like to
learn, and the order in which they do so. Participants are allowed
to make their judgments about who is responsible at any point,
even if they have not inspected all of the available information. The
benefit of this approach is that it gives rich data on what type of
information people prefer when making a responsibility judgment
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depending on the case they are evaluating. Further, this would
allow for exploring how different combinations of inspected factors
uniquely influence responsibility judgments. By giving people this
freedom, the game will also serve the purpose of education through
engaging people with questions pertaining to AI ethics.

Finally, in order to capture context-effect, the game will use
a series of different domains (e.g., healthcare, self-driving cars,
algorithmic trading). Further, players should interact with both
A-bot and human scenarios. This allows for answering question
relating to what factors uniquely influence people’s judgments
towards AIs versus humans.

5 DISCUSSION
This project aims to address the issue of mixed findings in empir-
ical studies on how people assign responsibility to AI. It outlines
nine factors that influence responsibility attribution - causality,
role, knowledge, objective foreseeability, capability, intent, desire,
autonomy and character. We propose a causal framework of re-
sponsibility - a Directed Acyclic Graph (DAG) which outlines the
causal relationships between the nine factors and responsibility.
To empirically test the framework we proposed our approach to
using serious games and applying them to causal cognitive research.
Specifically, we propose a visual novel game that uses a generative
approach to creating different scenarios, in which participants can
freely inspect different sources of information to make judgments
about humans and A-bots.

Our proposed framework has several implications. By building a
cognitive model of responsibility based on psychological evidence,
one can provide foundational work for systems that provide auto-
mated oversight for A-bots [25]. Specifically, it could inform the
development of systems to monitor deployed AIs “in the wild” and
inform the creation of policy and regulation for AI governance [80].

The research also has implications for human-AI interaction, in
that through understanding the responsibility model that people
use when judging AI, one can improve trust in AI. Specifically,
psychological research on how people judge AI can be used for
improving Explainable AI – models that provide information about
why AI acted the way it did [74].

AI responsibility poses many questions and challenges for AI
developers. By using the framework to understand people’s infer-
ences and attributions, developers will be able to predict people’s
judgments towards A-bots in novel situations. This has practical
applications for identifying the key factors that may lead harsh
judgment, and a corresponding decrease in use.

The proposed serious games paradigm has implications for re-
search in causal cognition aiming to systematically understand
how different factors interrelate to form judgments, rather than
just listing them individually. Our research has the potential to
both replicate and contextualise findings in the field, and father
new evidence for people’s judgments of A-bots.

If the data is collected from a (nationally or internationally)
representative sample of the public, the framework can serve as a
tool for policymaking. Policymakers usually rely on prescriptive
moral judgments, but in some situations they are interested in the
opinion of the public. In such cases, our framework can be used
as a prediction tool of the public’s attribution in several situations.

Moreover, it can be integrated into futuristic regulation frameworks
that are proposed to cope with the pace of technological advances in
AI, such as “adaptive regulation,” which are regulatory frameworks
designed to be updated automatically [13].

We believe our proposed framework can be extended in several
ways to increase its generalisability and practicality. One simplify-
ing assumption we made is that the data will be collected from a
homogeneous sample of individuals. This can make sense in some
situations. However, a group of individuals drawn form different
cultures (societies, countries) or comprised of sub-populations that
are characterised by demographic features (e.g., age, gender, race)
are better represented by frameworks that deal with heterogeneity.
A potential extension can be in employing hierarchical models in
which individuals from e.g., one country are drawn from the same
distribution [48, 52].

Another possible extension would deal with longitudinal data
(i.e., across time). The proposed model assumes that the data is
cross sectional (taken at one point in time). This is also a reasonable
simplifying assumption. However, public perception is adaptive
and can change over time (whether because the role or influence of
existing factors have changed or because new factors have become
relevant). Developing a framework with adaptive structure would
be a big challenge, but an adaptive framework with a fixed structure
can be developed as an extension to automatically adapt with newly-
acquired data.

6 CONCLUSION
Given the increasingly high degree that AIs are becoming embed-
ded in modern life, our proposed framework and research has the
potential for long-term impact in many areas of benefit to society.
By improving the trust and responsible use of AIs, we can help
these systems deliver benefits for health and well-being, financial
stability, sustainability, and justice. As AIs become more pervasive
we must ensure that proper legal, ethical, and social oversight is in
place. This includes the public’s oversight, how we (the public) can
contribute to keeping those systems in check. The data we collect
could, in principle, be used to empower and enable public oversight
through the development of “oversight algorithms” whose func-
tion would be to monitor, audit, and hold AI programs accountable
[25, 26].
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