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ABSTRACT

Strategic decisions are uncertain and often irreversible. Hence, predicting the value of

alternatives is important for strategic decision making. We investigate the use of generative

artificial intelligence (AI) in evaluating strategic alternatives using business models generated by

AI (study 1) or submitted to a competition (study 2). Each study uses a sample of 60 business

models and examines agreement in business model rankings made by large language models

(LLMs) and those by human experts. We consider multiple LLMs, assumed LLM roles, and

prompts. We find that generative AI often produces evaluations that are inconsistent and biased.

However, when aggregating evaluations, AI rankings tend to resemble those of human experts.

This study highlights the value of generative AI in strategic decision making by providing

predictions.

Keywords: generative artificial intelligence, artificial intelligence (AI), large language models

(LLMs), strategic decision making, strategic decisions, business models
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1. INTRODUCTION

Strategic foresight—the ability to accurately predict the consequences of a strategic decision—is

at the core of important strategy theories (Csaszar & Laureiro-Martinez, 2018; Gavetti & Menon,

2016; Kapoor & Wilde, 2023; Peterson & Wu, 2021). For example, when choosing a business

model, superior performance may come from recognizing the attractiveness of a new industry in

theories of competitive positioning (Porter, 1980) or from anticipating the value of a resource in

the resource-based view (Barney, 1986). Strategic decisions involve uncertainty and often

require commitment, making them irreversible or costly to undo (Ghemawat, 1991; Leiblein et

al., 2018). Hence, predictions about the relative or absolute value of alternatives are important

for strategic decision making. A key line of inquiry has been how individual evaluators and

aggregations of their predictions affect the evaluation of a strategic decision (Csaszar & Eggers,

2013; Joseph & Gaba, 2020; Knudsen & Levinthal, 2007; Piezunka & Schilke, 2023).

Developments in artificial intelligence (AI) offer a new set of evaluators and potential

aggregations to support evaluating strategic decisions, such as selecting a business model,

choosing a firm to acquire, and recrafting an organization’s design (Balasubramanian et al.,

2022; Choudhary et al., 2023; Gaessler & Piezunka, 2023; Zohrehvand et al., 2024). In

particular, generative AI consists of models that can produce high quality output, including text,

images, and audio (Murphy, 2023). For instance, a large language model (LLM) generates

human-like text based on neural networks with hundreds of billions of parameters (Chang et al.,

2023). They are trained on vast corpora including web pages, news articles, and books. Once

trained, an LLM requires little to no additional data to perform a new task (Brown et al., 2020).

Instead, they can be guided using instructions, or “prompts” (Liu et al., 2023). Prompts enable a

user to direct the model’s response to a specific task, without requiring task-specific training
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(Kojima et al., 2022). This flexibility can be useful when data for the task are limited or

circumstances are unique, as is often the case for strategic decision making (Choi & Levinthal,

2023).

We extend research on human evaluators (e.g., Csaszar & Eggers, 2013; Knudsen &

Levinthal, 2007), by investigating how artificial evaluators and aggregations of their predictions

affect the evaluation of strategic decisions. We build on the insight that aggregating many

imperfect predictions can improve the overall prediction by offsetting errors (He et al., 2022;

Krogh & Vedelsby, 1994; Lichtendahl et al., 2013; Mollick & Nanda, 2016; Page, 2008).

Aggregation of predictions has attracted interest (e.g., Csaszar & Eggers, 2013; Piezunka &

Schilke, 2023), because the benefits from aggregation become significant precisely when

individual predictions are challenging (Geman et al., 1992; Surowiecki, 2005), as is often the

case for strategic decisions. We decompose the benefit derived from aggregating AI predictions

into two different effects. We assess the benefit of diversity for a given level of scale (a diversity

effect), by aggregating predictions from multiple LLMs (e.g., from Google, Meta, and OpenAI),

roles (e.g., employee, investor, industry expert), and prompts, holding constant the number of

predictions per AI evaluator. We then assess the benefit of scale for a given level of diversity (a

scaling effect), by aggregating all predictions from the different LLMs, roles, and prompts.

In two studies, we focus on the strategic decision of choosing a business model

(Casadesus-Masanell & Ricart, 2010; Guzman, Oh, & Sen, 2020; 2023; Kotha et al., 2023) that

describes a firm’s customers, products or services, and main activities (Markides, 2000; Massa et

al., 2017). In the first study with a sample of 60 AI-generated business models, we examine the

extent to which the business model rankings by generative AI agree with those of human experts.

The rankings are derived from pairwise evaluations of business models. Our analysis yields three
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main results. First, selecting the business model that is more likely to succeed in a pairwise

evaluation is challenging for generative AI. Its pairwise evaluations are often inconsistent (i.e.,

the order of business models affects choice), because they show bias (i.e., a systematic

preference for the first or second business model). However, our second result demonstrates that

aggregating pairwise evaluations can circumvent those challenges. Rankings based on many AI

evaluations tend to agree with those of human experts (when aggregating all: correlations of

0.675 (Pearson) and 0.463 (Spearman), and choosing the same best business model in 5 out of 10

industries and the same worst business model in 6 of them). AI rankings agree with human

experts more than human non-experts do. Third, we decompose the benefit derived from

aggregating AI evaluations. The scaling effect (aggregating many evaluations for a given level of

diversity) is more pronounced than the diversity effect (aggregating from multiple LLMs, roles,

and prompts for a given level of scale).

In the second study with a sample of 60 business models submitted to a business model

competition by entrepreneurs competing for a share of the USD one million in prize money, we

assess the extent to which the findings from study 1 generalize to business models of actual

startups. The AI rankings are generated in the same way as in study 1. The human expert

rankings are based on scores awarded by judges of the business model competition. We find that

the study 1 results mostly generalize, qualitatively and quantitatively, to the startups’ business

models in study 2.

This study makes two contributions to the literature on strategic decision making (e.g.,

Eisenhardt & Zbaracki, 1992; Peterson & Wu, 2021; Piezunka & Schilke, 2023). First, the focus

has naturally been on human evaluators, because they have traditionally evaluated strategic

decisions. We explore the role of artificial evaluators that rely on generative AI, and LLMs
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specifically. As LLMs become more capable and widespread within firms, they offer the

potential to help build strategic foresight. Second, the literature has investigated aggregations of

evaluations, because they are most beneficial when individual predictions are difficult (Geman et

al., 1992). When aggregating predictions from human evaluators, a challenge is deciding whose

predictions to aggregate. A goal is to obtain predictions that differ from each other so that errors

cancel out (Page, 2008). Approaches include selecting on evaluators’ skill level, cognitive style,

and demographics (Almaatouq et al., 2024; Csaszar & Eggers, 2013; De Oliveira & Nisbet,

2018; Knudsen & Levinthal, 2007). When aggregating predictions from artificial evaluators, that

challenge is the same but the solutions differ. We explore selecting on evaluators’ LLM, role, and

prompt. We analyze the benefits of these selections by considering both a diversity effect

(aggregating more LLMs, roles, and prompts) and a scaling effect (aggregating more

evaluations). Taken together, this study demonstrates the potential role of artificial evaluators for

strategic decision making by providing predictions.

2. BACKGROUND

2.1 Strategic decisions

Strategic decisions have been described as important, difficult to undo, and involving uncertainty

(Eisenhardt & Zbaracki, 1992; Elbanna & Child, 2007; Van den Steen, 2018). They are important

because they significantly affect the success or failure of organizations (Porter, 1980) and guide

and constrain subsequent decisions (Casadesus-Masanell & Ricart, 2010; Mintzberg et al., 1976).

These decisions are difficult to undo due to the path dependence they create, given their

interdependence with subsequent decisions (Leiblein et al., 2018; Page, 2008), and because they

often involve committing scarce resources (Ghemawat, 1991). Additionally, they involve

uncertainty because relevant future states are difficult to anticipate and their occurrence
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probabilities hard to quantify (Arend, 2024; Levinthal, 2011). Thus, strategic decisions are

crucial due to their importance but are challenging to get right because of the inherent

uncertainty. Additionally, their irreversibility means that making these decisions involves making

predictions.

2.2. Human evaluators

Past research has investigated how individuals and their aggregations can contribute to strategic

foresight, the ability to accurately predict the consequences of a strategic decision (Gavetti &

Menon, 2016). At the individual level, the focus has been on individuals’ cognition (Gavetti &

Levinthal, 2000; Helfat & Peteraf, 2015), including their mental representations, experiences,

and biases (Bardolet et al., 2011; Csaszar & Laureiro-Martinez, 2018; Gary & Wood, 2011;

Kapoor & Wilde, 2023; Peterson & Wu, 2021). At the aggregation level, a key consideration is

the organizational structures used to combine individual predictions (Csaszar & Eggers, 2013;

Joseph & Gaba, 2020; Knudsen & Levinthal, 2007; Piezunka & Schilke, 2023).

Aggregating many imperfect predictions can improve the overall prediction (Lichtendahl

et al., 2013; Mollick & Nanda, 2016), where improvement is typically assessed as a reduction in

prediction error (i.e., the difference between a prediction and the actual outcome). Aggregating

can occur in many ways, including through averaging or majority voting (Csaszar & Eggers,

2013). The benefit of aggregation—also called wisdom of the crowds (Surowiecki, 2005)—has

long been of interest (Condorcet, 1785; Galton, 1907).

Aggregating multiple predictions yields a better prediction if their errors at least partially

offset. For example, if the task is predicting the value of a strategic alternative (i.e., a continuous

outcome or a “regression” task), positive prediction errors offset negative prediction errors

(Larrick & Soll, 2006). Alternatively, if the task is predicting which of two strategic alternatives
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is better (i.e., a discrete outcome or “classification” task), sufficient correct predictions offset

incorrect predictions through majority voting (Hansen & Salamon, 1990). Offsetting implies that

aggregation performs better with greater diversity and number of predictions (Krogh & Vedelsby,

1994; Page, 2008). Moreover, aggregating is especially beneficial in contexts where a single

prediction is more likely to be error-prone (Geman et al., 1992; Ueda & Nakano, 1996), such as

strategic decision making.

2.3. Artificial evaluators

Recent advances in generative AI, and in particular LLMs, offer the possibility of artificial

evaluators.

2.3.1. Large language models

A language model is a model that predicts the next word given a sequence of words (Murphy,

2023). When language models become large, abilities emerge that are absent in smaller models,

including answering previously unseen questions, performing arithmetic, and reasoning over

multiple steps (Wei et al., 2022a). This advancement marks a significant leap in the field of

natural language processing (NLP).

LLMs are based on deep learning, or neural networks. The term “large” in the name

signifies the extensive number of parameters used by these models, which can exceed one

trillion. A key element of these models is the Transformer architecture (Vaswani et al., 2017),

which improves data processing efficiency by parallelizing computations. It also provides an

effective way to discern patterns in the data, facilitating the models’ ability to understand context

and to generate contextually relevant text. Learning good values of many parameters requires

substantial computational power and data. Typically, model training is done on thousands of

powerful graphics processing units (GPUs) designed for executing parallel computations.
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Notwithstanding such high levels of computing power, training an LLM can take multiple

months (Naveed, 2023). A key source of data for training an LLM is the corpus of billions of

publicly available websites (e.g., as captured in the Common Crawl).1 LLMs are trained using a

self-supervised learning approach, where the model learns to predict parts of the input data from

other parts of the data, without explicit external labels. This approach enables the model to learn

a comprehensive language representation, which can be queried with prompts, instead of

requiring further training for new tasks.

2.3.2. LLM predictions

LLMs possess the ability to make predictions whereby an output is assigned to a new input

(Chang et al., 2023). A classic prediction example is text classification, a common task in NLP.

Applications include sentiment analysis, where an LLM categorizes text as positive, negative, or

neutral based on its tone, and email filtering, where emails are sorted into categories like spam,

travel, or invoices. A more recent prediction example is question answering, where an LLM is

provided a question and predicts the answer, by either selecting the correct answer from a list or

generating its own answer (Kojima et al., 2022). An important overall evaluation metric for

LLMs is the extent to which they can correctly answer questions (Hendrycks et al., 2021).

Furthermore, when provided with a pair of different responses to a single question, LLMs can be

asked to predict which better addresses the user’s question. Here the output is the response

preference and the input is the question with the pair of responses. The LLM judgment can then

be compared to a human’s evaluation of the same responses (Zheng et al., 2023).

Our setup mirrors this approach: we present an LLM with pairs of business models. Its

task is to analyze and determine which of the two business models is more likely to succeed. In

this context, the LLM’s evaluation of business models is effectively a prediction task because it

1 https://commoncrawl.org/
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assigns a label (i.e., “preferred” to one business model) to a new input (i.e., a pair of business

models).

2.3.3. Aggregating LLM predictions

The wisdom of the crowd, or the benefit of aggregating predictions, depends on two

mechanisms: the crowd’s diversity and scale (Keuschnigg & Ganser, 2017; Page, 2008;

Surowiecki, 2005). The positive impact of each on aggregation can be mathematically derived

(Geman et al., 1992; Jiang et al., 2017; Krogh & Vedelsby, 1994; Ueda & Nakano, 1996; Wood

et al., 2023). First, diversity indicates that the predictions differ from each other. Through

aggregating diverse predictions, incorrect predictions can be offset. Optimistic predictions cancel

out pessimistic predictions (for a continuous outcome) or correct predictions outweigh incorrect

ones (for a discrete outcome). If predictions are not diverse, then the aggregated prediction will

resemble a typical individual prediction and the crowd cannot provide much benefit. Second,

scale refers to the number of predictions contributing to the aggregation. By aggregating many

predictions, offsetting inaccurate predictions becomes more probable. For a continuous outcome,

selecting only a few predictions might result in a set of mostly optimistic predictions or of mostly

pessimistic predictions, offering limited aggregation benefits in either case. However, selecting

many predictions is more likely to include both optimistic and pessimistic predictions, enhancing

the aggregation benefits (Batchelor & Dua, 1995). For a discrete outcome (with individual

predictions correct at least half the time), selecting a few predictions occasionally leads to the

wrong result. However, when aggregating many predictions, the correct predictions are more

likely to outweigh the incorrect ones, making the correct result increasingly likely (Dietterich,

2000).
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To benefit from aggregating LLM predictions, these mathematical principles imply that

artificial evaluators must also ensure diversity and scale. Achieving scale is viable using

generative AI because the technology’s flexibility and scalability (Kojima et al., 2022) allow for

the generation of many predictions. Achieving diversity is less straightforward. Predictions need

not only be diverse but also accurate on the whole. Without knowing the correct prediction, it is

challenging to know which diverse predictions are beneficial. Instead, a common approach is to

source from diverse evaluators (Page, 2008). For example, past research on human evaluators

has considered the implications of differences in their skill level, cognitive style, and

demographics (Almaatouq et al., 2024; Csaszar & Eggers, 2013; De Oliveira & Nisbet, 2018;

Knudsen & Levinthal, 2007).

Likewise, we investigate the implications of differences in artificial evaluators’ LLMs,

roles, and prompts. First, LLMs can generate different predictions for identical tasks, partly

because they employ different neural network architectures and are trained on partially different

data. Even if their overall accuracy is comparable, LLMs may make different mistakes

(Hendrycks et al., 2021; Wei et al., 2022a). Second, just as humans’ perspective or role

influences their predictions (Page, 2008), LLMs’ assigned role influences their output

(Boussioux et al., 2024; Deshpande et al., 2023; Xu et al., 2023). For example, an LLM

performed better on multiple choice questions in different fields (e.g., biology, econometrics, or

international law) when impersonating a domain expert than a non–domain expert (Salewski et

al., 2023). Third, different instructions or prompting approaches may influence the prediction an

LLM makes (Wei et al., 2022b). LLMs use attention mechanisms to focus on different parts of

the input when generating responses (Vaswani et al., 2017). Different prompts can shift the

model’s attention to various aspects of the input, influencing the final output. Additionally,
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complex problems can be approached in different ways, and the design of prompts plays a

crucial role in this process (Wei et al., 2022b).

3. STUDY 1: AI-GENERATED BUSINESS MODELS

Study 1 used AI-generated business models for reasons of internal validity. We aimed for

evaluators to focus on assessing the prospective success of business models rather than being

influenced by correlates like presentation style (Tsay, 2021). Using AI-generated business

models ensures consistency across models (e.g., same components, cadence, style, length).

Furthermore, the business models were short to prevent fatigue among the human evaluators.

The study’s pre-registration is available at: https://aspredicted.org/TH5_LDK.

3.1 Methods

3.1.1. Generating business models

We used GPT-4 from OpenAI (version gpt-4-0613) accessed via an application programming

interface (API) to generate 60 startup business models (= 10 industries × 2 prompts × 3

probabilities of succeeding). First, from the Global Industry Classification Standard (GICS),2 we

selected 10 industries: commercial printing, passenger ground transportation, education services,

apparel retail, food retail, brewers, health care equipment, consumer finance, application

software, and movies & entertainment. These industries have a mix of target markets (business

versus consumer) and outputs (products versus services). Second, we used two prompts

(provided in the Online Appendix). The base prompt asked for a business model in a given

industry with a description of the customers, products or services, and main activities in one

query (Markides, 2000; Massa et al., 2017). The chain-of-thought prompt asked first for only the

customers, second for the products or services, and last for the main activities. Chain-of-thought

prompting is a popular technique that breaks down complex tasks into simpler, sequential tasks

2 https://www.msci.com/our-solutions/indexes/gics
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(Wei et al., 2022b). Third, we asked for business models that had low, medium, or high

probability of succeeding in the prompt, because no objective ex-ante measure of the business

models’ viability exists. It is unlikely that each business model aligns with its category, but we

expected that on average the business models from the different categories will differ in viability,

offering an opportunity to test the LLMs’ predictive capabilities for strategic decisions.

We sought business models with between 75 and 125 words to balance the level of detail

of the business model and time required for human evaluation. To promote creativity, we used a

temperature of 0.7, a setting that controls the randomness of the LLM’s response. For each

combination of industry, prompt, and probability of succeeding, the LLM generated three

business models. One that met the word count was randomly selected (for examples, see Table

1). Mean and standard deviation word count of the 60 selected business models are 83.3 and 8.1,

respectively.

[[ INSERT TABLE 1 ABOUT HERE ]]

3.1.2. Evaluating business models

Business models were assessed through pairwise evaluations, with business models in each pair

from the same industry. Evaluations were performed separately by generative AI, human experts,

and human non-experts. An evaluator was asked to indicate which business model of a pair was

more likely to succeed. Each generative AI evaluator assessed all pairs. Human experts and

separately non-experts covered all pairs collectively, but each individual only assessed a subset

to mitigate survey fatigue. A human expert evaluated 10 randomly selected pairs (one pair from

each industry). A human non-expert evaluated three randomly selected pairs (each from a

different industry). For both human experts and non-experts the sample sizes were chosen to

include each of the 60 business models in 10 pairs, on average. For random sampling of pairs, we
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used a discrete choice experiment design (McFadden, 1986) in which business models are

randomly sampled from the full factorial of generation characteristics (i.e., prompting approach

[base, chain-of-thought], and success probability [low, medium, high]), conditional on industry.

3.1.2.1. Generative AI

We used 7 LLMs × 10 roles × 2 prompts. First, we accessed seven LLMs via API: Claude2 (from

Anthropic), PaLM2 and Gemini Pro (from Google and used in its Bard service), Llama2 (an

open source model from Meta), and GPT-3.5, GPT-4, and GPT-4 Turbo (from OpenAI and used

in its ChatGPT service). Details of the LLMs are provided in Table 2. These models were chosen

based on their API accessibility, widespread use, and performance in public leaderboards.3 Each

LLM is used with a temperature of 0, because we sought its most confident response. Second, we

instructed the LLMs to take on 10 different roles, five of which are connected to the startup (the

founder, an investor, an employee, a potential customer, and a potential supplier) and five of

which are not (a strategy professor, an industry expert, a journalist with the Financial Times, a

politician, an environmental activist). These roles were chosen so that individually they should

be knowledgeable about the potential prospects of a startup, while collectively their opinions

may differ. Third, we used two prompts. The base prompt asked which business model is more

likely to succeed by indicating “A” or “B.” The chain-of-thought prompt urged an LLM to

reason before giving a final response. It asked first to compare the internal fit of the business

models (i.e., how well each business model’s elements fit together), second to compare their

external fit (i.e., how well each business model fits with its external environment), third to

explain which is more likely to succeed, and finally to simply indicate “A” or “B.”

[[ INSERT TABLE 2 ABOUT HERE ]]

3 https://huggingface.co/spaces/lmsys/chatbot-arena-leaderboard (accessed on December 16, 2023).
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Each LLM evaluated ordered pairs to allow for the possibility that the evaluation of

business models A versus B differs from that of B versus A. The total number of evaluations

obtained from this procedure was 42,000 (= 10 industries × 6 business models × 5 pairings per

model × 7 LLMs × 10 roles × 2 prompts). After excluding 4,122 invalid evaluations, the number

of usable pairwise evaluations was 37,878. We excluded all 3,000 evaluations of PaLM2 with the

base prompt, because it chose the second business model in 99.9% of evaluations.4 We retained

the evaluations of PaLM2 with the chain-of-thought prompt. We also sought to exclude

evaluations that did not indicate a choice. Of the remaining evaluations, in 86.4% of cases, the

AI responded exclusively “A” or “B,” as requested. Hence, no formatting was required. In 10.7%

of evaluations the AI indicated which business model was more likely to succeed, but not in the

requested format (even after asking for the correct format). For example, “My apologies! Here's

my revised answer: A”. Hence, formating was required and we extracted the A or B choice

matching text patterns. In 2.9% of (or 1,122) evaluations, the AI did not indicate which business

model was more likely to succeed. For example, “I apologize for any confusion caused.” Hence,

no choice was provided and we excluded these evaluations.5 See the Online Appendix for details

of evaluations of each by LLM and prompting approach.

To decompose any aggregation benefits, we combine pairwise evaluations into three

types of AI evaluators (see Figure 1). First, we aggregate predictions from a single LLM, role,

and prompt. Each of the resulting 130 “uniform AI evaluators” contains a maximum of 300

pairwise evaluations (bottom left side of figure). Second, we aggregate predictions from multiple

LLMs, roles, and prompts, by randomly sampling without replacement a maximum of 300

pairwise evaluations. We stratified by ordered pair of two business models. Thus, each of the

5 As a robustness check, we included these evaluations. Because these pairwise evaluations have no winner, we code
these as ties (i.e., 0.5 and 0.5 for both business models). The results are similar as those reported.

4 Including these evaluations yields similar results as those reported.
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resulting 130 “mixed AI evaluators” will have approximately the same number and types of pairs

(bottom middle of figure). Small differences occur due to the 2.9% of evaluations that did not

yield a choice. Third, we aggregate the 37,878 predictions from all LLMs, roles, and prompts,

resulting in one “comprehensive AI evaluator” (bottom right of figure). The mixed AI evaluators

and comprehensive AI evaluator allow us to decompose the aggregating benefits attributable to

the diversity and scaling effects, respectively.

[[ INSERT FIGURE 1 ABOUT HERE ]]

The aggregation is based on the typical approach of averaging (Davis-Stober et al., 2014)

and yields a “win” proportion for each business model. As an illustrative and simplified example,

let us focus on three business models—BM1, BM2, and BM3—and two LLMs—LLM1 and

LLM2 (ignoring roles and prompts). Each LLM indicates the preferred business model for each

ordered pair. This leads to six pairwise evaluations per LLM, or a total of 12 evaluations for both

LLMs combined. The 12 evaluations are used to create the three types of AI evaluators. First, a

uniform AI evaluator aggregates six predictions from a single LLM. Based on the six

predictions, we can calculate for each business model its win proportion (i.e., number of wins /

number of pairwise evaluations). For example, imagine that BM2 won three of the four

evaluations it was part of, then its win proportion is 0.75. Because there are two LLMs, there are

two uniform AI evaluators. Second, a mixed AI evaluator aggregates six predictions from

multiple LLMs. The six pairwise evaluations are randomly drawn without replacement from

stratified ordered pairs. The procedure described above is used to compute the win proportion

per business model. Just as with uniform AI evaluators, there are two mixed AI evaluators.

Third, the sole comprehensive AI evaluator consists of all 12 evaluations. The same procedure is
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used to calculate the win proportion per business model. Since all evaluations are combined,

there is only one comprehensive AI evaluator.

3.1.2.2. Human experts

We recruited 100 human experts by emailing well respected strategy professors (39% women;

39% US-based; rank: 35% assistant, 36% associate, 29% full) at globally renowned institutions

(e.g., 34% from top 20 Financial Times business schools6). We asked for their help in the

evaluation task within two weeks of the email request. The response rate was 51% (no responses

were excluded), resulting in 510 pairwise evaluations (= 51 respondents × 10 pairs per

respondent).

3.1.2.3. Human non-experts

We recruited 150 human non-experts on Prolific, an online platform. We excluded 14 people who

completed the task within one minute or after 15 minutes, or incorrectly answered an attention

check question. Respondents (n=136, 53% women) resided in the United States, were at least 18

years old (mean=36.3, s.d.=11.5), had working experience (5% 1-2 years, 18% 3-5 years, 26%

6-10 years, 16% 11-15 years, 33% 16+ years), and received 1.50 USD in compensation.7 The

responses yielded a total of 408 pairwise evaluations (= 136 respondents × 3 pairs per

respondent).

3.1.3. Variables

We assess the agreement with human experts along four outcomes. Each is based on the

proportion of “wins” for a business model. A business model wins if it is deemed more likely to

succeed than the other business model in a pairwise evaluation. Pearson correlation is the

correlation for the 60 business models between the win proportion by human experts and the win

7 Some demographic data was unavailable because respondents chose not to disclose it.
6 MBA 2023 Business school ranking, see https://rankings.ft.com/.
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proportion by AI (or by human non-experts). Spearman correlation is the rank correlation for the

60 business models based on their win proportion ranked by industry. Ties are given the average

rank of the group. For example, if two business models are joint third in an industry, then their

rank is 3.5. Top choice is the proportion of industries for which the business model ranked

highest by human experts is also ranked highest by AI (or by human non-experts). To account for

ties, we focused on business models with rank 1 or 1.5. Human experts had eight industries with

one top ranked business model and two industries with two top ranked business models. For

those two industries, a top choice was registered as long as the AI (or human non-expert) had at

least one of these business models ranked highest. Bottom choice is as top choice, except for the

lowest-ranked business model per industry. To account for ties, we focused on business models

with rank 5.5 or 6. Human experts only had unique lowest rank business models.

For the uniform and mixed AI evaluators, each outcome is computed for the individual

AI evaluators and then the average (and standard error) is presented. There is only one

comprehensive AI evaluator, so the four values corresponding to the measures are its computed

values.

3.2. Results

3.2.1. Agreement in outcomes

At the level of pairwise evaluation, predicting the most promising business model is challenging

for an LLM, as evaluations are susceptible to inconsistency and bias. The left panel of Figure 2

shows the proportion of pairwise evaluations that are consistent, that is, when the evaluation of

business models A and B yields the same prediction as the evaluation of B and A. Inconsistency

is common, with evaluations at most 80.9% consistent (for GPT-4 Turbo with chain-of-thought

prompt) and frequently much lower (e.g., 42.2% for Claude2 with base prompt). The right panel
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shows the proportion of pairwise evaluations in which the last option is preferred, in other words,

when the evaluation of business models A versus B yields the prediction B. Because every pair is

evaluated twice (i.e., A versus B and B versus A), unbiased evaluation should yield the last

option in 50% of all instances. However, LLMs can exhibit bias. Some systematically favor the

last option, as observed in 83.5% of the evaluations for GPT-3.5 (base), and others disfavor the

last option, as seen in Gemini Pro (chain-of-thought) with only 29.6% of the cases.

[[ INSERT FIGURE 2 ABOUT HERE ]]

When aggregating many pairwise evaluations, AI evaluators tend to agree with human

experts more than human non-experts do, and the extent of agreement increases with greater

diversity and scale of aggregations. Figure 3 shows the agreement with human expert evaluators

on the four outcomes. First, uniform AI evaluators tend to agree with human experts more than

human non-experts do. Pearson correlation, top choice, and bottom choice values for uniform AI

evaluators (human non-experts) are 0.570 (0.447), 0.327 (0.200), and 0.553 (0.400). The one

exception is Spearman correlation, where the value is 0.405 (0.416). Second, mixed AI

evaluators are on average more similar to human experts than are the uniform AI evaluators

across all four measures (Pearson correlation 0.590, Spearman correlation 0.427, top choice

0.353, and bottom choice 0.568). Third, the comprehensive AI evaluator shows even greater

agreement with the human experts (with values of 0.675, 0.463, 0.500, and 0.600, respectively).

[[ INSERT FIGURE 3 ABOUT HERE ]]

To assess the statistical significance of differences between evaluators, we obtain 95%

confidence intervals. We cannot base these on the standard errors of the means for two reasons.

First, for uniform and mixed AI evaluators, they yield confidence intervals for the means but not

for the difference in means (as the estimates are non-independent). Second, for comprehensive
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AI evaluators and human non-experts, the standard errors are unavailable because their means

are based on a direct aggregation of all predictions. Instead, we employ a jackknife approach

(Quenouille, 1956; see Arslan, 2023 for a recent example), a resampling technique that involves

a leave-one-out procedure.8 We iteratively exclude one evaluator at a time, which is a

combination of an LLM, prompt, and role (for the AI evaluators) and a respondent (for the

human non-experts). After each resampling, the four outcomes are calculated. The resulting 95%

confidence intervals are provided in the Online Appendix. For each outcome, we compare the AI

evaluators with the human non-experts, and with each other. The general ordering is that

agreement is greatest for the comprehensive AI evaluator, then the mixed AI evaluators, then the

uniform AI evaluators, and finally the human non-experts. The one exception is the Spearman

correlation, for which again the comprehensive AI evaluator agrees most but the mixed and

uniform AI evaluators align similarly as the human non-experts.

For understanding the economic significance, we assess the different outcome variables.

Pearson correlation and Spearman correlation capture the average alignment in assessment of

all business models. Top choice and bottom choice capture the average alignment for the winning

and losing business models, respectively. Whereas the four outcome variables are expected to

move together as a first approximation, they highlight distinct types of agreement in evaluations.

The two correlation measures capture whether evaluations broadly agree, while the top and

bottom choices provide agreement on the options that may matter more in a selection process.

Pearson correlation uses the win proportions. The alignment with human experts is 0.447

for human non-experts and 0.675 for the comprehensive AI evaluator. The uniform AI evaluator

sits approximately in the middle of these two values. The agreement of the comprehensive AI

8 An alternative resampling technique is bootstrapping whereby sampling occurs with replacement. This approach is
less suitable because of the requirement that each uniform and mixed AI evaluator covers all business models.
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evaluator represents a 51.0% and 18.4% increase over the human-non experts and the uniform AI

evaluators, respectively. Spearman correlation uses the ranked win percentages. The alignment

with human experts is 0.416 for human non-experts and 0.463 for the comprehensive AI

evaluator. The uniform AI evaluator correlation of 0.405 falls just below the human non-experts.

The increase in agreement of the comprehensive AI evaluator over the human non-experts and

the uniform AI evaluators is 11.3% and 14.3%, respectively. A correlation increase of less than

0.05 suggests that overlap in rank order with that of the human experts is fairly similar for the

human non-experts and the comprehensive AI evaluator. Thus, the comprehensive AI evaluator’s

greater alignment with human experts in actual win proportions (Pearson correlation) is not

accompanied by a substantially greater alignment in average ranking (Spearman correlation).

However, it does yield substantive differences in agreement at the top and bottom of the

rankings. For top choice, human non-experts match human experts in only 2 out of 10 industries,

whereas the comprehensive AI evaluator aligns in 5 out of 10 industries. The uniform AI

evaluator sits approximately in the middle of these two values. This alignment matters if

selecting only the winners is the key motivation of the evaluation. It matters even more if these

winners achieve outsized returns, as often seen in entrepreneurial environments (Malenko et al.,

2024). For bottom choice, human non-experts align in 4 out of 10 industries, whereas the

comprehensive AI evaluator matches in 6 out of 10 industries. The uniform AI evaluator is close

to the comprehensive AI evaluator. Avoiding losers is useful in selection processes, such as an

incubator seeking to allocate its limited resources. It is also critical if losing options result in

significant costs. For example in entrepreneurial environments, founders incur significant costs if

they pursue poor strategies (Gans, Stern, &Wu, 2019).
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In the Online Appendix, we investigate whether business model characteristics similarly

affected human experts and AI evaluations.

3.2.2. Unpacking the diversity and scaling effects

Successive improvements in agreement among the mixed and comprehensive AI evaluators

provide evidence for the benefits of diversity and scaling, respectively. Relative to the uniform

AI evaluator, the diversity effect yielded improvements of between 3% and 8% across the four

measures and the scaling effect yielded additional improvements of between 6% and 45%. We

unpack the diversity effect (by considering different levels of diversity across LLMs, roles, and

prompts) and the scaling effect (by considering different numbers of pairwise evaluations). For

the diversity effect, the main results showed the comparison between 130 uniform AI evaluators

(with a single LLM, role, and prompt) and 130 mixed AI evaluators (with multiple LLMs, roles,

and prompts), and all had a maximum of 300 pairwise evaluations. Here we also show the results

for intermediate levels of diversity, whereby each AI evaluator is sampled along some

dimension(s) and the other dimension(s) are kept constant (e.g., multiple LLMs and prompts and

a single role). For the scaling effect, the main results showed the comparison between the 130

mixed AI evaluators (each with a maximum of 300 pairwise evaluations) and one comprehensive

AI evaluator (that aggregated all 37,878 pairwise evaluations). Here we also show the results for

intermediate levels of scale, whereby each AI evaluator is aggregated along some but not all

dimensions (e.g., multiple LLMs and prompts and a single role). Aggregating along more

dimensions implies the aggregation of more pairwise evaluations.

We use indicators to capture the selection dimensions (LLM, role, prompt). For example,

(1, 0, 1) means that AI evaluators are sampled with multiple LLMs and prompts and a single

role. A total of 8 = 23 combinations are feasible, including (0, 0, 0) and (1, 1, 1). Figure 4 shows
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the outcomes for all combinations and Table 3 provides the tabular results. In the figure, the

average of uniform AI evaluators (0, 0, 0) is shown in light blue. The diversity effect is shown

with one shade darker. For example, on average mixing roles increases the Pearson correlation

by 0.010 (i.e., (0, 1, 0): 0.580 vs. (0, 0, 0): 0.570). The diversity effect tends to increase with the

number of dimensions along which is sampled. On average, mixing increases an outcome with

0.007 for one dimension, 0.014 for two dimensions, and 0.021 for three dimensions. For

dimension type, no clear differences in the selection effect emerge when comparing a single

dimension (i.e., (1, 0, 0) vs. (0, 1, 0) vs. (0, 0, 1)).

[[ INSERT FIGURE 4 ABOUT HERE ]]

[[ INSERT TABLE 3 ABOUT HERE ]]

For each combination other than (0, 0, 0), we can scale the AI evaluators. For example,

mixing (0, 1, 0) yields 130 AI evaluators, each including multiple roles and a single LLM and

prompt (e.g., Gemini Pro × chain-of-thought) and each with a maximum of 300 pairwise

evaluations. Scaling (0, 1, 0) yields 13 AI evaluators, each still including multiple roles and a

single LLM and prompt but now with a maximum of 3,000 pairwise evaluations. For example,

we can scale the 10 AI evaluators of Gemini Pro × chain-of-thought (each with multiple roles

and a maximum of 300 pairwise evaluations), by aggregating all pairwise evaluations yielding

one Gemini Pro × chain-of-thought evaluator with at most 3,000 pairwise evaluations. Thus,

mixing makes AI evaluators more diverse. Scaling makes AI evaluators bigger for a given level

of diversity.

The scaling effect is shown with the darkest shade. The scaling effect is more pronounced

than the diversity effect. Furthermore, the scaling effect tends to increase with the number of

dimensions along which is scaled. On average, scaling increases an outcome with 0.041 for one
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dimension, 0.064 for two dimensions, and 0.075 for three dimensions. The AI evaluators’ scale

increases with the number of dimensions. For example, the maximum number of pairwise

evaluations increases is 600 for (0, 0, 1) and is 37,878 for (1, 1, 1). Thus, the diversity effect

tends to be stronger with more diversity and the scaling effect with more pairwise evaluations,

and the scaling effect is more pronounced than the diversity effect.

4. STUDY 2: BUSINESS MODEL COMPETITION

Study 2 investigates the external validity of the study 1 findings. We use data from a business

model competition hosted by an US university and held in 2016. Applicants competed for a share

of USD one million in total prize money.

4.1. Methods

4.1.1. Business models

Applicants are entrepreneurs of early-stage, US-based startups. They submitted detailed textual

information on their business model. Each business model description was structured using the

same predefined categories, such as a problem statement, value proposition, and pathway

towards growth. We obtained the same number of business models as in study 1 by randomly

sampling 60 from the 71 submissions. On average, a selected business model had 2,207.7 words

(s.d.=381.0).

4.1.2. Evaluators

4.1.2.1. Generative AI

We used the same approach as in study 1, with minor changes where required. Business models

were evaluated pairwise. We obtained a similar number of evaluations as in study 1 by randomly

assigning the business models to 10 groups. All pairwise evaluations are within the same group.

Paired business models are not necessarily in the same industry.
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We used 6 LLMs × 10 roles × 2 prompts. First, we used the following six LLMs (see

Table 2): Gemini Pro 1.0 and Gemini Pro 1.5 (from Google), Llama3 (an open source model

from Meta), Mistral Large (an open source model from Mistral), and GPT-3.5 and GPT-4o (from

OpenAI).9 This set differs from study 1 because input capacity of some LLMs was insufficient

for longer business models (i.e., Llama2, PaLM2) and running costs of others were prohibitive

(i.e., Claude2, GPT-4, GPT-4 Turbo). Second, we used the same ten roles. Those connected to a

startup required slight rewording as the business models now related to two startups instead of

one (e.g., “a founder of a startup” instead of “the founder of this startup”). Third, we used the

same two prompts: base and chain-of-thought. Again, a slight rewording was required because

the evaluation was no longer for a single industry.

The total number of evaluations was 36,000 (= 10 groups × 6 business models × 5

pairings per model × 6 LLMs × 10 roles × 2 prompts). After excluding 0.07% (or 25) evaluations

that did not indicate a choice, the number of usable pairwise evaluations was 35,975. For

additional details, see the Online Appendix.

4.1.2.2. Human experts

The number of judges was 70, selected by the competition organizers for their relevant

knowledge and experience (including entrepreneurs, investors, and academics). They assessed

the business models using pre-defined criteria (e.g., innovativeness, scalability) on scales from

one to five. A judge evaluated 4.3 business models, on average. A business model was

independently evaluated by 5 judges, with their scores summed. Consequently, each business

model received a single score.

9 The number of LLMs is the number stated in study 1’s pre-registration (see the Online Appendix). We report the
results from all LLMs that we ran.
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4.1.3. Variables

We use the same variables: Pearson correlation, Spearman correlation, top choice, and bottom

choice. These are based on the business models’ win proportions for AI and single scores for

human experts. Ranks are from the rankings within a group.

4.2. Results

As Figure 2 showed for study 1, Figure 5 shows that pairwise evaluations produced by AI are

often inconsistent (left panel) and biased (right panel) for study 2. Consistency (when the

evaluation of business models A and B yields the same prediction as the evaluation of B and A)

ranged from 29.9% (GPT-3.5 using the chain-of-thought prompt) to 78.1% (Llama 3 using the

base prompt). Without bias, we would expect the first option and second options to be chosen

with equal frequency (i.e., 50%). However, there was often a bias against the second option (e.g.,

16.3% with Mistral Large using the chain-of-thought prompt) or, less commonly, in favor of the

second option (i.e., 70.7% with Gemini Pro 1.5 using the base prompt).

[[ INSERT FIGURE 5 ABOUT HERE ]]

As Figure 3 showed for study 1, Figure 6 shows that, when aggregating many pairwise

evaluations, AI and human expert evaluators tend to agree for study 2. Furthermore, agreement

increases with greater diversity and scaling. For each of the four measures, agreement with

human experts improved from uniform to mixed to comprehensive AI evaluators. The agreement

with human expert evaluators of the uniform AI evaluator was 0.505, 0.525, 0.349, and 0.543 for

Pearson correlation, Spearman correlation, top choice, and bottom choice, respectively. The

mixed AI evaluator improved agreement over the uniform AI evaluator (values were 0.548,

0.572, 0.370, and 0.549 across the four measures, respectively). The comprehensive AI evaluator

improved agreement over the mixed AI evaluator (0.663, 0.720, 0.400, and 0.600, respectively).
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[[ INSERT FIGURE 6 ABOUT HERE ]]

To assess statistical significance, we use the same jackknife approach to arrive at 95%

confidence intervals (provided in the Online Appendix). As with study 1, agreement with human

experts is greatest for the comprehensive AI evaluator, followed by the mixed AI evaluators, and

then the uniform AI evaluators. All differences exclude zero from the confidence interval, except

for the difference between uniform and mixed AI evaluators in bottom choice.

Regarding economic significance, the comprehensive AI evaluator tends to align with

human experts for the average assessment of all business models in terms of both win

proportions (Pearson correlation of 0.663) and ranking (Spearman correlation of 0.720). As for

the specific assessment of best and worst business models, the comprehensive AI evaluator also

fairly consistently selects the top choice (4 out of 10 industries) and bottom choice (6 out of 10).

The agreement between comprehensive AI evaluators and human experts is substantially greater

than that of either uniform or mixed AI evaluators with human experts. The Pearson correlation

for the comprehensive AI evaluator is 31.3% and 21.0% higher than those of the uniform and

mixed AI evaluators, respectively. Similarly, the comprehensive AI’s Spearman correlation is

37.1% and 25.8% higher than the uniform and mixed AI evaluators, respectively. For the

differences of top choice and bottom choice, the comprehensive AI evaluator increases

agreement between 8.1% and 14.6% over the uniform and mixed AI evaluators. Furthermore,

mixed AI evaluators provide only relatively small increases in agreement over the uniform AI

evaluators with absolute gains of less than 0.05 in each of the four measures.

4.2.1. Comparing studies 1 and 2

The study 1 results mostly generalize, qualitatively and quantitatively, to study 2. First, in both

studies, individual evaluations were inconsistent and biased. Compared to study 1’s evaluations,
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those of study 2 are somewhat less consistent (0.605 [study 1] versus 0.521 [study 2]) and more

biased in terms of the average absolute deviation from 0.5 (0.149 versus 0.212). Interestingly,

study 1’s evaluations are biased more towards the second business model, whereas those in study

2 are biased more towards the first business model. Second, comparing the agreement between

the comprehensive AI evaluator and the human experts, we find similar results across the two

studies for Pearson correlation ( 0.675 versus 0.663) and bottom choice (0.600 versus 0.600).

For Spearman correlation, the value was lower in study 1 than in study 2 (0.463 versus 0.720).

Conversely, for top choice, the value was higher in study 1 than in study 2 (0.500 versus 0.400).

Third, comparing the contributions of the diversity and scaling effects, we find that in both

studies the scaling effect is more pronounced than the diversity effect. In study 1, diversity led to

higher agreement from 3.2% to 8.0% (across four outcome measures) and scaling led to higher

agreement from 8.5 to 52.9%. In study 2, higher agreement from diversity and scaling ranged

from 3.3% to 9.5%, and 16.0% to 37.1%, respectively.

5. DISCUSSION

In two studies—the first using AI-generated business models and the second using business

models submitted to a competition—we find that individual generative AI evaluations are

inconsistent and biased, whereas aggregating these evaluations results in increased agreement

with human experts. The increase comes from diversity and scaling evaluations produced by

LLMs, roles, and prompts. Both studies show modest increases from diversity and substantial

increases from scaling. The difference in magnitudes demonstrates that, in these two contexts,

gains from aggregation are achieved primarily through scaling. We speculate that the relative

contribution of diversity and scaling to the gains from aggregating AI evaluations depends on the

nature of the evaluation task. Hence, it is possible that in other contexts their relative
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contributions will differ. Two dimensions that might matter are the completeness of information

provided in the evaluation (i.e., the extent to which information required to make the evaluation

is provided) and the timing for when uncertainty is resolved (i.e., when the evaluation’s outcome

will be realized).

The study’s key contribution is to highlight the value of generative AI in providing

predictions for strategic decision making, a task that is critical and complex. First, the strategist

is central for making strategic decisions (Van den Steen, 2018). Until now, the “strategist” was

assumed to be a human. The emergence of generative AI presents intriguing possibilities for how

strategic decisions are made. Though current instances of LLMs have not (yet) achieved artificial

general intelligence, they show a capacity for reasoning (Chen et al., 2023) that may support or

complement the human decision-maker. As generative AI develops and evolves, it may become

perceived as an effective substitute for expert humans (Vanneste & Puranam, 2024). Regardless,

generative AI offers the prospect of altering the locus of strategic decision-making and possibly

how humans discover and implement new strategic opportunities. This study provides an initial

step toward understanding the role of an artificial actor in strategic decision making.

As a second contribution, we show an approach to aggregating predictions from artificial

evaluators for the evaluation of strategic decisions. Predictions from human evaluators have been

aggregated based on their characteristics, including skill level, cognitive style, and demographics

(Almaatouq et al., 2024; Csaszar & Eggers, 2013; De Oliveira & Nisbet, 2018; Knudsen &

Levinthal, 2007). We show that predictions from artificial evaluators can be usefully aggregated

by LLM, role, and prompt. Such understanding is particularly valuable in the context of

evaluating strategic decisions, characterized by uncertainty, because aggregation is most

beneficial when predicting is difficult.
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When interpreting the results, we must keep in mind two aspects. First, establishing the

actual viability of business models is challenging. To make progress, we follow prior work that

has relied on crowd evaluation, whereby a group of human evaluators independently assess an

idea, product, or business model (Mollick & Nanda, 2016; Terwiesch & Ulrich, 2023). We found

close but not full alignment between their evaluations. In study 1, it is not known who selected

the better business models in the absence of information on strategic outcomes (e.g., financial

performance). Observed differences between human and AI evaluations could indicate inferior or

superior AI performance. In study 2, the human experts’ evaluations were the basis of an

economically significant outcome for the startups in the competition. The close alignment

provides a more direct assessment of AI’s ability to evaluate strategic decisions. Thus, our

measures pertain to agreement with experts, whose assessments on the likelihood of success may

differ from eventual success or other longer term outcomes.

Second, our results provide a snapshot of current capabilities of LLMs. As LLMs

continue their development, we expect that single evaluations will be more consistent (i.e., the

order of business models does not influence choice) and less biased (i.e., no systematic

preference for the first or second business model), but these may persist to some extent. Our

intuition is that the difficulty of comparing business models contributed, at least partially, to the

inconsistencies and biases. We probe this intuition directly by conducting a small test with an

easier task (for details, see the Online Appendix): selecting which shape has the larger area (e.g.,

a circle with radius of 2 units versus a triangle with sides of 4 units). We used 3 LLMs (with low,

medium, and high reported inconsistencies and biases in study 2), 2 prompts (base,

chain-of-thought), and 5 roles (that match the roles that were unconnected to the startup). In line

with expectations, we observed higher consistency (0.792 versus 0.546 in study 2 for the same
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LLMs, where the maximum is 1) and less bias in terms of choosing the last option (0.483 versus

0.305 in study 2 for the same LLMs, where approximately 0.500 is anticipated in the absence of

a bias). Hence, to the extent that strategic decisions are difficult to evaluate, we anticipate

inconsistencies and biases may persist when using artificial evaluators in the domain of strategy.

We suggest a key implication for practice, where managers are considering how to

integrate generative AI into their organizations. The results provide managers with an approach

to using generative AI as part of the strategic decision making process. Rather than relying on a

single prompt made to a single LLM, if managers were to aggregate evaluations of a decision

across LLMs, prompts, or roles, we posit that the resulting evaluations will be more informative.

This approach allows managers to obtain inputs for strategic decisions with relatively low

investments in time or resources, which can be combined with human inputs. Such an approach

could scale across organizational domains, including mergers and acquisitions (Cuypers et al.,

2017) or market entry (Li et al., 2015).

We highlight the following avenues for future research. First, we compared AI evaluators

and human experts. Comparing AI with human experts is most insightful if human experts’

evaluations are correlated with a strategic outcome or constitute such an outcome. Future

research might investigate how generative AI evaluations compare with both human evaluations

and an outside outcome, when the latter is available. Second, the aggregation approach follows

the typical approach of averaging (Davis-Stober et al., 2014): the win proportion of a business

model (i.e., the number of “winning” evaluations over the number of total evaluations).

Alternative aggregation approaches exist. For example, aggregations can weight certain

evaluations more than others, including overweighting based on whether an individual is a

“champion” that can override the majority (Malenko et al., 2024), has great ability (Keuschnigg
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& Ganser, 2017), or possesses inside information (Chen et al., 2004). Future research could

assess the extent to which alternative aggregation approaches can yield tractable results among

AI evaluators. Third, we used roles to induce diversity in evaluations and averaged over all roles,

rather than to find roles that performed more effectively. In an exploratory analysis, we inspected

ten AI evaluators that had a single role and multiple LLM and prompts (i.e., one AI evaluator per

role).10 In each study, different roles exhibited the highest average agreement with human

experts. In study 1, the top three roles were the customer, investor, and supplier, while in study 2,

they were the industry expert, strategy professor, and journalist. Future research might probe

how roles could be devised to enhance the resulting aggregations of strategic evaluations.

Finally, strategic decisions are characterized by how they are “uncovered, framed, developed,

evaluated, and implemented” (Leiblein et al., 2018, p. 559). We focused primarily on evaluating

(and secondarily on developing). Future work can investigate the potential role of generative AI

in each of the other areas. Relevant questions include how generative AI can frame the strategic

decision in the most meaningful or impactful way and how it can assess the impact of a strategic

decision’s implementation.

The numerous future avenues of research are indicative of the possible transformation

that generative AI might herald for strategic decision making. This transformation is made

possible by the different approach that generative AI takes compared to the traditional paradigm

for prediction, namely supervised learning. Whereas a supervised learning model is specific to a

task and requires historical input-output pairs, generative AI requires little to no additional data

to perform a new task (Brown et al., 2020). This property opens up the possibility of generative

10 Specifically, we considered the aggregation by LLM and prompt (i.e., AI (1, 0, 1)) and with the maximum number
of predictions (i.e., scaling).
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AI’s role in strategic decision making, where data are often limited and the circumstances are

unique.
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Table 1. Examples of AI generated business models (study 1)

(Apparel Retail industry, chain-of-thought prompt, high probability of succeeding)
Customer: Parents of young children who want to dress their kids in trendy, comfortable clothing
made from safe, eco-friendly materials. They value convenience and often shop online.
Product or service: An online boutique for children's wear focusing on trendy designs and
eco-friendly materials, with a subscription service for regular delivery of age-appropriate clothes.
Main activities: Selecting eco-friendly children's wear, maintaining an online boutique,
managing a subscription service, coordinating regular deliveries, and handling customer service
inquiries.

(Commercial Printing industry, base prompt, medium probability of succeeding)
Customer: Individuals or families who want to preserve their memories in physical forms such as
photo books, calendars, or custom printed gifts.
Product or service: A wide range of personalized printed products including photo books,
calendars, custom printed mugs, t-shirts, and canvas prints. Offering easy-to-use online design
tools.
Main activities: Providing an online platform for customers to upload photos and customize their
design, managing printing and production process, packaging, and shipping the final product to
customers.

(Movies & Entertainment industry, base prompt, low probability of succeeding)
Customer: Our target customer is the niche market of silent movie enthusiasts. These individuals,
often cinema history buffs, appreciate the artistry of silent films and are actively seeking ways to
enjoy these classics.
Product or service: We are creating an online platform dedicated exclusively to silent movies,
providing access to a vast library of silent films from around the world.
Main activities: Our activities involve sourcing and digitizing silent films, curating the library,
and maintaining the online platform. We also run silent film history and appreciation seminars.

Note. For each probability of succeeding, one business model was randomly selected (with each
business model from a different industry). The industry, prompt approach, and probability of
succeeding are provided for each business model.
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Table 2. Overview of large language models (LLMs) used for evaluation

Name Developer Version Release date URL Study 1 Study 2
Claude Anthropic claude-2.0 11 Jul 2023 www.anthropic.com/index/claude-2 ✓ -
PaLM2 Google - 10 May 2023 ai.google/discover/palm2/ ✓ -
Gemini Pro Google 1.0 6 Dec 2023 deepmind.google/technologies/gemini/ ✓ ✓

Google 1.5 15 Feb 2024 deepmind.google/technologies/gemini/ - ✓

Llama Meta 2.0 18 Jul 2023 ai.meta.com/llama/ ✓ -
Meta 3.0 18 Apr 2024 ✓

Mistral Large Mistral open-mixtral-8x7b 11 Dec 2023 mistral.ai/news/mixtral-of-experts/ - ✓

GPT-3.5 OpenAI gpt-3.5-turbo-0613 6 Nov 2023 platform.openai.com/docs/models ✓ ✓

GPT-4 OpenAI gpt-4-0613 14 Mar 2023 platform.openai.com/docs/models ✓ -
GPT-4 Turbo OpenAI gpt-4-1106-preview 6 Nov 2023 platform.openai.com/docs/models ✓ -
GPT-4o OpenAI gpt-4o-2024-05-13 13 May 2024 platform.openai.com/docs/models - ✓
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Table 3. Results for agreement with human experts on four outcomes (study 1)

Evaluator Max Number of Pearson correlation Spearman correlation Top choice Bottom choice
LLM Role Prompt evaluations evaluators mean s.e. mean s.e. mean s.e. mean s.e.

AI 0 0 0 300 130 0.570 0.008 0.405 0.009 0.327 0.013 0.553 0.008
Increasing diversity
AI 0 0 1 300 140 0.565 0.006 0.414 0.007 0.339 0.011 0.561 0.005
AI 1 0 0 300 140 0.572 0.006 0.412 0.007 0.334 0.010 0.555 0.007
AI 0 1 0 300 130 0.580 0.007 0.415 0.008 0.344 0.012 0.559 0.007
AI 1 0 1 300 130 0.584 0.005 0.429 0.007 0.351 0.011 0.563 0.006
AI 0 1 1 300 140 0.572 0.005 0.419 0.007 0.347 0.011 0.571 0.006
AI 1 1 0 300 140 0.579 0.006 0.417 0.007 0.342 0.012 0.559 0.006
AI 1 1 1 300 130 0.590 0.005 0.427 0.007 0.353 0.011 0.568 0.006
Increasing scale
AI 0 0 1 600 70 0.614 0.445 0.363 0.577
AI 1 0 0 2,100 20 0.648 0.461 0.410 0.600
AI 0 1 0 3,000 13 0.633 0.455 0.354 0.585
AI 1 0 1 3,858 10 0.657 0.473 0.420 0.600
AI 0 1 1 6,000 7 0.654 0.486 0.371 0.586
AI 1 1 0 20,711 2 0.670 0.486 0.500 0.600
AI 1 1 1 37,878 1 0.675 0.463 0.500 0.600

Human non-experts 1 0.447 0.416 0.200 0.400

Note. A “1” in “Evaluator” columns indicates along which dimension of LLM, role, prompt is aggregated. The term “s.e.” is the
standard error, which is calculated as the standard deviation divided by the square root of the number of evaluators (and not shown for
“scale” due to the lower number of evaluators). To match to the AI evaluators presented in the main text, AI (0, 0, 0) is the 130
uniform AI evaluators, the diverse AI (1, 1, 1) is the 130 mixed AI evaluators, and the scaled AI (1, 1, 1) is the comprehensive AI
evaluator.
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Table 4. Results for agreement with human experts on four outcomes (study 2)

Evaluator Max Number of Pearson correlation Spearman correlation Top choice Bottom choice
LLM Role Prompt evaluations evaluators mean s.e. mean s.e. mean s.e. mean s.e.

AI 0 0 0 300 120 0.505 0.013 0.525 0.016 0.349 0.014 0.543 0.015
Increasing diversity
AI 0 0 1 300 120 0.514 0.013 0.538 0.015 0.365 0.015 0.543 0.015
AI 1 0 0 300 120 0.518 0.013 0.542 0.015 0.366 0.015 0.548 0.015
AI 0 1 0 300 120 0.532 0.008 0.547 0.013 0.362 0.013 0.539 0.013

AI 1 0 1 300 120 0.523 0.013 0.550 0.014 0.368 0.013 0.561 0.013
AI 0 1 1 300 120 0.539 0.007 0.559 0.009 0.382 0.013 0.546 0.013
AI 1 1 0 300 120 0.548 0.006 0.569 0.008 0.377 0.012 0.549 0.010
AI 1 1 1 300 120 0.548 0.006 0.572 0.008 0.370 0.012 0.549 0.009
Increasing scale
AI 0 0 1 600 60 0.546 0.573 0.365 0.568
AI 1 0 0 1800 20 0.586 0.637 0.385 0.620
AI 0 1 0 3000 12 0.589 0.610 0.358 0.525
AI 1 0 1 3600 10 0.598 0.659 0.410 0.630
AI 0 1 1 6000 6 0.617 0.629 0.367 0.533
AI 1 1 0 17998 2 0.654 0.690 0.400 0.550
AI 1 1 1 35975 1 0.663 0.720 0.400 0.600

Note. A “1” in “Evaluator” columns indicates along which dimension of LLM, role, prompt is aggregated. The term “s.e.” is the
standard error, which is calculated as the standard deviation divided by the square root of the number of evaluators (and not shown for
“scale” due to the lower number of evaluators). To match to the AI evaluators presented in the main text, AI (0, 0, 0) is the 120
uniform AI evaluators, the diverse AI (1, 1, 1) is the 120 mixed AI evaluators, and the scaled AI (1, 1, 1) is the comprehensive AI
evaluator.
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Figure 1. From AI evaluations to AI evaluators (study 1)
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Figure 2. Proportion of pairwise evaluations by AI that are consistent and that yield the
last option (study 1)

Note. Evaluations are consistent if, for a pair of business models, the pair’s ordering does not
affect the evaluation. The proportions in the left panel are based on all 3,000 evaluations per
LLM and prompt. Evaluations yield the last option if, for a pair of business models, the second
business model is chosen. The proportions in the right panel are calculated after excluding the
2.9% of evaluations that did not yield a choice.

Figure 3. Agreement with human experts on four outcomes (study 1)

Note. Each panel shows a measure of agreement with human experts’ evaluations and those of
human non-experts and three AI evaluators. The uniform AI evaluator is indicated in light blue.
The incremental gain from the mixed AI evaluator is shown in medium blue (i.e., the diversity
effect) and that of the comprehensive AI evaluator in dark blue (i.e., the scaling effect).
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Figure 4. Unpacking the diversity and scaling effects for agreement with human experts
(study 1)

Note. Each panel shows a measure of agreement with human experts’ evaluations. The AI
evaluator bars show the results from aggregating along different dimensions. When “AI (LLM,
role, prompt)” includes a “1,” that dimension is aggregated over. The diversity effect (medium
blue) is any increase over AI (0, 0, 0) (i.e., the uniform AI evaluators, shown in light blue) when
randomly sampling a maximum of 300 pairwise evaluations from the aggregated dimension(s)
for each mixed AI evaluator. The scaling effect (dark blue) is the increase when including all
evaluations from the aggregated dimension(s). Output is sorted by the number of pairwise
evaluations included in each evaluator: AI (0, 0, 0) has the fewest with 600 and AI (1, 1, 1) has
the most with 37,878.
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Figure 5. Proportion of pairwise evaluations by AI that are consistent and that yield the
last option (study 2)

Note. Evaluations are consistent if, for a pair of business models, the pair’s ordering does not
affect the evaluation. The proportions in the left panel are based on all 3,000 evaluations per
LLM and prompt. Evaluations yield the last option if, for a pair of business models, the second
business model is chosen. The proportions in the right panel are calculated after excluding the
0.07% of evaluations that did not yield a choice.

Figure 6. Agreement with human experts on four outcomes (study 2)

Note: Each panel shows a measure of agreement with human experts’ evaluations and those of
human non-experts and three AI evaluators. The uniform AI evaluator is indicated in light blue.
The incremental gain from the mixed AI evaluator is shown in medium blue (i.e., the diversity
effect) and that of the comprehensive AI evaluator in dark blue (i.e., the scaling effect). The
dashed vertical line represents the agreement of the comprehensive AI evaluator from study 1.
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Online Appendix

A. Prompts for generating business models (study 1)
B. Prompts for evaluating business models (study 1)
C. Exclusions of AI evaluations (study 1)
D. Choices after pre-registration (study 1)
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F. Agreement in drivers (study 1)
G. Prompts for evaluating business models (study 2)
H. Exclusions of AI evaluations (study 2)
I. Diversity and scaling effects (study 2)
J. Confidence intervals of difference in agreement (study 2)
K. Math task
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A. Prompts for generating business models (study 1)
A1. Text of prompts
The base and chain-of-thought prompts have three types of messages. They start with a system
message (a general instruction to the AI) and then alternate between human and AI messages.

System prompt (common to base and chain-of-thought prompts)
System: You are a founder of a startup active in the <industry_name> industry,
<industry_description>. Your task is to propose three business models for this startup. Each
business model should:
- have 125 words
- focus on a single customer group and a single product or service
- differ from the other two business models
- have a <success_ probability> probability of succeeding

Base prompt
Human: Provide the customer, product or service, and main activities for each business model.
AI: <response>

Chain-of-thought prompt
Human: Let’s think step-by-step. First, provide only the customer for each business model.
AI: <response>
Human: Second, provide the product or service for the customer for each business model.
AI: <response>
Human: Third, provide the main activities for the customer and product or service for each
business model.
AI: <response>

A2. Additional notes
The prompts include dynamic text, indicated by angle brackets (< >). The values for
<industry_name> and <industry_description> are given in Table A1. The values for <success_
probability> are low, medium, or high. The values of <response> are the responses provided by
AI.

The goal was to obtain business models with between 75 and 125 words. In a trial using different
industries, we found that the LLM produced business models shorter than the requested word
count. As a solution, we specified a word count of 125 for the chain-of-thought condition and
150 for the base condition, as its business models were typically shorter. This adjustment resulted
in business models of approximately the same length on average in both approaches.
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To ensure comparability across business models, the human messages asked for the AI’s output
in JSON format (a standard text-based format for representing structured data).

Table A1. Industry overview
GICS code Name

<industry_name>
Description
<industry_description>

20201010 Commercial Printing companies providing commercial printing services
20304040 Passenger Ground

Transportation
companies providing passenger ground transportation
and related services

25302010 Education Services companies providing educational services, either on-line
or through conventional teaching methods

25504010 Apparel Retail retailers specialized mainly in apparel and accessories
30101030 Food Retail owners and operators of primarily food retail stores
30201010 Brewers producers of beer and malt liquors
35101010 Health Care

Equipment
manufacturers of health care equipment and devices

40202010 Consumer Finance providers of consumer finance services
45103010 Application Software companies engaged in developing and producing

software designed for specialized applications for the
business or consumer market

50202010 Movies &
Entertainment

companies that engage in producing and selling
entertainment products and services
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B. Prompts for evaluating business models (study 1)
B1. Text of prompts
The base and chain-of-thought prompts have three types of messages. They start with a system
message (a general instruction to the AI) and then alternate between human and AI messages. If
an LLM does not support a system message (e.g., Gemini), then its content is passed with the
first human message.

System prompt (common to base and chain-of-thought prompts)
System: Your task is to evaluate two business models for a startup active in the <industry_name>
industry, <industry_description>. You are <role>.

Base prompt
Human:
Business model A is:
<business_model_A>

Business model B is:
<business_model_B>

From your viewpoint as <role>, which business model is more likely to succeed? Answer only
'A' or 'B'.
AI: <response>

If AI’s response is neither 'A' nor 'B'.
Human: Please follow the instruction to reply only with 'A' or 'B'. Your previous response did not
adhere to this. Can you try once more and respond exclusively 'A' or 'B'?
AI: <response>

Chain-of-thought prompt
Human:
Business model A is:
<business_model_A>

Business model B is:
<business_model_B>

From your viewpoint as <role>, analyze how well the elements of each business model fit
together. Then compare this internal fit between the two business models. Respond in less than
100 words.
AI: <response>
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Human: From your viewpoint as <role>, analyze how well each business model fits with its
external environment, including prevailing market trends, customer needs, and competitive
landscape. Then compare this external fit between the two business models. Respond in less than
100 words.
AI: <response>

Human: From your viewpoint as <role> and based on your analyses on internal and external fit,
explain which business model is more likely to succeed.
AI: <response>

Human: From your viewpoint as <role> and based on your earlier responses, which business
model is more likely to succeed? This time, answer only 'A' or 'B'.
AI: <response>

If AI’s response is neither 'A' nor 'B'.
Human: Please follow the instruction to reply only with 'A' or 'B'. Your previous response did not
adhere to this. Can you try once more and respond exclusively 'A' or 'B'?
AI: <response>

B2. Additional notes
The prompts include dynamic text, indicated by angle brackets (< >). The values for
<industry_name> and <industry_description> are given in Table A1. The values for <role> are
given in Table B1. The values for <business_model_A> and <business_model_B> are the
business model descriptions (for examples, see Table 1). The values of <response> are the
responses provided by AI.

For the chain-of-thought prompt, the AI was asked to assess the internal fit and the external fit
each in 100 words or less. Only the first 100 words were retained.

Table B1. Roles overview
Connected to the startup Unconnected to the startup
the founder of this startup a strategy professor
an investor in this startup an industry expert
an employee of this startup a journalist with the Financial Times
a potential customer of this startup a politician
a potential supplier of this startup an environmental activist
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C. Exclusions of AI evaluations (study 1)

Figure C1. Proportion of AI evaluations that required no formatting, that required
formatting, and that did not yield a choice
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D. Choices after pre-registration (study 1)

Number of LLMs
We had pre-registered the use of six LLMs for evaluation. We excluded all 3,000 evaluations of
PaLM2 with the base prompt, because it chose the second business model in 99.9% of
evaluations. We retained the evaluations of PaLM2 with the chain-of-thought prompt. To align
with the number of evaluations based on the pre-registered use of six LLMs, we added a 7th LLM
before analyzing the results. We report the results from all LLMs that we ran.

Measures
We had pre-registered the use of rank correlation to assess the difference in rankings between AI,
human experts, and human non-experts. For rank correlation, we used a Spearman correlation. In
addition, we report a Pearson correlation as robustness check. Furthermore, we report two
additional measures for assessing the difference in the rankings’ top and bottom choices, as
generative AI could be of use by picking winners (i.e., top choices) or avoiding losers (i.e.,
bottom choices). We report the results of all measures that we ran.
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E. Confidence intervals of differences in agreement (study 1)

Table E1. Difference in agreement with human experts (study 1)

Outcome Evaluator 0 Evaluator 1 Mean 95% CI
low

95% CI
high

Pearson correlation Human non-experts Uniform AI evaluators 0.123 0.110 0.135
Pearson correlation Human non-experts Mixed AI evaluators 0.143 0.132 0.157
Pearson correlation Human non-experts Comprehensive AI evaluator 0.228 0.216 0.240
Pearson correlation Uniform AI evaluators Mixed AI evaluators 0.020 0.020 0.024
Pearson correlation Uniform AI evaluators Comprehensive AI evaluator 0.105 0.104 0.106
Pearson correlation Mixed AI evaluators Comprehensive AI evaluator 0.085 0.081 0.086
Spearman correlation Human non-experts Uniform AI evaluators -0.011 -0.030 0.029
Spearman correlation Human non-experts Mixed AI evaluators 0.011 -0.008 0.051
Spearman correlation Human non-experts Comprehensive AI evaluator 0.047 0.028 0.087
Spearman correlation Uniform AI evaluators Mixed AI evaluators 0.022 0.017 0.030
Spearman correlation Uniform AI evaluators Comprehensive AI evaluator 0.058 0.057 0.078
Spearman correlation Mixed AI evaluators Comprehensive AI evaluator 0.036 0.028 0.053
Top choice Human non-experts Uniform AI evaluators 0.127 0.125 0.129
Top choice Human non-experts Mixed AI evaluators 0.153 0.134 0.168
Top choice Human non-experts Comprehensive AI evaluator 0.300 0.300 0.300
Top choice Uniform AI evaluators Mixed AI evaluators 0.026 0.007 0.038
Top choice Uniform AI evaluators Comprehensive AI evaluator 0.173 0.171 0.175
Top choice Mixed AI evaluators Comprehensive AI evaluator 0.147 0.136 0.166
Bottom choice Human non-experts Uniform AI evaluators 0.153 0.053 0.157
Bottom choice Human non-experts Mixed AI evaluators 0.168 0.073 0.181
Bottom choice Human non-experts Comprehensive AI evaluator 0.200 0.100 0.200
Bottom choice Uniform AI evaluators Mixed AI evaluators 0.015 0.006 0.023
Bottom choice Uniform AI evaluators Comprehensive AI evaluator 0.047 0.045 0.047
Bottom choice Mixed AI evaluators Comprehensive AI evaluator 0.032 0.024 0.041

Note. The comparison is Evaluator 1 minus Evaluator 0. The 95% confidence interval (CI) is
from a jackknife resampling approach. Mean is from the main results (and may differ slightly
from the mean of the jackknife approach).
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F. Agreement in drivers (study 1)

For study 1, we investigate whether business model characteristics similarly affected human
experts and AI evaluations. Table F1 presents coefficients from a Bayesian hierarchical logit
regression. The dependent variable is a business model win. To assist with interpreting the
impact of independent variables, we provide the change in win probability expressed as a factor
relative to a baseline of a business model (with base prompt, low success probability, and a mean
word count of 81 words). For these factors, a value of 1 indicates no difference. First, human
experts were significantly more likely to choose a business model generated with the medium or
high success probability by a factor of 1.37 (95% credible interval provided in brackets: [1.25,
1.49]) and 1.40 ([1.28, 1.51]), respectively. Human expert evaluations do not statistically
distinguish between business models of medium and high success probabilities ([0.94, 1.11]). AI
also preferred business models generated with medium or high success probability over those of
low success probability, but to an even greater extent: by factors of 1.64 ([1.62, 1.65]) and 1.69
([1.68, 1.70]), respectively. Second, human experts were equally likely to choose business
models generated with a chain-of-thought or base prompt ([0.82, 1.06]). In contrast, AI preferred
business models with chain-of-thought over base prompts by a factor of 1.20 ([1.19, 1.21]).
Third, the number of words did not systematically affect human experts’ choice ([0.94, 1.08] per
standard deviation increase), and the impact on AI’s choice was similar.
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Table F1. Bayesian hierarchical logit regression of business model win

95% Credible
Interval

Group Variable Estimate Lower Upper

Human experts
(intercepts)

Generation prompt: chain of thought -0.12 -0.38 0.13
Success probability: medium 0.86 0.50 1.22
Success probability: high 0.95 0.55 1.34
Word count (log) 0.29 -1.25 1.84

AI
(adds to intercepts)

Generation prompt: chain of thought 0.53 0.28 0.79
Success probability: medium 0.78 0.41 1.17
Success probability: high 0.92 0.51 1.34
Word count (log) 1.46 -0.14 3.00

Human non-experts
(adds to intercepts)

Generation prompt: chain of thought -0.03 -0.45 0.38
Success probability: medium 0.72 0.18 1.28
Success probability: high 0.69 0.11 1.24
Word count (log) -0.69 -3.00 1.44

In-sample MSE 0.287
Observations:
Human experts 510
AI 37,878
Human non-experts 408

Note. A Bayesian hierarchical logit regression can be conceptually understood as a generative
model where first a group (i.e., human experts, AI, or human non-experts) is sampled and then
coefficients (betas) of the independent variables (i.e., prompt, success probability, and word
count) for each group are sampled. Empirically, we show the coefficients for the human experts
as intercepts. Values for the categorical independent variables are relative to their respective
reference levels (i.e., chain-of-thought generation prompt is relative to base generation prompt,
and medium and high success probabilities are relative to low success probability.) The
coefficients for AI and human non-experts, respectively, are shown as additions to the intercepts.
If the 95% credible interval excludes zero, then the effect of the independent variable differs
statistically between the focal group and human experts. The unit of observation is a pairwise
evaluation.
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G. Prompts for evaluating business models (study 2)
G1. Text of prompts
The base and chain-of-thought prompts have three types of messages. They start with a system
message (a general instruction to the AI) and then alternate between human and AI messages. If
an LLM does not support a system message (e.g., Gemini), then its content is passed with the
first human message.

System prompt (common to base and chain-of-thought prompts)
System: Your task is to evaluate two business models that have been submitted to a business
model competition. You are <role>.

Base prompt
Human:
Business model A is:
<business_model_A>

Business model B is:
<business_model_B>

From your viewpoint as <role>, which business model is more likely to succeed? Answer only
'A' or 'B'.
AI: <response>

If AI’s response is neither 'A' nor 'B'.
Human: Please follow the instruction to reply only with 'A' or 'B'. Your previous response did not
adhere to this. Can you try once more and respond exclusively 'A' or 'B'?
AI: <response>

Chain-of-thought prompt
Human:
Business model A is:
<business_model_A>

Business model B is:
<business_model_B>

From your viewpoint as <role>, analyze how well the elements of each business model fit
together. Then compare this internal fit between the two business models. Respond in less than
100 words.
AI: <response>
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Human: From your viewpoint as <role>, analyze how well each business model fits with its
external environment, including prevailing market trends, customer needs, and competitive
landscape. Then compare this external fit between the two business models. Respond in less than
100 words.
AI: <response>

Human: From your viewpoint as <role> and based on your analyses on internal and external fit,
explain which business model is more likely to succeed.
AI: <response>

Human: From your viewpoint as <role> and based on your earlier responses, which business
model is more likely to succeed? This time, answer only 'A' or 'B'.
AI: <response>

If AI’s response is neither 'A' nor 'B'.
Human: Please follow the instruction to reply only with 'A' or 'B'. Your previous response did not
adhere to this. Can you try once more and respond exclusively 'A' or 'B'?
AI: <response>

G2. Additional notes
The prompts include dynamic text, indicated by angle brackets (< >). The values for <role> are
given in Table G1. The values for <business_model_A> and <business_model_B> are the
business model descriptions. The values of <response> are the responses provided by AI.

For the chain-of-thought prompt, the AI was asked to assess the internal fit and the external fit
each in 100 words or less. Only the first 100 words were retained.

Table G1. Roles overview
a founder of a startup a strategy professor
an investor in startups an industry expert
an employee of a startup a journalist with the Financial Times
a potential customer of these organizations a politician
a potential supplier of these organizations an environmental activist
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H. Exclusions of AI evaluations (study 2)

Figure H1. Proportion of AI evaluations that required no formatting, that required
formatting, and that did not yield a choice (study 2)
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I. Diversity and scaling effects (study 2)

Figure I1. Unpacking the diversity and scaling effects for agreement with human experts
(study 2)

Note. Each panel shows a measure of agreement with human experts’ evaluations. The AI
evaluator bars show the results from aggregating along different dimensions. When “AI (LLM,
role, prompt)” includes a “1,” that dimension is aggregated over. The diversity effect (medium
blue) is any increase over AI (0, 0, 0) (i.e., the uniform AI evaluators, shown in light blue) when
randomly sampling a maximum of 300 pairwise evaluations from the aggregated dimension(s)
for each mixed AI evaluator. The scaling effect (dark blue) is the increase when including all
evaluations from the aggregated dimension(s). Output is sorted by the number of pairwise
evaluations included in each evaluator: AI (0, 0, 0) has the fewest with 600 and AI (1, 1, 1) has
the most with 35,975.
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J. Confidence intervals of difference in agreement (study 2)

Table J1. Difference in agreement with human experts (study 2)

Outcome Evaluator 0 Evaluator1 Mean 95% CI
low

95% CI
high

Pearson correlation Uniform AI evaluators Mixed AI evaluators 0.043 0.040 0.046
Pearson correlation Uniform AI evaluators Comprehensive AI evaluator 0.158 0.155 0.159
Pearson correlation Mixed AI evaluators Comprehensive AI evaluator 0.115 0.112 0.118
Spearman correlation Uniform AI evaluators Mixed AI evaluators 0.047 0.042 0.055
Spearman correlation Uniform AI evaluators Comprehensive AI evaluator 0.195 0.193 0.204
Spearman correlation Mixed AI evaluators Comprehensive AI evaluator 0.148 0.140 0.159
Top choice Uniform AI evaluators Mixed AI evaluators 0.021 0.013 0.043
Top choice Uniform AI evaluators Comprehensive AI evaluator 0.051 0.049 0.150
Top choice Mixed AI evaluators Comprehensive AI evaluator 0.030 0.008 0.125
Bottom choice Uniform AI evaluators Mixed AI evaluators 0.006 -0.008 0.015
Bottom choice Uniform AI evaluators Comprehensive AI evaluator 0.057 0.053 0.059
Bottom choice Mixed AI evaluators Comprehensive AI evaluator 0.051 0.042 0.066

Note. The comparison is Evaluator 1 minus Evaluator 0. Mean is from the main results. The 95%
confidence interval (CI) is from a jackknife resampling approach. Mean is from the main results
(and may differ slightly from the mean of the jackknife approach).
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K. Math task
1. Text of prompts
The base prompt has three types of messages. It starts with a system message (a general
instruction to the AI) and then alternates between human and AI messages. If an LLM does not
support a system message (e.g., Gemini), then its content is passed with the first human message.

System prompt
System: Your task is to compare the area of two shapes. You are <role>.

Base prompt
Human:
Shape A is:
<shape_A>

Shape B is:
<shape_B>

As <role>, which shape has the biggest area? Answer only 'A' or 'B'.
AI: <response>

If AI’s response is neither 'A' nor 'B'.
Human: Please follow the instruction to reply only with 'A' or 'B'. Your previous response did not
adhere to this. Can you try once more and respond exclusively 'A' or 'B'?
AI: <response>

Chain-of-thought prompt
Human:
Shape A is:
<shape_A>

Shape B is:
<shape_B>

As <role>, what is the area of shape A?
AI: <response>

Human: As <role>, what is the area of shape B?
AI: <response>
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Human: As <role> and based on your earlier responses, which shape has the biggest area?
Answer only 'A' or 'B'.
AI: <response>

If AI’s response is neither 'A' nor 'B'.
Human: Please follow the instruction to reply only with 'A' or 'B'. Your previous response did not
adhere to this. Can you try once more and respond exclusively 'A' or 'B'?
AI: <response>

2. Additional notes
The dynamic text <shape_A> and <shape_B> are the shapes, provided in Table K1.

Table K1. Shapes overview
Shape

(provided to the LLM)
Area

(not provided to the LLM)
a circle with radius of 2 units 12.6
a triangle with sides of 4 units 6.9
a square with sides of 3 units 9.0
a rectangle with sides of 2 and 4 units 8.0
a pentagon with sides of 3 units 15.5
a hexagon with sides of 1 unit 2.6

The dynamic text <role> indicates the role:
a math professor
a journalist with the Financial Times
a politician
an environmental activist

Temperature was 0.

3. LLMs
From study 2, we selected the LLM with the highest consistency (Llama3), the lowest
consistency (Gemini Pro 1), and a consistency in between (GPT-4o).
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4. Results

Figure K1. Proportion of pairwise evaluations by AI that are consistent and that yield the
last option (math task)
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