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A B S T R A C T

The digital age has made personal data more valuable and less private. This paper explores the future
of the European Union’s General Data Protection Regulation (GDPR) by imagining a range of challenging
scenarios and how it might handle them. We analyse United States’, Chinese and European approaches (self-
regulation, state control, arms-length regulators) and identify four key drivers shaping the future regulatory
landscape: econopolitics, enforcement capacity, societal trust, and speed of technological development. These
scenarios lead us to envision six resultant versions of GDPR, ranging from laxer protection than now to
models empowering individuals and regulators. While our analysis suggests a minor update to the status quo
GDPR is the most likely outcome, we argue a more robust implementation is necessary. This would entail
meaningful penalties for non-compliance, harmonised enforcement, a positive case to counter the regulation-
stifles-innovation narrative, defence of cross-border data rights, and proactive guidelines to address emerging
technologies. Strengthening the GDPR’s effectiveness is crucial to ensure the digital age empowers individuals,
not just information technology corporations and governments.
1. Introduction

As society grows ever more dependent on technology, concerns
for our privacy intensify. Every time we interact online, we leave an
electronic trail behind us that reveals more than we can imagine about
our inner selves. Technology companies collect and process this data
and resell it to other companies and state agencies. What the data is
used for and whether it is beneficial or detrimental to our interests is
often unknowable. This is why privacy and data protection regulation
is essential.

Striking the right level of regulation is always a challenge. What
the ideal balance is between the needs of society, business, or the
state is an issue hotly debated from diverse philosophical, political and
economic viewpoints. The answer to this question in Europe is the
European Union (EU) General Data Protection Regulation (GDPR) [1].
Representing the other two large regulatory blocks, the United States
(US) and China have come to different conclusions.

The impact of the GDPR on global privacy regulation can be seen
by the adoption of its principles and model by countries outside of
Europe. The GDPR’s pragmatic design, balancing the needs of various
EU member states and translated into numerous languages, has fuelled
its global influence. Whether it will continue to be a pacesetter and
drive tighter privacy regulation or become a fig leaf for performative
compliance remains to be seen. Our study explores future potential
scenarios and how the GDPR might handle them.
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It is important to bear in mind that scenarios as a scholarly method-
ology are not predictions [2]. They are not meant to be ‘right’ or
‘wrong’, ‘good’ or ‘bad’, but to offer interesting, challenging, stretching
or controversial future pictures. They provide a space – a sand pit –
to challenge existing assumptions, identify novel lines of enquiry, and
explore choices that various stakeholders might make under different
market conditions.

We start with the premise that there is a global consensus that
privacy in the digital world is worthy of protection, but approaches
differ on the ‘who’ and ‘how’. The US relies on market self-regulation,
China trusts the state, and Europe employs arms-length regulators.
As for the how, the enforcement strategies also differ, with the US
favouring notice and consent while China and Europe adopt more
prescriptive data protection regimes.

We analyse four macro drivers – econopolitical, legal, sociologi-
cal and technological – shaping the regulatory landscape. Geopolitics
and economic power will influence trade and shape cross-border data
flow agreements. Robust enforcement is reliant not only on a legal
framework but also on political will and adequate regulator resourcing.
Societal trust in technology companies, concerns about data security,
and the influence of corporate lobbying will all weigh heavily on
public opinion when debating the trade-offs between pro-innovation
lighter regulation and pro-consumer protection frameworks. Advances
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in technology, for example in artificial intelligence (AI), will challenge
the pace of regulatory adaptation.

Grounded in the driver analysis, we outline six thought-provoking
scenarios out of 81 potential futures, each depicting the GDPR’s ac-
cepted influence differently based on the drivers’ interplay. Most ver-
sions envision a wider interpretation of existing principles or interac-
tion with supporting regulations rather than changes to the GDPR’s
current legal text. Some scenarios see society accepting personal data
sharing by default when using online services. Conversely, other sce-
narios redistribute power from Big Tech to citizens & regulators or the
state bureaucracy, respectively, in a more human-centric model. Our
analysis suggests the most likely outcome will be what we call Status
Quo+ V1.2, a modest update to today’s Status Quo V1.0, which raises
questions about its adequacy in the face of technological advancements.

We argue the GDPR requires a more robust implementation, such
as the Status Quo++ V1.5, to protect privacy. This entails stricter
enforcement, countering the ‘regulation stifles innovation’ narrative,
greater cross-EU harmonisation, defending cross-border data rights, and
proactive guidance from regulators on emerging technologies.

The paper is organised as follows: Section 2 summarises the con-
testable definition of privacy, the function and form of regulation, and
how these are expressed in privacy regulation. Section 3 constructs its
analysis of the future in several stages, starting with structural forces
and then condensing them into four key themes. Section 4 envisions six
of 81 potential scenarios that shape six versions relative to GDPR V1.0.
It discusses their plausibility and likely uptake. Section 5 concludes
that while there is no silver bullet, the GDPR remains the best privacy
armour we have today. By strengthening its effectiveness, we can
ensure that the digital age empowers individuals, not just corporations
and governments.

2. Background

In this section, we provide a brief background on the difficult-
to-define notion of privacy, the theory of regulation and how these
concepts are translated into privacy regulations in the EU, the US and
China. The legal summaries focus on the GDPR and, to a lesser degree,
the other two regimes.

2.1. Privacy is a contested concept

While the general public uses the terms interchangeably, privacy
and data protection are technically different concepts. The word ‘pri-
vacy’ does not appear anywhere in the GDPR (apart from a reference to
the ePrivacy Directive). Data protection is a relatively modern term we
will define more precisely in Section 2.3. Semantics aside, the overlap
in common understanding highlights the complex interplay between
privacy and technology.

Defining privacy has challenged scholars since time immemorial.
It has moved from the hands of philosophers to lawyers and social
scientists. Early reflections on privacy hark back to Athens and the
philosophers’ distinction between the public sphere of political activity
and the private sphere of domestic life. It was not until the emergence
of classical liberalism in the seventeenth century that the right to pri-
vacy was enshrined in law. By that time, English common law defined
the right to privacy in the form of the inviolability of one’s property
‘for a man’s house is his castle, for safety and repose to himself and his
family’ [3]. As technology advanced, privacy and the way it could be
violated changed. In 1891, the American lawyers Samuel Warren and
Louis Brandeis [4] described the right to privacy in a famous article:
The right to be let alone.

In 1948, the right to privacy was established by the United Na-
tions [5]. Article 12 states, ‘No one shall be subjected to arbitrary
interference with his privacy, family, home or correspondence, nor
to attacks upon his honour and reputation. Everyone has the right
to the protection of the law against such interference or attacks’.
2

Coincidentally, George Orwell’s novel 1984 was published in the same
year.

In 1960, William L. Prosser [6] published a landmark article on tort
law that outlined four privacy harms: intrusion upon seclusion or soli-
tude, or into private affairs; public disclosure of embarrassing private
facts; publicity which places a person in a false light in the public eye;
and appropriation of one’s name or likeness. Westin reinterpreted it
at the onset of the computer age as ‘the claim of individuals . . . to
determine for themselves when, how and to what extent information
about them is communicated to others’ [7,8]. Ferdinand Schoeman [9]
expanded it to mean a system of norms that protect social freedoms
and self-expression. Solove [10] believed that ‘Privacy is the relief from
a range of kinds of friction’. He created a six-dimensional model to
describe privacy and developed a legalistic taxonomy of consequential
harms caused by privacy violation. Conversely, Ken Gormley [11]
argued it was a misguided quest to seek one-size-fits-all definition
of privacy because privacy is sensitive to ‘historic jolts or catalysts
that produce new brands of privacy each time the law is faced with
unexpected social or technological change’.

Westin [7] created a Privacy Segmentation Index to measure peo-
ple’s attitudes to privacy. It is still a popular model today, although its
relevance to the digital world has been questioned since it predated
the existence of social media and mobile phones. The gap between
people’s words and actions in the context of active privacy protection
(aka the privacy paradox) is a well-known phenomenon [12]. Multiple
surveys by the Pew Research Centre [13,14] show that a majority
of Americans think their personal data is less secure now and have
little faith that social media executives will protect user privacy. An
international survey of 20 countries showed users trust in the internet
had dropped significantly since 2019 [15].

In 2004, Nissenbaum [16,17] introduced ‘the framework of con-
textual integrity’ that saw privacy as ‘neither a right to secrecy nor a
right to control but a right to appropriate flow of personal information’.
Appropriateness depends on the situation. Doctors can ask you for
personal medical information but not your salary details. Bankers can
ask you for sensitive financial information but not enquire about your
bowel movements. Nissenbaum went further. Privacy is just not about
the home. People should have some privacy in public and not be subject
to intrusive Big Brother surveillance.

Koops et al. built on this and developed ‘A taxonomy of Pri-
vacy’ [18]. They envisaged four zones: a personal solitude zone, an
intimacy zone, a semi-private zone and a public zone. They then
imagined two horizontal freedom strands where the emphasis was
‘being let alone’ or freedom to ‘self-development’. The former includes
bodily, spatial, communicational and proprietary privacy. The latter
includes intellectual, decisional, associational and behavioural privacy.

In recent years, the rise of social media, location tracking, cookies,
recommender systems etc, has renewed focus on Westin’s concept of
informational self-determination. Since its original articulation, the
biggest change has been the sheer volume of intimate personal data we
surrender and allow to be collected by new smart products and services.
While the idea of ‘state surveillance’ and the ‘sentinel state’ [19] has
been known to information security professionals for some time, Pro-
fessor Shoshana Zuboff [20] is widely credited for introducing the term
‘surveillance capitalism’ into mainstream discourse to describe this loss
of control. In response, scholars like Brunton & Nissenbaum [21] pro-
pose obfuscation techniques to counter digital surveillance. Veliz [22]
advances practical measures for reasserting data control, including
using privacy-focused search engines, covering webcams, employing
VPNs, and choosing non-networked devices. Wachter et al. [23] and
Pasquale [24] tackle algorithm opacity, while Gasser [25] and Hart-
zog [26] look at recoding privacy law with privacy-enhancing tech-
nology and embedding privacy by design in new products. This schol-
arship contributes to a growing body of research that challenges the
privacy-invasive default of our contemporary data-centric technological
infrastructure.

To sum up, privacy will continue to be contested because it is open
to reinterpretation according to changing technological and societal

norms.
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2.2. Regulation theory

Regulation theory is a vast field of study. We limit ourselves accord-
ingly to a high-level understanding of its form and function and how
that applies to privacy and data protection regulations.

According to the OECD, regulation is indispensable to the proper
functioning of economies and societies [27] and is a key tool for
governments to achieve policy objectives. A classic definition of regu-
lation [28] is the ‘sustained and focused attempt to alter the behaviour
of others according to standards or goals with the intention of pro-
ducing a broadly identified outcome or outcomes’, which may involve
‘mechanisms of standard-setting, information-gathering and behaviour
modification’.

Governments regulate for many reasons. The technical justification
for regulation is that it addresses market failures that are not in
the public interest [29–31] (e.g. monopolies and natural monopolies,
externalities, information inadequacies, anti-competitive behaviour and
predatory pricing, unequal bargaining power). They are not mutually
exclusive, and the case for regulating will often be based on a combi-
nation of rationales. Regulation bridges the gap between an operator’s
self-interest and the interests of society [32].

There are different ‘types’ of regulatory interventions. A simplified
taxonomy by Pelkman and Renda [33] includes regulation through
information (e.g. improved transparency), self-regulation (e.g. volun-
tarily establishing common rules and codes of practice), co-regulation
(e.g. a mix of legislation and self-regulation), standardisation (e.g. dele-
gating the detail to standards organisations), market-based instruments
(e.g. taxes, charges, licenses, quotas) and prescriptive actions (e.g. tra-
ditional ‘Command and Control (C&C)’ policies and performance-orien-
tated requirements). C&C policies dictate the use of certain practices,
technologies, or designs. The advantage is relative ease of monitoring
and enforcement. The disadvantages are that they will likely be less
cost-effective, discourage technological innovation, or go beyond stan-
dards. Performance policies specify the required target performance
without detailing the exact mechanisms by which compliance is ob-
tained. Both prescriptive actions rely on hard metrics that can be
assessed externally against regulatory targets.

A significant distinction in regulatory approaches lies between
principles-based regulations and rules-based regulations. The former
relies on overarching, broad principles often articulated with quali-
tative terms such as ‘fair’ or ‘reasonable’, alongside explanations of
the underlying intent. These principles are crafted to apply across
diverse circumstances, prioritising outcomes over specific inputs. In
contrast, rules-based regulation entails precise statements delineating
the requirements firms must adhere to, typically employing quanti-
tative terms. In recent years, there has been a notable shift towards
principles-based regulation, driven by the belief that it encourages
firms to consider the practical implementation of regulations within
their operations, rather than merely adopting a superficial compliance
mindset. Additionally, principles-based regulation offers the advantage
of reduced frequency in updates to respond to evolving circumstances.
However, it is not without drawbacks, notably the lack of precise
standards for businesses or consumers to reference.

Both rules and principles can vary across regulatory regimes. One
principle particularly relevant to the subsequent discussion, contrasting
three privacy regimes, is the precautionary principle [34]. This princi-
ple serves as a risk management approach, stipulating that if a policy or
action might potentially cause harm to the public or environment, and
scientific consensus is lacking, the activity should not proceed [35].
Notably, it reverses the burden of proof: the agent proposing the
activity must prove the activity is not harmful.

In the US, Solove [36] classifies three high-level approaches to
privacy law:

• Self-Management: Empowering individuals with control through
rights like access, correction, deletion, data portability, opt-in and
opt-out. However, public awareness limitations and the impracti-
cality of overseeing diverse platforms hinder its effectiveness.
3

• Governance & Documentation: Organisations take responsibility
by appointing chief privacy officers, audits, and policies. While
essential for compliance, concerns exist about documentation
overshadowing substantive protection.

• Use Regulation: Specific restrictions are placed on data usage for
sensitive datasets. Examples include the Fair Credit Reporting Act
(FCRA) and the Health Insurance Portability and Accountability
Act (HIPAA). While less common, it offers targeted protection.

2.3. Applied privacy theory

Privacy is recognised as a universal human right by the United
Nations, while data protection is not. The right to privacy or private
life is enshrined in the Universal Declaration of Human Rights (Article
12) [37], the European Convention of Human Rights (Article 8) [38]
and the European Charter of Fundamental Rights (Article 7) [39]. How
this right is respected in practice varies.

In EU law, data protection has a precise meaning. It controls the
use of personal data, which is any information relating to an identified
or identifiable natural (living) person, including names, dates of birth,
photographs, video footage, email addresses and telephone numbers.
In Europe, data protection is governed by Article 8 of the EU Charter
of Fundamental Rights [40], the General Data Protection Regulation
(GDPR) [1] and country-specific data protection acts such as the UK
Data Protection Act 2018 [41]. Organisations have legal obligations
with the processing of personal data, and individuals have rights,
including information, access, rectification, objection and erasure. US
laws do not protect personal data (known as Personally Identifiable
Information (PII)) in such a wide manner [42]. PII includes name,
address, birth date, Social Security numbers and banking information,
whereas the GDPR also references data such as photographs, social
media posts, preferences and location as personal. Chinese laws lean
towards the EU model, but unlike the GDPR, the PIPL’s definition of
personal data does not include online identifiers, health, biometric, and
genetic data, among other concepts [43].

The success of any regulation ultimately depends on how well it is
executed. Recent research by Buckley et al. [44] has shown how diffi-
cult it can be to assess the performance of data protection regulators,
even when they should be easily comparable in the case of the GDPR
across the EU member states.

2.4. EU, US & Chinese privacy regulation

Although the EU, US and China have different privacy regulatory
regimes, all three approach the issue from a consumer protection and
market competition perspective while reserving special rights for the
state. Policymakers often treat the two areas separately because market
competition/antitrust tends to focus on firm-to-firm interactions, while
consumer protection deals with firm-to-consumer interfaces [45]. The
two areas are subject to different laws, and crossovers between the two
have tended to be small. However, big data and online platforms blur
the distinction between the two and can cause overlap or conflict.

In the EU, the Data Protection Directive 1995 [46] was replaced
with the GDPR in 2018 [1]. Article 1 of the GDPR defines its goal.
Paraphrased, it says, ‘this Regulation protects fundamental rights and
freedoms of natural persons and in particular their right to the protec-
tion of personal data’ by laying down rules relating ‘to the processing
of personal data and rules relating to the free movement of personal
data’ [47]. It aims to give control back to the people the data refers
to, to harmonise rules across countries to create a level playing field
for business, and to enable the EU to enforce better, regulate and
check compliance. The ceiling on maximum fines was raised to 4%
of global turnover. It has achieved these aims to a limited extent.
Research [48] shows that consumers are more aware of their rights,
companies welcome a more uniform market, and the EU has made high-
profile fines. Critics would argue that omnipresent privacy notices have
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numbed consumers into giving away their data rights; businesses view
compliance overheads as a regressive tax favouring larger companies
and stifling innovation, and enforcement has been judged disappointing
in some quarters. More broadly, critics fear that GDPR is too static
and too easy to be outmanoeuvred by new technologies by Big Tech.
Examples include AI, IoT and Big Data, which will be discussed in
more detail in Section 3.5. (As an aside, Big Tech is the commonly
used informal term that refers loosely to the most dominant information
technology companies [49].)

For some critics, GDPR is not enough. For example, Members of the
European Parliament (MEPs) published their own report [50] to shame
Brussels for being too slow to tame Big Tech. They suggested a switch to
a presumption of guilt so that Big Tech cannot take advantage of delays
and dominate markets before cases come to court. They also suggested
a significant increase in fines from 4% to 10% of global revenue to
make the punishments more meaningful.

The GDPR reflects the era in which it was drafted. In contrast
to the 1995 Data Protection Directive, the GDPR incorporates termi-
nology associated with the Internet (e.g., Internet, social networks,
website, links). However, notable omissions include the term ‘artificial
intelligence’ and related concepts like intelligent systems, autonomous
systems, automated reasoning and inference, machine learning, or big
data.

More recently, the EU has introduced or is planning to introduce five
new relevant pieces of legislation that address some of the perceived
shortcomings of the GDPR: the Data Markets Act (DMA) [51], the
Data Services Act (DSA) [52], the Data Act (DA) [53], the Artificial
Intelligence Act (AIA) [54] and the ePrivacy Regulation [55]. The
DMA governs competition and antitrust issues. So far, the EC has
designated 6 dominant digital gatekeepers. The DSA governs consumer
protection and safe online environments. So far, the EC has designated
17 very large online platforms (VLOPs) and 2 very large online search
engines (VLOSEs). The DA governs fair access and user rights to data
generated by Internet of Things (IoT) devices and related services.
The AIA governs the safe and ethical use of AI systems within the
EU and prohibits certain AI outright. It is expected to take effect in
stages later in 2024. The ePrivacy Regulation (ePR) will replace the
2002 ePrivacy Directive that governs cookies and metadata. It will
complement the GDPR’s general rules on personal data processing by
providing specific rules governing the privacy and confidentiality of
electronic communications. While the ePR and the GDPR work hand in
hand with each other, they both have different legal precedents. The
ePR was intended to take effect before and then alongside the GDPR in
2018 but has been subject to repeated delays.

In the US, no singular law covers all types of data privacy. Unlike
Europe, US consumers, by and large, have had to rely on the Fourth
Amendment. It states ‘The right of the people to be secure in their
persons, houses, papers, and effects, against unreasonable searches and
seizures, shall not be violated’ [56]. It, however, is not a guarantee
against all searches and seizures, but only those that are deemed
unreasonable under the law. The Constitution of the United States and
the United States Bill of Rights do not explicitly contain a right to
privacy per se. Instead, there is an implied right to privacy derived from
penumbras of other explicitly stated constitutional protections [57,58].

The US system prefers self-regulation rather than big-state inter-
ference in the market economy. Big Tech has successfully argued
that choice, transparency and self-regulation are preferable to the
bureaucratic European model. Critics view this as a giant diversion.
Consent and Notice have been the politicians’ preferred solution to
gain informed consent for decades. Matthew Crain [59] argues that
data brokers appropriate transparency values in public relations to
deflect the threat of government regulation. Transparency initiatives
have created the illusion of reform while leaving the fundamental
power imbalance intact.

As with environmental regulation, the state of California has led
4

the way. The California Consumer Privacy Act (CCPA), introduced
in 2020, shares many similarities with the EU’s GDPR. Eleven other
states, including Virginia, Connecticut, Colorado, Utah, Iowa, Indiana,
Tennessee, Oregon, Montana, Texas, and Delaware, had introduced
similar legislation by the end of November 2023. Harkening back
to the regulation theory, the CCPA model leans more on consumers
exercising their rights than documentation and governance compared
to the GDPR.

In a world where data and the power to regulate its use are be-
coming central parts of statecraft, the United States is conspicuous in
lacking a national data privacy law. Country-wide federal legislation
relies on Capitol Hill, and the US Congress has simply been unable
to pass an act with bipartisan support. The result is a patchwork of
privacy protection legislation where the treatment of data transfers
between states varies widely within the same country. US regulators
are not unaware of this deficiency. Lina Khan, Chair of the Federal
Trade Commission (FTC), is on the record as saying: ‘When firms rely
on business models that monetise personal data, it tends to create
financial incentives to endlessly vacuum up people’s sensitive informa-
tion. As algorithmic decision-making tools further take hold, this data
surveillance risks becoming even more entrenched. All too often, people
must surrender to expansive tracking in order to use services that are
essential for navigating modern life. Enforcing and strengthening laws
against overcollection and misuse of our personal data is critical for
maintaining people’s right to privacy in the 21st century’ [60]. Since
her appointment in 2021, Ms Khan has attempted to tackle data abuses
by treating them as a symptom of an underlying monopoly problem.
However, this strategy has yet to prove its efficacy, as the FTC has faced
setbacks in a series of high-profile antitrust lawsuits against Big Tech
companies.

In China, we see a third vastly different approach to privacy and
antitrust in the digital economy. Emch [61] argues privacy is not seen
as such a cause célèbre compared to the West. There is not the same
tension between the state and Big Tech because the government works
closely with platforms and often views them as intermediaries to ensure
compliance with approved policies. While platforms as regulators may
have a negative connotation in the West, in China, he argues govern-
ment actors perceive platforms as allies. Unless, that is, they get too
big for their boots and Beijing calls their bluff as happened to Terry
Gou, founder of Foxconn, in October 2023 when he boasted that he was
untouchable and soon attracted the attention of tax inspectors [62]. It
evokes memories of how Beijing dressed down one of China’s greatest
entrepreneurs: Jack Ma, the founder of internet giant Alibaba. After
Ma castigated the country’s financial sector policies three years ago,
regulators blocked the IPO of his fintech company Ant Group at the
last minute [63]. The backlash forced Ma to retreat from his businesses
and broadened into a campaign to discipline China’s vibrant private
sector.

Another internal dimension is control of the people. Data is used
both as a control and feedback mechanism. It has been called Digital
Leninism or Techno-authoritarianism. In ‘The Rise of Data Politics:
Digital China and the World’ [64], Liu argues that data has changed
the basis of power. He asserts that a state’s strength lies in not only its
military or trading power but also its capacity to collect, refine, and
utilise data, and its salience will only increase over time.

Two new Chinese laws dealing with data security and privacy
came into force in November 2021, likely impacting many multina-
tional companies operating in China or whose operations touch China.
The Data Security Law (DSL) [65,66] and the Personal Information
Protection Law (PIPL) [67] provide more specificity about the data
localisation, data export and data protection requirements than first
appeared in the Chinese Cybersecurity Law in 2017 [68].

The DSL sets up a framework that classifies data collected and stored
in China based on its potential impact on Chinese national security and
regulates its storage and transfer depending on the data’s classification
level. The law is generally seen as a response to the US Clarifying

Lawful Overseas Use of Data Act (CLOUD Act) [69], which gives US
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law enforcement agencies the authority to compel companies under US
jurisdiction to produce requested data regardless of where the data is
stored.

The PIPL is China’s first comprehensive legislation regulating the
protection of personal information and is modelled after the European
Union’s GDPR [70]. ‘Personal Information’ is broadly defined as ‘any
information related to identified or identifiable natural persons stored
in electronic or any other format’. However, personal information
irreversibly anonymised is not covered [71]. Unlike the GDPR, the PIPL
will be enforced by multiple regulatory bodies.

The PIPL generally applies to all types of data activities (e.g., collec-
tion, storage, usage, reorganisation, transmission, provision, disclosure
and deletion) involving the personal information of data subjects in
China, as well as activities outside China that are aimed at provid-
ing products or services to individuals in China or analysing their
behaviour. Violations of the PIPL could face penalties of up to RMB
50 million (US$7.78 million), 5% of a company’s annual revenue and
disgorgement of all illegal gains.

2.5. Artificial intelligence act

The EU AI Act [72], approved by the European Parliament in
March 2024, represents the world’s first comprehensive AI regulation.
Key prohibitions will start to come into force from August 2024.
The interaction between the EU AI Act and GDPR presents emerging
complexities in data governance. Both regulations overlap in address-
ing fairness, non-discrimination, and transparency in decision-making
while requiring risk assessments for certain activities. However, gaps
exist: the GDPR lacks explicit AI provisions, while the AI Act does not
provide for a private right of action.

The GDPR establishes foundational principles for AI data usage,
including data minimisation, purpose limitation and individual rights.
The AI Act imposes stricter requirements for high-risk AI systems. Both
address automated decision-making, with the GDPR offering specific
individual safeguards. Organisations must navigate the applicability
of each regulation based on their AI systems and data processing
activities. While complementary, these regulations will likely require
further clarification for consistent application.

Both regulations have significant financial penalties to incentivise
compliance. The AI Act introduces a more nuanced approach to fines
based on the risk level of the AI system and the nature of the violation.
While the GDPR has hefty fines of up to 4% of global turnover, the EU
AI Act raises the bar for high-risk AI breaches, potentially resulting in
even steeper financial consequences (of up to 7% of global revenue).
Until recently, GDPR regulators were criticised for not robustly enforc-
ing their fining powers. It will be interesting to see if fines under the
new AI Act will follow a similar timid trend or, conversely, possibly
engender competition for bragging rights between the national GDPR
regulators and the new central AI Office.

The AI Office, a new division within the European Commission,
is tasked with drafting secondary laws that set out how the primary
legislation principles should be applied in practice. However, the AI Act
does not specify clearly which agency at a national level should police
the rules. It remains open whether local telecoms, competition or data
protection authorities will eventually implement it nationally [50].

In summary, the new AI Act may strengthen data protection by clos-
ing loopholes, but it will also create new complexities in its interaction
with the enforcement of the GDPR.

2.6. Summary

While global consensus exists on the need for digital privacy pro-
tection, there is no singular agreed definition of privacy, and ap-
proaches differ. The US relies on market self-regulation, China trusts
the state, and Europe employs arms-length regulators. The enforcement
approaches also differ, with the US favouring notice and consent while
China and Europe adopt more prescriptive measures. Next, we explore
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what will influence change in this regulatory landscape.
3. Analysis

In this section, driver mapping and the political, economic, societal,
technological, legislative and environmental (PESTLE) [73] analysis are
used to identify forces that will shape the future policy environment.
With the literature review as background, the analysis surfaces four
themes that are the most salient for exploring future privacy regulation
scenarios: (i) the geopolitical competition in extraterritorial jurisdic-
tion, (ii) the robustness of enforcement, (iii) societal attitudes to the
innovation versus risk narrative, and (iv) the challenge of keeping pace
with rapid advances in the underlying technology. Of necessity, we
maintain a euro-centric focus as this is a large canvas.

3.1. Method

Drivers and trends are vital components of future thinking. Drivers
represent unquantifiable forces of change, like shifts in values and
behaviours, acting as causes for developments. Trends are measurable,
factual indicators of steady change, characterising developments. Com-
bining trend and driver analysis forms a powerful tool for plausible
scenario creation.

Scenario methodology as a scholarly form of enquiry is one way of
generating interesting research [2]. The scenarios are not predictions.
Rather, they represent a multi-dimensional potential future space.

The PESTLE analysis framework [73] is applied to explore these
dimensions systematically. It examines the Political, Economic, Social,
Technological, Environmental, and Legal factors in the external envi-
ronment. Invented over 50 years ago by American strategic planning
scholar Francis Aguilar in his book ‘Scanning the Business Environ-
ment’, [73] PESTLE is a strategic tool to analyse and monitor the
macro-environmental factors that impact an organisation, company, or
industry. It is widely used for horizon scanning [74] and to support
evidence-based policy decision-making [75,76].

Political factors include government policies, trade regulations, and
political stability. Economic factors include economic growth, infla-
tion, employment, and globalisation impacts. Social factors include
demographics, consumer behaviour, cultural trends, living standards.
Technological factors include innovations, automation, and technol-
ogy adoption rates. Environmental factors include climate change,
environmental regulations, sustainability and energy consumption. Le-
gal factors include health and safety regulations, intellectual property
rights, consumer protection, and product standards.

To apply this framework, one identifies the relevant factors in each
category for a specific market or organisation, gathers data, analyses
their impact and prioritises the most significant factors. The analysis
tends to be qualitative in practice. It is used to identify the signals of
change and emerging trends that may have the greatest implications for
a chosen policy area. The following sections will explore systematically
each of the six PESTLE dimensions within the context of the GDPR
environment and its stakeholders.

3.2. Geopolitical landscape

Geopolitics and data protection are tightly intertwined. In ‘Global
Governance Challenges’ [77], Carr and Llanos describe three main
approaches to governing data that currently coexist: a US approach
that treats individuals as data farms, a Chinese approach that governs
through data, and an EU approach that tries to square the circle. The
US approach privileges the interests of its own commercial sector,
where human rights and public goods are portrayed as protected by
the private sector against misuse by the government. Online platforms
have power to track, target and segment people into audiences highly
susceptible to manipulation. It combines a poor data protection culture
for individuals while ensuring online platforms are not subject to

government surveillance.
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The Chinese approach follows the US model of widespread collec-
tion of personal data through consumer applications. There is a stronger
narrative of utilising data for government purposes and for delivering
a ‘public good’. Data is used to calculate credit scores that integrate
additional factors such as political activities and non-financial interac-
tions. In a mirror image of the US, Chinese people have protections
against commercial surveillance yet continue to experience relatively
unconstrained government surveillance.

The EU approach attempts to stimulate innovation while protecting
individual privacy in the data economy through the GDPR. It has meant
individuals are bombarded by cookie notices, rendering consent devoid
of meaning. And it has meant business is wary of experimenting with
data, thereby threatening to cancel out its own goals. They conclude
that the US approach must change to maintain its dominance in the
data economy and to remain acceptable in democratic societies. The
Chinese approach will appeal to some but impede strong ties with
others. The EU approach may be the most advanced regarding demo-
cratic privacy protections for citizens, but how conducive it is to an
innovative economy remains an open issue [77].

The ‘California effect’ was formulated by Vogel [78] and referred
to nations adopting the higher, greener standards and regulations of
the wealthier jurisdiction for trade-related purposes. He illustrated this
with the case of California and its role in creating stricter automobile
emission standards not only in the US but also abroad. The ‘Brussels
effect’ [79] was outlined by Anu Bradford and refers to how the EU
is able to exert its regulations on other jurisdictions and influences
antitrust, environment, health and privacy.

In ‘Digital Empires: The Fight to Regulate Technology’ [80], Anu
Bradford paints a similar picture to Carr & Llanos, albeit arriving at
slightly different conclusions. She, too, describes three digital empires
and their models of regulating the digital economy, each organised
around a different emphasis on the market, the state or the rights of
digital citizens. She sees it in terms of horizontal and vertical axes:
the horizontal axis is the battle between governments, and the vertical
axis is the battle between governments and technology companies. In
her analysis, the US is losing the horizontal battle to China and the
Europe Union. Authoritarian governments are turning to the Chinese
regulatory model. Democratic governments are turning to the European
regulatory model. Governments are not destined to lose their vertical
battles against technology companies, albeit they are difficult to reg-
ulate. She sees it as a battle for the soul of the digital economy or a
battle between techno-democracies and techno-autocracies.

Moving from this high-level perspective to a more data-level per-
spective, the traditional institutional framework underpinning regula-
tions – around the sector or activity-focused ministries and agencies
– shows its limits when dealing with the transversal challenges raised
by the data economy. Data flows can span multiple regulatory regimes,
creating the potential for confusion and risks. The on-off stalemate over
the free flow of data between the US and the EU best exemplifies this
institutional and transboundary challenge. The latest deal, known as
the EU-US Data Privacy Framework [81], was agreed in September
2023 after the Court of Justice of the EU (CJEU) struck down two
previous agreements – known as Safe Harbour and Privacy Shield –
after challenges by privacy activist Max Schrems. Both previous agree-
ments were annulled over fears of snooping by US intelligence agencies,
exposed by Edward Snowden [82] and others. Schrems expects his
latest complaint to come to the European Court of Justice in 2024.

The relationship between the GDPR and the Chinese PIPL is intrigu-
ing [83]. A pre-PIPL EU report [84] concluded ‘If a legalistic approach
was adopted, then no common grounds could be found between two
fundamentally different systems both in their wording and in their
raison d’être. In addition, data transfers would need to be prohibited
towards China, on the basis of Article 25 of the EU 1995 Data Protection
Directive. However, this would be an impractical, if not unnecessary
position’. As the Chinese economy has sputtered, China recently offered
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to reverse the burden of proof under their relevant laws, allowing
most data stored in China to be transferred out of the country unless
expressly excluded by the authorities [85].

The GDPR, CCPA and PIPL are all extraterritorial in their scope.
The three data protection regimes apply to businesses worldwide that
target their citizens, i.e., the GDPR applies to US companies with EU
customers. How the competing ‘reach’ of these laws affects cross-border
data flow agreements will be a key factor in the future shape of the
GDPR. Given that the US-EU link is the most trafficked at present, we
will consider a range of end-states: US prevails, EU prevails, or both
muddle along.

3.3. Legislative landscape

The success of a privacy regulation may be evaluated by iden-
tifying the desired outcome, such as discouraging non-compliance,
encouraging good practice, or raising awareness of privacy rights, and
comparing this to the result achieved. However, measuring compliance
with privacy laws is more difficult than measuring enforcement. Thus
we begin by examining the theory and track record of enforcement with
regard to data protection regulations.

Before the GDPR took effect, the comparatively low maximum
fines for corporate violations in prior data protection legislation led
to a perceived lack of compliance by major US technology companies.
Fines were deemed ‘peanuts’ or ‘pocket money’ relative to the size
of the companies [86,87]. In theory, this has changed. Now EU Data
Protection Authorities (DPA) can issue sanctions for data protection
violations for up to the greater of e20 million or 4% of global turnover.

Sanctions reinforce legal imperatives by rewarding compliance or
penalising disobedience. They can take the form of financial, admin-
istrative, or regulatory measures. Sanctions serve diverse purposes,
including retribution, rehabilitation, expression of disapproval, and
norm-setting. They can restrict liberty, impose fines, or compel specific
actions. Symbolically, sanctions convey denunciation, aiming to correct
past mistakes and deter future violations. Retribution, governed by the
principles of effectiveness, proportionality, and dissuasion, requires a
link between the fault or harm and the penalty’s severity. Expressively,
sanctions show society’s commitment to values through procedures,
fines, or actions. They also guide behaviour by detailing mandatory or
prohibited actions. Although sanctions for data breaches may be sym-
bolic and need not be overly severe, the imperative remains for DPAs
to diligently enforce regulations, preventing Big Tech from selectively
seeking favourable jurisdictions (forum-shopping) [86].

However, through what is referred to as the one-stop-shop mech-
anism, the Irish DPA is the lead authority for most of the US Tech
Giants, and critics claim it has failed to act against them up to now,
resulting in a potential lack of deterrence [88,89]. While the Irish DPA
has started to issue fines in the 100’s of millions of euros more recently,
it has only done so after allegedly much arm-twisting by other DPAs.
The Irish are not unique. Differences in national laws, administrative
processes and historical engagement with industry mean national DPAs
come to the GDPR from different starting points. Differences in human
and financial resources mean that DPAs have varying organisational
capacities. And differences in political influences mean DPAs’ self-
confidence and understanding of their role may differ significantly
between European countries. All these factors contribute to the notice-
ably different implementations and enforcement of the GDPR. Recent
empirical research [90] confirms intuitively that fines focus the minds
of business leaders and are how the general public perceives the virility
of their regulator [91,92]. Looking ahead to the next ten years, the
degree to which the EU harmonises the motivation and capability
of its enforcement function will be a key critical success factor. We
will consider a spectrum of end-states ranging from the status quo,

improved harmonisation to robust enforcement.



Computer Law & Security Review: The International Journal of Technology Law and Practice 54 (2024) 106033G. Buckley et al.
3.4. Sociological landscape

Big Tech companies have a complex and often adversarial stance to-
wards regulation, generally favouring self-regulation over government
intervention. They assert they are better placed than governments to
regulate themselves as they have a deeper understanding of the tech-
nology and market landscape. They argue compliance costs associated
with regulation will ultimately be passed on to consumers through
increased prices [93]. Additionally, they express apprehension that
regulation could hinder innovation, potentially delaying or preventing
the introduction of novel products and services. Nick Clegg, President
of global affairs at Facebook has warned EU legislation ‘risks fossilising
. . . experimentation that drives technological change’. There is also a
suspicion that the EU [94] want to hobble US technology companies to
achieve European ‘tech sovereignty’.

The pro-Big Tech argument is that it is arguably the most productive
part of the US economy. The rate of innovation and spend on R&D is
high. They are among the largest patent owners. They compete and
there is little evidence of collusion. They pay their knowledge workers
well. None of these are signs that they deserve opprobrium.

Historically, the data economy operated behind a ‘digital curtain’,
shielding its practices from public and legislative scrutiny, treating
data as proprietary company assets despite its origin in customers’
private behaviour. However, according to the Harvard Business Re-
view [95], a shift has occurred that is being driven by three forces. First,
mounting consumer mistrust against ‘surveillance capitalism’. Second,
governmental interventions in the US, EU and China have challenged
companies to comply across diverse regulatory jurisdictions. Third,
increased market competition, notably Apple’s iPhone operating system
upgrade enabling user control over data tracking, caused substantial
financial losses for major social media platforms. Apple seeks to make
privacy a market differentiator since it is arguably less dependent on
the data economy than Alphabet or Meta. In response, Facebook and
Amazon have agreed to share consumer data to compensate for losing
access to the ‘walled gardens’.

In the face of growing consumer dissatisfaction and several antitrust
lawsuits in the US and fines in the EU, Big Tech has begun to signal
a preference for comprehensive uniform regulation and support for
industry involvement in policy development. Some observers question
the industry’s sincerity and wonder if their attitude to regulation is
not akin to the famous prayer attributed to Saint Augustine ‘Oh God,
make me good—but just not yet’ [96]. This tension between the in-
novation narrative, profit motives, and the societal impact of these
technologies remains another central driver in the future shape of
the GDPR. Against this backdrop, we will consider three end-points:
pro-innovation prevails, ex-ante prevails or a bit of both.

3.5. Technological landscape

Here we look at the intersection of law and technology and how the
sheer speed of technological change fundamentally challenges contem-
porary regulation. Digital technologies tend to develop faster than the
regulations or social structures governing them. While this disconnect
has always been a concern, there is mounting press attention about
how GDPR is failing to keep pace with potential privacy-invasive
technologies.

The bones of the GDPR were agreed upon by Members of the Euro-
pean Parliament (MEP) as far back as 2012, adopted in 2016, and came
into force in 2018. In some senses, the GDPR is already ten years old.
New technologies such as blockchain and Artificial Intelligence (AI)
have emerged in the meantime [97]. Multiple tensions exist between
blockchain and the GDPR such as who is the responsible or accountable
data controller in a decentralised system and how can data be modified
or erased in a system designed to resist unilateral changes to ensure
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data integrity and trust. Another example of the tension relates to
data minimisation and purpose limitation. Blockchain is an append-
only database. Old data cannot easily be moved and its purpose is
questionable under GDPR since the initial transaction is retained as
part of the continuing consensus usage. Similar tensions and proxim-
ities exist between AI and data protection principles, such as purpose
limitation and data minimisation. A recent EP study [98] concludes that
AI can be deployed in a way consistent with the GDPR, but also that
the GDPR does not provide sufficient guidance for controllers and that
its prescriptions need to be expanded and specified.

The goal of GDPR is to protect personal data against unnecessary
collection. However big data and IoT combined with machine learning
and AI means it will not be difficult in the near future to re-identify
individuals by cross-triangulating data. The personal data/non-personal
data distinction will become untenable. In 2008, the film rating records
of 500,000 Netflix subscribers were re-identified using the public Inter-
net Movie Database [99]. More recently in 2019, researchers published
a method to correctly re-identify 99.98% of individuals in anonymised
datasets with just 15 demographic attributes [100].

Some critics [101] argue that the binary labelling of information
as either ‘personally identifiable’ or not, is meaningless in a Big Data
age. They view the identifiability of data as a continuum as opposed
to the current dichotomy. Some go further and argue that GDPR risks
becoming the regulation for all data and not just personal data and,
therefore, unworkable since the majority of the data universe relates
to people and their interactions with connected technology that throw
off data as normal. Other academics, such as Jaap-Henk Hoepman,
reject this fatalism. He argues in ‘Privacy is Hard and Seven Other
Myths’ [102], that just as technology can be used to invade our privacy,
it can be used to protect it when we apply privacy by design (PbD) from
the outset.

Thus, how regulation keeps pace with new technology or how
regulatory technology [103] (commonly abbreviated as RegTech) takes
advantage of it will be critical to the future success of the GDPR. At one
extreme, people fear that AI’s data collection, online monitoring and
predictive profiling capabilities will be able to anticipate individuals’
future actions and opinions (a la the pre-cogs in Hollywood’s Minority
Report or the restaurant that knows what you will select before you
see the menu in an episode of Black Mirror) and thereby make pri-
vacy and GDPR an irrelevance. In this scenario, the bad actors could
either be state actors, Big Tech or organised crime using rogue AI to
circumvent RegTech. At the other extreme, people can imagine AI as a
personal privacy guardian and AI-driven RegTech being used to audit
algorithms and training data in collaboration with other regulatory
bodies globally. In between, one can imagine a messy patchwork of
algorithm transparency and accountability in some regions, loopholes
in others, where GDPR’s vaguer principles come into play and set
the scene for a protracted series of test cases where regulators race
to update the guidance of a largely unchanged GDPR. Thus we will
consider a spectrum of end-states: GDPR becomes unfit for purpose,
GDPR is AI-enabled and GDPR guidance is firmed up over time.

3.6. Summary

Combining the background briefing on regulation theory & practice
in the literature review section and the driver and trend analysis in
this section, the resultant synthesis surfaces four themes, each with
a spectrum of potential end-states, that are most salient for exploring
future potential privacy regulation environments. In summary, the first
theme is the geopolitical battle for global influence that manifests itself
most clearly at the interface of cross-border data flow agreements and
the clash of extraterritoriality. The second is the struggle by EU regula-
tors to coordinate and enforce fines against well-funded corporates. The
third is the ongoing debate between pro-business, low-regulation advo-
cates and pro-consumer, high-regulation privacy champions. The fourth
is the evergreen challenge of keeping up with fast-moving technology.
These four themes are not independent. Their interactions can act as
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positive or negative feedback loops. For example, rising pro-consumer
sentiment would likely result in increased funding for regulators and
more proactive enforcement. Conversely, pro-business sentiment would
likely result in lower funding for regulators and less intrusive reg-
ulation. We assume the political backdrop will likely remain stable
over the next decade: a laissez-faire US, an autocratic China, and a
rights-based EU.

4. Results

As summarised in Section 3.6, the output is a fictitious futures space
bounded by four themes, each with a spectrum of possible end-states.
The resultant combinations allow us to explore different pathways and
outcomes. Given there are 81 possible combinations, we use abductive
reasoning which is a form of logical inference that seeks the simplest
and most likely conclusion from a set of observations to narrow down
the universe of potential scenarios.

4.1. Rationale

We start with the current geopolitical situation and frame the
present GDPR as version 1.0 or V1.0. The scenarios will be labelled
with version numbers relative to V1.0 and visualised in Fig. 1, to show
their relative positioning and summarised in Table 1. While geopolitics
and economics do not invariably trump local politics, it is reasonable to
assert that they will play a pivotal role in an increasingly global digital
data economy. If this driver and power dynamic remains unchanged,
we anticipate minimal shifts across the other themes, and changes to
the operation of the GDPR would be modest and procedural rather
than substantive: let us call it the status quo+ or V1.2 to reflect its
positioning relative to V1.0. If the geopolitical and economic landscape
tilts more in favour of the US, then it is improbable there will be sub-
stantial change to the GDPR across the other themes. In fact, personal
data protection may deteriorate slightly compared to today: let us call
it V0.8.

Now let us consider what would happen if global affairs were
inclined more in favour of the EU. A new self-confidence could lead
to better-coordinated enforcement and a reevaluation of innovation-
v-protection priorities: let us call it the status quo++ GDPR or V1.5.
Should the global attitude towards data protection (at least in Western
democracies) align firmly in with European principles, then we could
see a much stronger GDPR, which we will call Europe GDPR or V2.0.
A variant worth exploring would be what would happen if European
data protection values were adopted widely but Europe started to copy
Chinese practices: let us call it Centralised GDPR or C2.0. Finally,
the wildcard driver is technology. What if technological development
accelerated beyond our control and our laws? We dub this the AI GDPR
or version 0.0 to reflect that it might undermine the GDPR, if only
temporarily.

An alternative way to picture this narrative is to imagine a space
defined by a citizen’s rights axis and a data protection enforcement axis
as visualised in Fig. 1. Versions V1.2, V1.5 and V2.0 represent imple-
mentations with progressively stronger privacy rights and enforcement
mechanisms, whereas V0.8 is the more diluted alternative to the current
V1.0. The AI V0.0 version epitomises an uncertain regulation struggling
to find its relevance in a chaotic, innovation-friendly environment. The
C2.0 version is the centralised, dirigiste twin to V2.0 but with the
important caveat that it may compromise citizens’ rights if it conflicts
with the interests of chosen regional champions. To round it off (but not
included to avoid over-complicating the picture), the current Chinese
and US data protection regimes can be imagined sitting in the lower
half of the figure.

Remember, the six scenarios are not predictions. They are not
meant to be ‘right’ or ‘wrong’, ‘good’ or ‘bad’, but to offer interesting,
challenging, stretching or controversial future pictures. They provide
a sand pit to challenge existing assumptions, identify novel lines of
8

Fig. 1. Version Positioning.

enquiry, and explore choices various stakeholders might make under
different market conditions.

Also bear in mind that the versions are not necessarily new reg-
ulations per se. Some reflect different emphases of implementation
rather than new legal text since the GDPR already contains many
principles ripe for revised interpretation. Moreover, they will interact
with newly emerging EU regulations in adjacent spaces (as outlined in
Section 3.3). For example, a 2020 report for the EP concluded that AI
can be deployed in a way that is consistent with the GDPR, but also
that the GDPR does not provide sufficient guidance for controllers, and
that its prescriptions need to be expanded and concretised [98].

Table 1 summarises the six scenarios in a version-dimension matrix.
Next, we describe and critique the scenarios in more detail.

4.2. AI V0.0

This is the nightmare technology-driven scenario. Contrary to the
optimistic 2020 AI Impact EP report [98], the GDPR is discredited and
widely regarded as unfit for purpose. AI creates new privacy risks like
deepfakes and physiognomy or exacerbates existing privacy risks. Mass
surveillance and minute quantification of individuals’ lives become pos-
sible. As imagined in sci-fi literature, privacy is not personal: privacy is
theft [104]. Surveillance, data and shame become socially accepted be-
haviour modifiers [105]. Commercially, it assumes the pro-innovation
narrative prevails, which blocks pre-emptive legislation. Untrammelled
accelerating development of AI runs rings around concepts such as
informed consent or data minimisation. Geopolitically, the US, EU and
other Western democracies muddle along while the internet splinters
into protectionist sub-domains by more autocratic regimes. Lacking a
global consensus, enforcement becomes nigh impossible without an
agreed legal framework. The GDPR and similar legislation remain ‘on
the books’ while policymakers struggle to augment it or replace it with
a new AI-ready version. In effect, it is obsolete.

This GDPR fails to keep pace with technology and is different to
all the other versions. It assumes the GDPR will have to be replaced
or dramatically amended. All the other versions of GDPR imagine
minor amendments or stricter implementation of the existing GDPR.
This scenario posits there will be an interregnum where regulators
lose track of what AI can do and is doing with personal data. Algo-
rithmic transparency and enforcement become moot. Formulating a
new regulation to replace or materially extend the GDPR would be
a herculean task involving a formal proposal, legislative negotiations
with the European Parliament (EP) and the Council of the European

Union, and stakeholder consultations. In the end, however, one assumes
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Table 1
Scenario matrix.
Scenario Geopolitical Legal Societal Technological

V0.0 Confused Low enforcement Uncertain AI-driven irrelevance
V0.8 Pro-US Patchy Pro-innovation Slow obsolescence
V1.2 Status quo Improved Status quo Slight scope upgrade
V1.5 Tilt to EU Coordinated Tilt to pro-consumer Wider scope application
V2.0 Pro-EU Stricter Pro-consumer Self-regulating PbD
C2.0 Centralised EU Strictest Pro-consumer Strategic EU control
common sense prevails, and a new post-AI privacy norm becomes
codified.

Some scholars [106] warn that AI may grow faster than expected
due to its pervasive effects on the economy, its ability to improve
rapidly and how it may spawn complementary innovations. The in-
vestment markets’ enthusiasm is tempered, however, by the significant
capital expenditure required to develop cutting-edge AI products and to
defend mounting copyright challenges. The water and energy required
by AI data centres are already encountering pushback in a number of
host countries [107]. A market analyst [108] characterised Alphabet
and Microsoft customers as being in ‘buy AI now, figure it out if it
works later mode’. Time will tell if AI is the next tulip bubble or a
revolutionary innovation.

4.3. US V0.8

This is the Americanised GDPR against a backdrop of slower ad-
vancements in technology. Geopolitically, it assumes the EU has to
relent on cross-border data flows and agree to US demands. Enforce-
ment against Big Tech continues to be fragmented and underpowered.
The mantra ‘move fast and break things’ reigns supreme. The success of
the pro-innovation narrative undermines support for regulation. This,
in turn, means the GDPR is blocked from keeping pace with new
technologies such as AI or biometrics. The GDPR is frozen in time. As
time marches on, it becomes less relevant and backslides. Hence, it is
referred to as V0.8 relative to V1.0 today.

If Max Schrems successfully challenges the latest transatlantic agree-
ment regarding data flows between the US and the EU, it could have
significant implications for the GDPR. The EU-US Privacy Shield, the
predecessor of the recent agreement, was previously invalidated by the
European Court of Justice (ECJ) in the ‘Schrems II’ case, where Max
Schrems argued that US surveillance practices did not meet EU privacy
standards [109]. If the new agreement is invalidated, it could trigger
EU authorities to reassess and potentially weaken or strengthen mech-
anisms for cross-border data transfers. In other words, this scenario
could be the genesis of the US-friendly version or the V1.5 update to
the GDPR.

In the US-friendly scenario, the EU accepts it will never persuade the
US to relax its national security powers under the Foreign Intelligence
Surveillance Act (FISA) [110] to the extent that it would satisfy the
GDPR. While US politics is not as great a believer in collective action
as Europe, national security is one of the rare exceptions. Given the
commercial downsides are clear for businesses relying on transatlantic
data transfers, the EU would have to relent and instead focus its
energies solely in Europe. US companies would still be subject to the
GDPR in the EU but not as constrained outside the EU. As a foretaste of
things to come, we saw the curious manoeuvre in 2020 when Google
announced it was transferring data about UK users of its services to
US jurisdiction to avoid GDPR complications post-Brexit [111,112]. In
the end, the UK GDPR was deemed ‘adequate’ by the EC and continues
to be able to transfer data to other countries covered by an adequacy
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decision.
4.4. Status Quo+ V1.2

This is an incremental improvement on today. It is the status quo+
GDPR. It assumes the EU and the US compromise on cross-border data
flows to neither party’s satisfaction. The one-stop-shop mechanism un-
dergoes limited harmonisation, resulting in slightly better cross-border
enforcement. There is gradual scope creep in applying the GDPR to new
technologies. Still, progress is slow in the face of the anti-innovation
narrative, industry lobbying and constant challenges in court. V1.2 is
more effective than version 1.0, but not by much.

The status quo version of the GDPR takes account of the in-built in-
ertia. It assumes there will be modest improvements in EDPB guidance
and enforcement harmonisation. It has the advantage of maintaining
the known current data protection regime while keeping its powder dry
for future developments. Companies know where they stand and how
to comply, while critics like Nyob complain that authorities fail to get
businesses to comply properly.

4.5. Status Quo ++ V1.5

This is a material advance on today. It is the next-generation GDPR.
It assumes the US compromises on cross-border data flows and agrees to
stronger protections for non-US citizens. There is material harmonisa-
tion in the one-stop-shop mechanism, resulting in stricter enforcement.
The pro-consumer narrative wins, provoking increasing demands for
more consumer rights and transparency, which translates into wider
application of the GDPR to new technologies. V1.5 is still recognisably
the status quo but with significant adjustments.

In this scenario, the EU sticks to its guns. It presses ahead with
known areas that require improvements, particularly with regard to
more robust and coordinated enforcement. It could be argued that Big
Tech might benefit in the long run if their incentives were more in
alignment with the GDPR. Recent scandals, rising fines and diminishing
customer trust compromises the growth of the digital ecosystem in
which they thrive. Microsoft is a case in point. It was a company of
immense power and had no incentive to change until it came under
political pressure and anti-trust investigations after being accused of
stifling competition in the browser market. It had to change and adopt
new practices. This allowed Google to emerge and enrich the entire
digital ecosystem. Microsoft is still very successful. It is one of the few
Big tech companies not under constant severe scrutiny by regulators
nowadays.

A stronger implementation of the GDPR may also inadvertently
benefit Big Tech in other ways. Early empirical analysis by Koski and
Valmiri [113] has shown that European data-intensive SMEs were the
most disadvantaged group regarding their post-GDPR profit develop-
ments, while the large European data-intensive companies’ short-term
post-GDPR profit margins dropped relatively less. Compliance over-
heads may be proportionately higher for SME’s [114] and they may
face stricter enforcement as there is a perception that regulators find
it easier to handle smaller organisations than big multinationals [115].
In the keynote speech at the recent European Data Protection Summit
conference in June 2024, Viviane Reding (former Vice President of the
European Commission 2010–2014 and one of the key architects of the
GDPR), put it in a forthright manner. She said she wrote the GDPR
to protect us from Big Tech & Government—not the village butcher &
football team. Unfortunately, ‘national regulators looked more for the

nitty gritty than for the real problems with the big platforms’ [116].
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4.6. Europe V2.0

This is the maximalist version. It is the pro-privacy GDPR. The
assumed US climbdown means the GDPR becomes the global standard
on cross-border data flows for most of the world. The application of
the principles is expanded to cover more uses and technologies. Strict
harmonisation of the one-stop-shop mechanism and stricter enforce-
ment means companies begin to embrace the philosophy of Privacy
by Design (PbD) and self-police themselves to avoid the potential of
crippling fines. V2.0 vision is closest to what digital rights activists such
as noyb [117] would see as necessary to protect privacy.

At first glance, the maximalist GDPR may appear to be the polar
opposite, but it is not that far removed from the Chinese GDPR.
Europe looks at China’s success but draws different conclusions. It, too,
introduces stronger rights and controls over personal data, reinforcing
the principle of user autonomy and consent and raising the overall
standard of privacy protection for EU citizens. It imposes more stringent
reporting obligations on businesses, fostering a culture of corporate
accountability and responsibility. It introduces more severe penalties
for non-compliance, serving as a strong deterrent against data breaches
and misuse of personal information. All of this combines to build
consumer trust in the European digital ecosystem. Unlike China, which
prioritises the interests of the state and party over individual privacy,
this version seeks to impose restrictions on both commercial entities
and government bodies.

Far from stifling innovation, it reinvigorates it. Companies compete
to build better privacy-by-design platforms. GDPR portability provi-
sions, for example, mitigate platform lock-in and spawn a new genera-
tion of integrative competitors to the incumbents. If privacy is really the
new market differentiator, Europe has the opportunity to be the leader,
unlike some US companies that talk the talk but may not be regarded as
sincere in the quest to prioritise societal privacy. A maximalist GDPR
instils confidence in global partners and facilitates cross-border data
flows and commerce.

The downside of the maximalist GDPR may be that it indeed stifles
European innovation further and US technology companies either exit
the market (as Google did in China) or design truncated versions
of their services to satisfy the regulations (as many companies have
done to remain in China). Such strict measures, seen in some quarters
as protectionist, would encourage domestic replacements but leave
European citizens with potentially less than best-in-class substitutes.

4.7. Centralised C2.0

This is the GDPR where the EU adopts a style of regulation similar
to China. It assumes there is a robust defence of EU cross-border data
flows. Sanctions for violations are strictly enforced. The application
of the regulation is at the discretion of the regulators and not as
predictable or transparent as before. Seats on the boards of large
technology companies, classified as strategic players, are reserved for
EU technocrats. The EU is still a rights-based organisation, avoiding any
surveillance state comparisons with China, but defiantly protecting and
promoting its commercial interests.

The Chinese-style GDPR may seem far-fetched, but it may be quite
pragmatic. According to Oscar Wilde, ‘imitation is the sincerest form
of flattery’. If so, China has already shown it is not above learning
from and copying many aspects of the GDPR in its own regulation.
So why shouldn’t Europe? After all, the Chinese economy continues
to grow faster than Europe. It continues to breed national champions
in technology unlike Europe. It has pioneered dual-use technology
that has civilian and military applications and amplifies its potential
export markets. Critics may shrink from facial recognition and other
state surveillance applications, but there are ample examples in the
West already where governments are studying usage for crowd con-
10

trol, law enforcement and state benefit fraud, and corporations use
software to surveil work-from-home (WFH) employees. China has off-
the-shelf solutions because it has encouraged technological innovation
while enforcing robust privacy regulations. It has required its platform
companies, for example, to take more responsibility for resourcing and
building the tools to identify and restrict the spread of misinformation.
The state places its representatives on the boards of its Big Tech to
keep them aligned with state and societal priorities. In ten years’ time,
who is to say that Europe will not be looking over its shoulder and
adopting similar strategies? One can imagine a ‘Europe First’ movement
could emerge, mirroring the ‘America First’ approach seen in the United
States. This might lead to European technology companies receiving
favourable treatment in government contracts for strategic sectors.
Interestingly, a more dirigiste or interventionist EU might occasionally
find its goals at odds with its citizens’ rights, explaining why C2.0 is
depicted as a range in Fig. 1.

The flip side of the Chinese model is that there is evidence that
over-tight control may already be restricting strategic freedom at the
boardroom level [118] and chilling innovation in AI over content
restrictions [119]. Furthermore, some countries may be put off being
identified with Chinese-style state control.

5. Discussion

Data privacy is as relevant now as when the GDPR was drafted
almost a decade ago. Digital privacy concerns have not diminished
in the interim. In fact, recent developments in technology like AI
that postdate the GDPR confirm our scenario analysis that the GDPR
will require additional impetus, guidance, and possibly regulation to
address existing and new challenges to privacy.

Our scenarios are not predictions. They are not ‘right’ or ‘wrong’,
‘good’ or ‘bad’. They offer stretching future pictures. They challenge
assumptions, identify novel lines of enquiry, and explore choices stake-
holders might make under different market conditions. And they can
never be exhaustive.

When we consider our four drivers, there appears to be a clear
hierarchy. Changes in geopolitical and economic conditions have the
potential to cause the most change. Extreme political upheavals like a
revolution in communist China, a civil war between red and blue states
in the US, or a breakup of the EU would undoubtedly be transformative
in unpredictable ways. Less extreme political changes, like a change
in the US or Chinese presidency or a shift to the right in Europe,
still have the potential to reframe the situation radically. For our
analysis, we have eschewed these extreme scenarios. Still, even an
economic depression or trade war might encourage populist politicians
to unshackle business from pesky regulations and thus enforcement of
them. Apart from a few recent multi-million e fines by the Irish DPC, a
persistent criticism of GDPR regulators is their reluctance to enforce
large fines in contrast with financial regulators. New technology or
advances in privacy-enhancing technology could make privacy regula-
tions irrelevant. The link between societal concerns about privacy and
the demand for tighter regulation seems the weakest driver. The Snow-
den revelations [82] are known to have helped push the GDPR across
the line in the European Parliament. On the other hand, subsequent
revelations about surveillance capitalism and spyware for sale, such as
NSO’s Pegasus [120], have not had a similar impact. This failure to
capitalise on societal concerns in the public forum may be explained
by the traditional aloofness of regulators as well as the undoubted
imbalance between well-financed corporate lobbyists on the one hand
and digital rights campaigners and consumer groups on the other.

There are reasons to be positive about the prospects for the GDPR
over and above those already discussed. The EU has set the regulatory
pace even where its domestic data technology industries are undersized
because it is prepared to think and act systematically where other juris-
dictions have not. In fact, the absence of a strong domestic industry has
possibly helped rather than hindered the EU’s leadership and impartial-

ity on data protection. There is a strong incentive for the EU’s trading
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partners to implement interoperability, if not full harmonisation since
multinationals want to transfer personal data across borders. Large
companies can ill afford several data centres that abide by different
regulations. Backend systems are costs that are there to be culled. The
GDPR is an anchoring or triangulation point to which other countries
can refer for inspiration (if not quite a copy-and-paste template) when
creating their regulation.

That said, the GDPR faces headwinds at home and abroad. For
example, no sooner had the EU and MEPS in the European Parliament
agreed to a draft AI Act in December 2023 than President Macron criti-
cised it for excessive regulatory zeal. Observers suggested this reaction
may have been driven by a protectionist impulse to protect a rising do-
mestic star in AI. The scope for internal rivalries between member states
to scupper well-motivated initiatives should not be underestimated, nor
the scope for non-EU states to offer more libertarian and less costly
regulations that undercut the GDPR. Cédric O [121], a former French
minister for technology, wrote on Twitter/X that through these laws,
the EU was carrying the can for US businesses: ‘One would expect the
United States to take some responsibility for the consequences of the
shortcomings of their digital actors, who incidentally wield consider-
able global influence. Yet, there is (almost) nothing. Europe is left to
carry the burden, often at the expense of its own competitiveness’.

The new AI Act is another complicating factor. It is still too early
to say what impact it will have on the enforcement of the GDPR. As
such, the AI Act is out of the scope of this article, but it will make for
an interesting analysis for future work.

All six scenarios are possible. The Centralised C2.0 and the maxi-
malist Europe V2.0 are the least plausible. While there will continue to
be a push to toughen up privacy regulations to V2.0, it will be tempered
by industry lobbying and fear that it might stifle innovation and put the
EU at a competitive disadvantage. For example, ‘In AI, Europe should
innovate before it regulates’, Macron’s Finance Minister Bruno Le Maire
said last year ahead of the AI Safety Summit in the United Kingdom,
continuing ‘Regulation is indispensable, but it will be more effective if
we have European players mastering AI’ [122].

The same forces would be at play doubly against the Centralised
C2.0. Any suggestion that the EU should reserve board seats for its tech-
nocrats would face dramatic organisational evasive tactics by multi-
nationals, jockeying for plum roles by EU technocrats and worries by
liberal democrats that the EU was becoming too authoritarian.

V0.0 seems far-fetched. Society has become sensitised to the risks to
privacy from emerging technologies such as AI. Already, there is public
disquiet surrounding the mass consumption of data for AI training and
the EU has put the industry on notice by announcing harsher than
GDPR risk-tiered penalties of up to 7% of global turnover for non-
compliance in the new AI Act. That said, no regulation can anticipate
all unintended eventualities or consequences.

The US-friendly V0.8 and the mid-range GDPR V1.5 seem more
probable. V0.8 merely accepts the EU has a weak hand commercially
and has to relax its resistance to the US FISA Act. The other side of the
coin, V1.5, assumes a mix of consumer disquiet in the US and dogged
protectionism of human rights in the EU, which compels the US to
revise the FISA Act and relax its surveillance powers. V1.5 appears to be
the bare minimum required to keep pace with inevitable technological
advancements.

V1.2 seems most likely. It acknowledges minor tweaks to the GDPR
in the pipeline but nothing else. It relies on institutional momentum to
deliver agreed improvements. It also relies on the bunching or ganging-
up effect of complementary legislation to strengthen its effectiveness.
V1.2 will please business but may not be in society’s best interests for
all the reasons discussed heretofore.
11
6. Conclusion

There exists a global consensus that digital privacy deserves pro-
tection, but approaches differ. The US favours market self-regulation,
China entrusts the state, and Europe utilises independent regulators.
The US model relies on notice and consent with light federal over-
sight, while China and Europe enforce prescriptive data protection
regulations.

The EU’s GDPR is widely regarded as the leading privacy regulation
globally, evidenced by countries outside Europe adopting its principles.
This study explores potential future scenarios and how the GDPR might
evolve to handle them.

Scenarios as a scholarly methodology are not predictions. They
paint plausible future pictures that challenge assumptions and stimulate
new lines of enquiry.

Four key drivers could disrupt the status quo: geopolitics, enforce-
ment capabilities, public opinion, and technological change. Geopo-
litically, major trading blocs export their privacy models based on
relative economic and political clout, with the stronger dictating cross-
border data flow terms. The ability to legislate and allocate enforce-
ment resources impacts regulatory strength. Societal trust in technology
firms’ data practices shapes public demand for more or less regulation.
Rapidly advancing technologies, especially AI, pressure regulators to
update rules quickly.

Analysing these drivers, we outline six thought-provoking scenar-
ios out of 81 potential futures, each depicting the GDPR’s accepted
influence differently based on the drivers’ interplay. Most versions
envision a wider interpretation of existing principles or interaction with
supporting regulations rather than changes to the GDPR’s current legal
text. The AI V0.0 and US V0.8 scenarios see society accepting personal
data sharing by default when using online services. Conversely, the
V2.0 and C2.0 scenarios redistribute power from Big Tech to citizens
& regulators or the state bureaucracy, respectively, in a more human-
centric model. Our analysis suggests GDPR’s most likely path is Status
Quo+ V1.2, a modest update insufficient for addressing technological
advancements.

We argue the GDPR requires a more robust implementation, such
as the Status Quo++ V1.5, to protect privacy. This entails stricter
enforcement, countering the ‘regulation stifles innovation’ narrative,
greater cross-EU harmonisation, defending cross-border data rights, and
proactive guidance from regulators on emerging technologies. While
imperfect, GDPR remains the strongest privacy armour today. Strength-
ening its effectiveness can ensure the digital age empowers individuals,
not just corporations and governments.
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