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Abstract

The plasma composition of the solar corona is characterised by an overabun-
dance of elements with a low first ionization potential (FIP) compared to those with
a high FIP. This enhancement of low-FIP elements is believed to take place in the
chromosphere and is characterised by the FIP bias parameter. The aim of the re-
search outlined in this thesis is to understand this universal process on large and
small spatial scales, long and short timescales, and quiescent and flaring conditions
using spectroscopic observations in the extreme ultraviolet range. First, the FIP
bias dependence on magnetic activity was investigated in quiescent active regions
over large scales and timescales of weeks to months. Results indicate a correlation
between FIP bias and magnetic flux density. The active regions in the study display
a wide range of FIP bias values which change with the active region evolutionary
stage suggesting that sub-active region processes can influence the FIP bias in differ-
ent ways. Next, the link between plasma composition patterns at sub-active region
level and Alfvén wave activity over timescales of a few hours was explored in more
detail. Matching spectroscopic observations with predictions from simulations of
the FIP effect suggests that the plasma composition pattern observed in a coronal
loop depends on the properties of the Alfvén waves driving the enhancement and,
particularly, the chromospheric height at which they deposit their energy. Finally,
this work was extended to dynamic processes with timescales of seconds to min-
utes by studying the evolution of plasma composition in an M-class solar flare. The
strong heating and associated plasma flows change the plasma composition of the
flare loops which, in turn, influences the radiative cooling process of the loops. Ob-

servations suggest high/low FIP bias and faster/slower cooling at the top/footpoint
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of the loop, in agreement with predictions of the radiative cooling process. The
overall conclusion of this thesis is that plasma composition in the solar corona is
tightly linked to other processes such as magnetic activity, heating, Alfvén wave

activity and radiative cooling.



Impact Statement

The relative abundances of different heavy elements is constant in the solar
photosphere, but varies spatially and in time in the solar corona and in the solar
wind. This puzzling phenomenon is believed to be driven in the solar upper chro-
mosphere and transition region. This is the same region where processes that heat
the solar corona to million of degrees (the coronal heating problem) begin to domi-
nate. There is significant evidence that the variation in plasma composition is tightly
linked to heating, wave activity and magnetic activity in the solar atmosphere.

In addition to having the potential to provide insights into the processes that
heat the solar corona or drive magnetic activity, plasma composition can also be
used as a tool for identifying solar wind sources. This is because once a plasma
parcel reaches the corona, the process driving the variations stops and the plasma
maintains the same composition if it escapes into the solar wind. The processes
driving the abundance variations are also correlated with those driving the accelera-
tion and heating of the solar wind. Therefore, understanding the process that change
the plasma composition can provide invaluable insight for understanding how the
solar wind is heated and accelerated.

The work in this thesis explores the drivers causing these abundance variations
and the effects abundance variations can have on other coronal processes. In partic-
ular, the focus is on the impact wave activity and magnetic activity on the plasma
composition pattern observed in the solar corona, as well as how this pattern influ-

ences the radiative cooling process of plasma in the corona.
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Chapter 1

An Introduction to the Sun

1.1 The Structure of the Sun

The Sun is a G-type main sequence star. Formed approximately 4.6 billion
years ago, it is located at the center of the solar system, containing over 99% of its
total mass. The structure of the Sun can be broadly divided into the solar interior
and the solar atmosphere. Both the interior and the atmosphere are made up of
plasma, i.e. an ionised and magnetised gas, but conditions strongly vary in different
parts of the Sun’s structure. The solar interior has three main components: the core,
the radiative zone and the convection zone. The solar atmosphere is divided into the
photosphere, chromosphere, transition region and corona. There is also a constant
stream of particles traveling away from the Sun and into the solar system, called the

solar wind. These layers are described in more detail in the sections below.

1.1.1 The Solar Interior

The Sun’s core extends up to approximately 0.25 R and contains about half
of the total mass of the Sun. This region is very dense and very hot (approximately
15 MK). In the core, nuclear fusion of H into He occurs via the proton-proton chain
and releases large amounts of energy (e.g. Phillips, 1995).

The layer just outside the core, extending from about 0.25 R, to about 0.67 R,
is the radiative zone. In this region, the outward transport of energy generated in the
core is dominated by radiation, i.e. by ions emitting photons (mostly in the y-rays

and X-rays) which travel a very short distance before being reabsorbed by other
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Figure 1.1: Temperature, density, luminosity, and H composition variation in the solar in-
terior. Image from Baker (2011) after Bahcall and Ulrich (1988).

ions (e.g. Antia et al., 2003). Moving away from the core, temperature decreases,

from approximately 7 MK to 1-2 MK, and so does density (e.g. Phillips, 1995).

The next layer, extending from about 0.67 R to 1.0 Ry, is the convective
zone. In this region, the decrease in temperature and associated increase in opacity
make it more difficult for radiation to escape, so energy transport via convection
dominates (e.g. Antia et al., 2003). Plasma parcels at the bottom of the convection
zone expand and move upwards. As they move upwards, these plasma parcels cool
down and, when they reach the top of the convection zone, they become cooler and
denser than their surroundings, so they sink back to the bottom of the convection
zone and the cycle continues. This convection process can be seen in observations
as convection granules on the Sun’s surface in the visible part of the spectrum. The
thin interface layer between the radiative zone and the convective zone is called the

tachocline (e.g. Antia et al., 2003). This layer marks the separation between the
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rigid rotation of the radiative zone and the differential rotation of the convection
zone. This results in strong rotational shear, which is believed to play an important

role in the generation of large scale magnetic fields in the solar dynamo.

1.1.2 The Solar Atmosphere

The photosphere is the visible surface of the Sun. It is approximately 100 km
thick, and has a blackbody temperature of approximately 5762 K (e.g. Aschwan-
den, 2004). Since it is located at the top of the convection zone, features such as
small scale granulation driven by convective flows from below can be observed in
the photosphere (e.g. Antia et al., 2003). Solar magnetic fields also play an impor-
tant role here. When buoyant magnetic flux tubes from the solar interior rise and
emerge through the photosphere, they form regions of high magnetic flux density
called sunspots (see Figure 1.3a). Sunspots are made up of a dark central umbra
surrounded by a penumbra (e.g. Phillips, 1995). In a sunspot, convection is inhib-
ited by the high magnetic flux density, which reduces the temperature in the sunspot
region compared to the rest of the photosphere, making them appear as dark fea-
tures. Sunspots are typically surrounded by larger brighter features called faculae

(see Figure 1.3c).

The chromosphere is the layer just above the photosphere. Moving outwards
from the photosphere, density decreases. Temperature, however, first decreases,
reaches a minimum approximately 200 km into the chromosphere, and then begins
to increase again (e.g. Gabriel and Mason, 1982, see Figure 1.2). The mechanisms
responsible for the chromospheric heating which drives the increase in temperature
are not yet understood. As height increases in the chromosphere, the plasma f,
defined as the ratio between the plasma pressure and the magnetic pressure (e.g.

Aschwanden, 2004):
ﬂ _ Pplasma _ n.kgT,
Pmagnetic field 32/871' ’

(1.1)

begins to decrease. This is caused by the decrease in density and, therefore, de-
crease in the plasma pressure. The result is that magnetic fields start to dominate

the structure in the chromosphere. The plasma in the solar atmosphere is “frozen
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Figure 1.2: Plane parallel model showing the variation in temperature (7;; K) and density
(N,; em™3) with height across the different layers of the upper solar interior and
the solar atmosphere. Image from Gallagher (2000) after Gabriel and Mason
(1982).

in”, meaning that plasma and magnetic field move together. In the high plasma 3
environment of the photosphere, plasma pressure dominates and the magnetic field
is moved around by plasma motions. In the chromosphere, however, magnetic fields

begin to dominate and move plasma around with them (e.g. Aschwanden, 2004).

At the top of the chromosphere, there is a thin transition region of only about
100 km, where the temperature increases from 10* to 10° K (see Figure 1.2). The
driver behind this sudden temperature increase, known as the coronal heating prob-
lem, is unknown, making this one of the biggest mysteries of solar physics (see
e.g. Mariska, 1992). There are two main branches of theories that are proposed to
explain this phenomenon: dissipation of magnetic stress, referred to as DC heating,

and the dissipation of Alfvén waves, referred to as AC heating (Klimchuk, 2006).
The outermost layer of the solar atmosphere is the solar corona. This region ex-
tends from approximately 2000 km above the photosphere out into the heliosphere.

The corona has much higher temperature (on the order of 1-2 MK, but can go up to
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20 MK in the flaring corona), and much lower density (on the order of 7-10 cm )
than the photosphere and the chromosphere underneath. Similar to the upper part
of the chromosphere, the corona is a low plasma f environment (e.g. Aschwan-
den, 2004), so plasma flows along magnetic field lines, following their motion (see
Figure 1.3e-h) and emits the strongest in the EUV and X-ray parts of the spectrum
(e.g. Phillips, 2009). Structures with different magnetic field properties and emis-
sion patterns can be observed in the corona such as active regions, quiet Sun and
coronal holes. Active regions are bright hot regions associated with strong magnetic
actvity and the presence of sunspots in the photosphere below (see Section 1.2.1).
The quiet Sun is dominated by weaker and smaller scale magnetic activity and quiet
Sun plasma typically has lower temperatures than active regions. Coronal holes are
regions of open magnetic field lines that connect out into the heliosphere. They
typically appear as dark in emission lines that form above approximately 1 MK.
An interesting aspect of the plasma composition of the solar corona is that it varies

spatially and in time, although the driver of this process is not fully understood.

1.1.3 The Solar Wind

The solar wind is a stream of plasma flowing from the Sun’s corona along
open magnetic field lines out into the heliosphere. There are two main types of
solar wind, primarily based on the properties of the solar wind plasma and its origin
on the Sun. The fast solar wind has speeds higher than approximately 500 km/s
and originates from coronal holes (e.g. Aschwanden, 2004). The slow solar wind
has speeds below 500 km/s and, while some studies suggest it might originate from
open magnetic field lines neighbouring solar active regions or the boundaries of
coronal holes, its origins are yet not fully understood. Proposed theories regarding

the origin of the slow solar wind are discussed in more detail in Section 2.4.4.

1.2 Solar Magnetic Activity

1.2.1 Active Regions

Active regions are the locations of strong magnetic activity driven by the emer-

gence of a magnetic flux tube through the photosphere and its expansion into the
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chromosphere and the corona (van Driel-Gesztelyi and Green, 2015). Magnetic
flux tubes are generated by the solar dynamo. They originate from the bottom of
the convection zone (in the tachocline) and are brought upwards to the surface by
magnetic buoyancy (van Driel-Gesztelyi and Green, 2015). Once the flux tube has
emerged, the bipolar magnetic configuration of the active region can be observed in
a magnetogram (see Figure 1.3b). Regions of concentrated magnetic field usually
have one or more associated sunspots, which are visible in white light images (see
Figure 1.3a). Bright faculae are also seen in dispersed magnetic fields (see Figure
1.3c¢). In the corona, the presence of an active region is revealed by plasma emis-
sion in the EUV range (see Figure 1.3d-h), but also in a wide range of wavelengths

across the EM spectrum, from radio to X-rays or even y-rays during flares.

The evolution of an active region has two main phases: the emergence phase
and the decay phase. In the emergence phase, the magnetic flux tube is rising
through the photosphere and expanding into the corona. The photospheric mag-
netic flux is increasing. Opposite magnetic polarities move away from each other
and same polarity magnetic field lines merge to form pores (dark photospheric fea-
tures), which then merge further forming sunspots (see Figure 1.3a). The active
region magnetic field starts reconnecting with the surrounding field soon after the
start of the emergence, forming new magnetic connections. Flares are more fre-
quent in the emergence phase, with flare activity peaking when the active region
sunspots are at the maximum development, just before the active region enters its

decay phase (Waldmeier, 1955; Choudhary et al., 2013).

Active regions enter their decay phase once all the magnetic flux emerged
(van Driel-Gesztelyi and Green, 2015), or possibly even before that (e.g. McIntosh,
1981). In the decay phase, sunspots start to be eroded as a result of supergran-
ular buffeting: horizontal plasma flows disperse the eroded field fragments in all
directions, the sunspot shrinks and eventually breaks up. The magnetic field be-
comes progressively more dispersed in both polarities. This phase is marked by
a decrease in photospheric magnetic flux density which is also accompanied by

a decrease in other plasma parameters such as temperature and emission measure
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Figure 1.3: Example of active region structure across the different layers of the solar at-
mosphere: a) photospheric white light emission (HMI continuum); b) pho-
tospheric magnetic field from (HMI magnetogram); c) photospheric emission
(AIA 1600 A passband), although note that, while typically assumed to capture
the photospheric continuum emission, the AIA 1600 A channel is likely domi-
nated by emission from chromospheric lines during flares (Simdes et al., 2019);
d) chromospheric emission (AIA 304 A passband); e) emission from the cooler
(~ 0.8 MK) coronal plasma (AIA 171 A passband); f) emission from coronal
plasma at ~ 1.5 MK (AIA 193 A passband); g) emission from coronal plasma
at ~ 2.5 MK (AIA 335 A passband); h) emission from the hot (~ 8 MK) coro-
nal plasma (AIA 94 A passband). Image created using the ESA JHelioviewer
tool (Miiller et al., 2017).
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(Driel-Gesztelyi et al., 2003). Small amounts of magnetic flux are carried towards
the active region internal polarity inversion line (PIL) where they undergo flux can-
cellation that can lead to gradually building a flux rope or filament (van Ballegooi-
jen and Martens, 1989) which can erupt. As the active region evolves and the field
disperses further, the internal PIL extends as well and can, in some cases, lead to
forming long filaments or filament channels that can live in the Sun’s atmosphere for
multiple rotations. External PILs, i.e. boundaries with neighbouring active regions,

show flux cancellation as well, but it may involve less flux.

AR ssize  Magnetic flux (Mx) Lifetime Rise/Lifetime
Large 5x 10’1 =3 x 10*?>  weeks-months 3-15 %
Small 1x10%°—-5x10?!  days-weeks 15-27 %

Ephemeral 3 x 10'® —1x10%°  hours - 1 day ~30%

Table 1.1: Classification of active regions, following the definitions of van Driel-Gesztelyi
and Green (2015).

The size of an active region is defined by its total magnetic flux at maximum
development. The lifetime of an active region is defined in van Driel-Gesztelyi and
Green (2015) as the time period it can be identified in magnetic field observations as
a distinct bipole. This is proportional to the total magnetic flux of the active region
at its maximum development (Harvey and Zwaan, 1993), so larger active regions
are longer lived. The lifetime is also influenced by the active region’s interactions
with the surrounding field and the level of activity on the Sun at the time. For
example, flux emergence and subsequent flux cancellation within the dispersed field
of a decaying active region can lead to shifting of the internal PIL of the active
region.

The duration of the emergence and decay phases of an active region are asym-
metrical (Harvey, 1993): the emergence phase is typically shorter than the decay
phase and the ratio between the length of the emergence phase and the lifetime de-
creases with active region size (see Table 1.1). For ephemeral active regions, which
have lifetimes of hours to about 1 day, the length of the decay phase is compara-

ble to the length of the emergence phase. For large active regions, however, which
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have a high amount of total magnetic flux, the decay phase is much longer than the
emergence phase.

According to Joy’s law, bipolar active regions show a systematic deviation
from E-W alignment, with the leading polarity being closer to the equator than the
following polarity (Hale et al., 1919). There are also asymmetries in the motion
and stability of the leading and following polarities. In the emergence phase, the
leading polarity converges into a more compact and longer-lived sunspot or sunspot
group, while the following polarity may form shorter-lived spots and become dis-
persed more easily (Hale and Nicholson, 1938). As the flux tube rises through the
photosphere, the magnetic tension force is causing the opposite polarities to move
away from each other. The leading polarity moves faster in the west direction than
the following polarity moves in the east direction, hence the internal PIL is statisti-
cally closer to the centre of gravity of the following polarity than the leading (van
Driel-Gesztelyi and Petrovay, 1990).

Active regions have a clustering tendency, as they are likely to emerge within
or in the immediate vicinity of older active regions. It was found that active regions
are 10 to 22 times more likely to emerge within an already existing active regionthan
in the quiet Sun (Harvey and Zwaan, 1993). When active regions emerge at the site
of an existing active region, they can form ‘activity nests’; approximately 50% of
active regions are part of an activity nest (Schrijver and Zwaan, 2000). These can
be observed for multiple solar rotations; the longest lived activity nest of solar cycle
21 consisted of 29 active regions and persisted for 20 solar rotations (Gaizauskas
et al., 1983). New flux emergence within a nest leads to flux cancellation; most of
the flux cancellation takes place within the boundary of the activity nest without
diffusing out of it. Nesting activity can lead to the formation of large active regions

with a high level of complexity.

1.2.2 Solar Flares

Solar flares are powerful events of explosive energy release in the solar corona.
They are characterised by strong emission across the entire electromagnetic spec-

trum, from radio to y-rays. Flares are a result of magnetic reconnection. When the
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Class X-ray flux [W/m—2]

A <1077
B 10°6—10"7
C 107°>—-10"°
M 1074 =107
X <1077

Table 1.2: Classification of solar flare magnitude using GOES soft X-ray flux.

magnetic energy in a structure increases, for example as a result of coronal loop
footpoint motions or flux emergence, magnetic diffusion can begin to dominate on
small scales. This enables the magnetic field to reconfigure itself back into a lower
energy state via reconnection. The previously stored magnetic energy is released
leading to heating, particle acceleration, electromagnetic radiation and waves. The
amount of energy released varies from one flare to another. The main way of clas-
sifying flares by the energy they release is via the soft X-ray emission they produce
at 1 — 8 A, as measured by GOES (see Section 4.4). Flare magnitudes definitions
are given in Table 1.2: they decrease on a base 10 logarithmic scale from X (largest
type of solar flare), M, C, B to A (smallest type of solar flare). Solar flares, par-
ticularly the larger X-class or M-class ones, can be associated with eruptions of
highly magnetised plasma, called coronal mass ejections (CMEs), as well as with

the acceleration of solar energetic particles (SEPs).

The timeline of a solar flare is broadly divided in three main phases, char-
acterised by emission at different wavelengths. In the preflare phase, the plasma
around the reconnection region starts to heat up and emit in the EUV and soft X-
rays (e.g. Benz, 2008). Most of the magnetic energy is released in the impulsive
phase, which leads to strong heating as well as acceleration of electrons and ions.
This phase lasts for tens of seconds to tens of minutes (e.g. Fletcher et al., 2011)
and is characterised by a sharp increase in soft X-rays emission, the appearance of
hard X-ray emission from the chromospheric footpoints of flare loops (hard X-ray
emission is also produced in the corona, but it is much weaker), a peak in EUV
emission as well as an increase in microwaves emission (e.g. Benz, 2008). In the

decay phase, the plasma cools down, marked by the brightening of progressively
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Figure 1.4: A simple schematic of the standard flare model. Image from Lysenko et al.
(2020) after Shibata et al. (1995).

cooler EUV lines. The hard X-ray emission stops after the end of the impulsive

phase and the soft X-ray emission decreases slowly over minutes to hours.

In the eruptive standard flare model (illustrated in Figure 1.4), flares are pro-
duced by the eruption of a filament or flux rope (Shibata et al., 1995). Initially, the
flux rope sits in the solar atmosphere underneath an overlying magnetic field arcade.
As the flux rope is destabilised and starts to rise, oppositely oriented magnetic field
lines making up the arcade are drawn towards each other (see blue arrows in Figure
1.4). Under certain conditions, diffusion can start to dominate over small scales

(where the magnetic Reynolds number, R,,, is sufficiently small) between these op-
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positely oriented field lines, creating a current sheet where magnetic reconnection

can take place.

Magnetic reconnection separates the initial arcade into two structures, one be-
low and one above. Above the reconnection region, newly reconnected field lines
form a plasmoid feature wrapped around the flux rope. As reconnection goes on,
more and more of the overlying arcade is removed and eventually the flux rope
erupts as a CME. Beneath the reconnection region, the newly reconnected field

lines move back down towards the Sun, forming the flare loops.

Electrons and ions accelerated as a result of the reconnection travel down to the
chromospheric footpoints of the flare loops.In this process, electrons emit radiation
in the microwaves. When they reach the loop footpoints, they are decelerated by the
increasingly higher density of the chromosphere and lose their energy via Coulomb
collisions. This energy deposition at the chromospheric footpoints has two effects:
1) it heats up the plasma to millions of degrees and 2) it produces emission in the
hard X-rays via the Bremsstrahlung process (e.g. Krucker et al., 2008, see Section
3.2.3.2). The pressure increases, causing the plasma to expand along the magnetic
field line. The upwards expansion at speeds in the order of 100 km s~! fills the
coronal loop with chromospheric plasma, and, to conserve momentum, the plasma
in the cooler and denser layers below moves downwards, causing chromospheric
condensation. The energy transfer from the reconnection site to the chromosphere
can happen via thermal conduction, leading to gentle evaporation typically observed
in the preflare and decay phase, or via free-streaming non-thermal particles, leading
to explosive evaporation observed in the impulsive phase (Fisher et al., 1985a,b,c).
The main difference between the two types of evaporation is that the velocities ob-
served are higher in the explosive evaporation. The evaporation velocity is directly
related to the temperature to which the plasma was heated (Milligan and Dennis,
2009; Young et al., 2013) and it also varies with time, increasing quickly after the
peak of the flare and then decreasing back to zero after the heating stops (Brosius,
2013). Another, more recently proposed mechanism of energy transfer from the

reconnection site in the corona to the chromospheric part of the flare loops is via
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Alfvénic wave heating (e.g. Reep and Russell, 2016; Reep et al., 2018). As heating
decreases when the flare enters its decay phase, chromospheric evaporation slows
down and the flare loops cool, becoming visible in the EUV (e.g. Fletcher et al.,

2011).

1.3 Thesis Outline

The work outlined in this thesis explores the variations in elemental abun-
dances observed in the solar corona in relation with various aspects of the observed
magnetic activity specific to active regions and solar flares. An overview of previ-
ous observations of variation of plasma composition in the solar corona is provided
in Chapter 2, with different models proposed to explain this phenomenon being
discussed. Measurements of the relative abundances of different elements in the
solar corona are obtained from complex spectroscopic analysis of spectral data. An
overview of how this emission is formed in the coronal plasma environment and
how it is used for abundance measurements is provided in Chapter 3. The various
instruments used for the work in this thesis are described in Chapter 4. The work
presented in this thesis explores the link between coronal elemental abundances
and active region evolution in Chapter 5, wave activity in Chapter 6 and radiative
loop cooling in Chapter 7. Finally, the main conclusions and possible directions for

future work are presented in Chapter 8.



Chapter 2

Solar Plasma Composition

The chemical composition of the Sun consists of approximately 71% H, 27%
He and 2% heavier elements by mass fractions (e.g. Anders and Grevesse, 1989).
The heavy elements are not produced in the core of the Sun, since the Sun is a
main sequence star and, more importantly, is not massive enough to produce them
via fusion. These heavy elements likely originate from supernovae remnants and
were present in the solar nebula before the Sun formed, making the Sun a second

generation star.

2.1 Solar Photospheric Abundances

The relative abundances of different elements are typically measured from
spectroscopic observations of the solar photosphere (initiated by Payne, 1925; Rus-
sell, 1929) and/or mass spectroscopy of primitive meteorites (starting with the influ-
ential work of e.g. Goldschmidt, 1922, 1938). The two methods are highly comple-
mentary: for some elements, more precise composition measurements are obtained
from the photospheric spectroscopic method (if the element has sufficiently strong
emission lines in the visible part of the spectrum), while for others from meteorite
observations (for noble gases or if the element has weak/no emission lines in the
visible part of the spectrum). It is common to combine estimates using these two
methods to obtain a complete solar abundance set. In addition, abundances of no-
ble gases are also determined from coronal abundances (e.g. Feldman and Widing,

1990; Young, 2005). Finally, abundance estimations can also be made from mod-
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Element FIP (eV)

Photospheric Abundance

Asplund et al. (2009) Scott et al. (2015b,a)

44

K 4.3 5.03+£0.09 5.04+0.05
Al 6.0 6.45+0.03 6.43+0.04
Ca 6.1 6.34+0.04 6.32+0.03
Ni 7.6 6.221+0.04 6.20+0.04
Mg 7.6 7.60+0.04 7.59£0.04
Fe 7.9 7.50£0.04 7.47+£0.04
Si 8.2 7.51+£0.03 7.51+£0.03
S 10.4 7.12+0.03 7.12+0.03
p 10.5 5.41+0.03 5.41+0.03
C 11.3 8.43+£0.05 -

H 13.6 12.00 -

O 13.6 8.69£0.05 -

N 14.5 7.83+0.05 -

Ar 15.8 6.40+0.13 -

Ne 21.6 7.93+£0.10 -

He 24.6 10.93 £0.01 -

Table 2.1: Properties of the main elements relevant for the work presented in this the-
sis: fist ionization potential from the NIST Atomic Spectra Database' (Kramida
et al., 2023), photospheric abundances measured by Asplund et al. (2009) and,
where available, updated photospheric abundances by Scott et al. (2015b,a).
Abundances are given in the usual logarithmic scale relative to H (Ax =
log (Nx /Ny) + 12.00).

elling the solar interior and testing what abundance values provide best agreement
with helioseismic observations. Currently the He abundance is the only one that is
determined in this way (Basu and Antia, 2004). Abundance sets have undergone
various revisions over the last few decades. Taking Anders and Grevesse (1989)
as a starting point, the main recommended abundance sets include Grevesse and
Sauval (1998), Grevesse et al. (2007), Asplund et al. (2009), Caffau et al. (2011),
Scott et al. (2015b,a), and, most recently, Asplund et al. (2021). The relative photo-
spheric abundances considered for the elements relevant for the work presented in

this thesis are given in Table 2.1.

! Available online at: https:/physics.nist.gov/PhysRefData/ASD/ionEnergy.html
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2.2 Plasma Composition Variations in the Solar

Corona

While the composition of the photosphere is relatively well known and ap-
proximately constant (Asplund et al., 2009; Scott et al., 2015b,a), the composition
of the corona varies with different magnetic structures and in time. The elemental
abundance variation in the corona and the solar wind strongly depends on the first
ionisation potential (FIP) of the element (Meyer, 1985a,b; Feldman et al., 1992)
and not on other parameters such as mass or charge (Meyer, 1991). Elements with
a low FIP (<10 eV) such as Si, Fe, Ca, are enhanced in the corona, compared to
high-FIP (>10 eV) elements such as S, Ar, O, which maintain their photospheric
abundances (see e.g. Widing and Feldman, 1995). Studies and models suggest that
this is due to a preferential transport of low-FIP elements from the chromosphere to
the corona. This is called the FIP effect. The degree of enhancement of an element

in the corona is given by the FIP bias parameter:

coronal elemental abundance
FIPbias -

. 2.1
photospheric elemental abundance D

A detailed explanation of the spectroscopic methods for estimating the FIP
bias in the solar corona is provided in Section 3.3.7. Typical FIP bias values vary
for different coronal structures. Coronal hole plasma has a FIP bias close to 1, i.e.
photospheric composition (Feldman and Widing, 1993; Brooks and Warren, 2011).
In the quiet Sun, slightly increased values are observed with the FIP bias going up
to 1.5-2 (Feldman and Widing, 1993). Active regions show higher FIP bias: the
first composition studies using Skylab spectroheliogram measurements registered
values of up to 7-8 (eg. Widing and Feldman, 2001), while more recent studies
using Hinode EIS data found values of 2-4 (Baker et al., 2013, 2015; Brooks et al.,
2015; Baker et al., 2018). An extensive overview of typical FIP bias values found

in various coronal structures is provided by Del Zanna and Mason (2018).

The presence of this variability is also supported by in-situ measurements of

the chemical composition of the solar wind, which also show a variable composition
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(von Steiger and Schwadron, 2000). The solar wind shows an inverse correlation
between speed and FIP bias (Geiss et al., 1995), with typical FIP bias values of
1 for the fast solar wind and higher values of up to 3-4 for the slow solar wind
(Meyer, 1985a,b; Gloeckler and Geiss, 1989). There is growing consensus that the
elemental composition is likely the only plasma characteristic that does not change
as the solar wind propagates into the heliosphere, unlike other parameters such as
density, particle distributions etc. This is because the FIP effect is believed to take
place in the chromosphere (see Section 2.3) and not affect the composition of a
plasma once it leaves the transition region. Hence, it can be used as a tracer of solar
wind source regions (e.g. Brooks et al., 2015; Fu et al., 2017). It is widely accepted
that the fast solar wind originates from coronal holes, and the lack/low level of FIP
effect observed both remotely in coronal holes and in situ in the fast solar wind is in
agreement with this. The sources of slow solar wind, however, are still not yet fully
understood. Given that active region FIP bias levels are similar to those observed
in the slow solar wind, active region outflows are considered likely potential source
regions of the slow solar wind (e.g. Brooks and Warren, 2011; Brooks et al., 2015).

The chemical composition of a given part of the Sun’s corona (expressed as

the FIP bias) is the result of three main processes (see also Figure 2.1):

1. The FIP effect: this is the main process that generates the low-FIP enhance-
ments in the first place and there is general agreement among theoretical
models that this takes place in the chromosphere (see Section 2.3). Ionized
low-FIP elements are preferentially accelerated upwards at the chromospheric
footpoints of coronal loops, resulting in an abundance change at the top of the

chromosphere/transition region.

2. Transport mechanisms: plasma with changed abundance must then be trans-

ported from the top of the chromosphere to the corona to change the coronal

abundance. The flux and speed of this upward transport, which varies de-
pending on coronal conditions, dictates the supply of plasma with changed
abundance to the corona. This influences the final FIP bias value of the coro-

nal region, as well as the time taken to reach it; the newly transported plasma
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Figure 2.1: Schematic illustrating the main drivers that contribute to plasma composition

changes in the solar corona.

mixes with the plasma that was already there, so it takes some time until the
abundance of the new plasma dominates. In solar flares, the upwards trans-
port is likely due to chromospheric evaporation (Warren, 2014) and changes
the coronal plasma composition within minutes. The upwards transport ap-
pears to be much slower in quiescent conditions. The FIP bias in emerging
active regions was found to increase almost linearly with time over a few days
days (Widing and Feldman, 2001). It is difficult, however, to disentangle what
takes longer in this scenario: for the active region to reach the right conditions
for the FIP effect to start, for the plasma to be transported upwards or for the

fractionated plasma to mix with the plasma already present in the corona.

. Plasma mixing: coronal plasma composition can also be changed as a re-

sult of magnetic reconnection in the corona. If magnetic field lines carrying
plasma with different composition reconnect, the plasma along these loops
will mix, resulting in a mixed FIP bias along the post-reconnection magnetic

field lines. This process is independent of the FIP effect itself.

In addition, the FIP bias in a given location can vary depending on the spectro-

scopic diagnostic used to measure it. Elements are typically divided into low-FIP

and high-FIP, but the intensity of the FIP effect varies (for low-FIP elements) with
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the FIP of the element as well (Laming, 2015; Dahlburg et al., 2016). Low-FIP
elements that have similar FIP values show similar FIP bias values in the corona
(e.g. Dennis et al., 2015; Ko et al., 2016), but those with a large separation in FIP
show different FIP bias values (e.g. Sylwester et al., 2014; To et al., 2021). This
aspect is investigated further in Chapter 6. Other factors, such as the uncertainty
in the photospheric abundances of the elements involved (see Section 2.1) or the
temperature formation of the lines involved (see Section 3.3.7) can also lead to dif-
ferent diagnostics indicating different values for the FIP bias. All the factors listed
above could explain, for example, the apparently very different values obtained
in active regions using the Mg/Ne ratio in Skylab spectroheliogram measurements
(eg. Widing and Feldman, 2001) and the Si/S one in Hinode EIS observations (e.g.
Baker et al., 2013). For this reason, the diagnostic used and the plasma temperature
it captures are both indicated, alongside with the FIP bias value obtained, for the

measurements discussed in this chapter.

2.3 The FIP Effect

2.3.1 Early Models

Various processes have been proposed to be responsible for the FIP effect, such
as diffusion or inefficient Coulomb drag (e.g. von Steiger and Geiss, 1989; Marsch
et al., 1995; Pucci et al., 2010; Bg et al., 2013), thermoelectric driving (Antiochos,
1994), chromospheric reconnection (Arge and Mullan, 1998), ion cyclotron wave
heating (Schwadron et al., 1999) or Alfvén ionization (Diver et al., 2005). Among
the many candidates, a collisionless wave—particle mechanism based on the pon-
deromotive force (Laming, 2004, 2015) appears to be able to describe this phe-

nomenon more realistically than previously suggested mechanisms.

2.3.2 The Ponderomotive Force Model

The ponderomotive force model (Laming, 2004, 2015, 2017; Laming et al.,
2019; Laming, 2021) suggests that the preferential upwards transport of low-FIP el-
ements in the chromosphere, also called the fractionation process, is driven via pon-

deromotive forces that arise as a consequence of the interaction between magneto-
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hydrodynamic waves and the plasma environment of the solar chromosphere and

transition region.

2.3.2.1 The Ponderomotive Force

The ponderomotive force is a non-linear electromagnetic force that acts on
plasma particles in the presence of an oscillating electromagnetic field. It originates
from a second order term incorporating the pdv- Vv and 6J x dB/c terms in the
MHD momentum equation (Rakowski and Laming, 2012). It is essentially gener-
ated by the interaction between Alfvén waves and particles through the refractive
index of the plasma. Here, the focus is on the time averaged ponderomotive force,
since this is the one that drives the fractionation process. The ponderomotive force
on a particle i (see Laming, 2009, 2015, and references therein for full derivation)
is given by:

A= L[ 8], )

T dmidz |(QF— 0?)
where g; and m; are the charge and mass of the particle, 8E), is the linear perturba-
tion of the wave peak transverse electric field, €2; is the particle cyclotron frequency,
o is the Alfvén wave frequency, and z is the position along the loop. The particle

cyclotron frequency is given by:

(2.3)

Note that the ponderomotive force is proportional to the square of the electric charge
of the particle. Therefore, the direction of the force does not depend on whether the
particle is positively or negatively charged, so both ions and electrons are moved
in the same direction. Substituting Eqn. 2.3 into Eqn. 2.2 and taking the low-
frequency limit, ® < €; (an appropriate approximation for Alfvén waves in the
solar atmosphere), the ponderomotive force becomes :

Fi(z) =1

. 2
m; d [SE,,(Z) ] 2.4)

B(z)?
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Note that, in this low-frequency limit, the ponderomotive acceleration, a; = F;/m;,
is independent of particle mass. This is in line with the mass-independent fraction-
ation observed on the Sun. It is also independent of particle charge, so long as the
particle is charged. Since the perturbation of the wave transverse electric field is
given by:

O0E,(z) = 0v,B(2), (2.5)

where 6v), is the perturbation of the flow velocity, Eqn 2.4 can be rewritten as:

mid s (2.6)

Filz) = 4d; P

The perturbation of the flow velocity, §v,, varies as a response to varying density
of the ambient plasma. Therefore, the ponderomotive force is stronger in regions
where the density gradient is stronger. In the solar atmosphere, this force arises
in the chromosphere and the transition region as a consequence of the change in
the wave direction when Alfvén waves refract in the high density gradient of the

transition region and the chromosphere.

2.3.2.2 The Chromospheric Environment

The chromospheric vertical density structure can be broadly approximated to
be exponential with a hydrostatic scale height of approximately 200 km (e.g. Holl-
weg, 1984). In fact, the density gradient is even higher in the upper the chromo-
sphere. Moving upwards from the photosphere, the chromosphere is heated via
mechanisms that are not fully understood. As a result, H starts to become ionized
at approximately 1000-1500 km above the photosphere, reaching 50% ionization
at 2000 km (Avrett and Loeser, 2008). The H radiative cooling, which is an im-
portant cooling process in the chromosphere, becomes increasingly more inhibited
as height increases. This causes the temperature to rise and, therefore the density
to decrease. As a result, the upper chromosphere has a steeper density gradient
than the typical hydrostatic scale height. This is why the region where H becomes

ionised is the region where the FIP effect is most likely to occur.
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Ionization balance for H can be used to derive electron density (Avrett and
Loeser, 2008). This is then used to calculate ionization balance for any elements
of interest assuming collisional processes (such as ionization, radiative and dielec-
tronic recombination; see Mazzotta et al., 1998). In the resulting chromospheric
model, low-FIP elements have very high ionization fractions (>99%; see Lam-
ing, 2015, and references therein), while high-FIP elements ionization fractions are
lower, i.e. more of the high-FIP elements are neutral in the chromosphere. It is for
this reason that a higher fraction of the low-FIP elements experience the pondero-
motive force and are preferentially transported upwards. Note that the described
chromospheric model is a steady state model and does not treat dynamic events
such as, for example, the effects of shock waves on H ionization and, therefore, on
the ionization balance of the environment. The model also assumes that the chro-
mosphere is initially fully mixed, i.e. that sufficient turbulence exists to inhibit any
gravitational settling of other forms of diffusion that might occur and that there is

no initial fractionation.

2.3.2.3 The Fractionation Process

The fractionation process is driven by the complex interaction between Alfvén
waves and the chromospheric and transition region plasma. To simulate this, the
model treats the parallel propagation of Alfvén waves along a closed loop (starting
from the linearized MHD momentum and induction equations) to produce a profile
of the ponderomotive acceleration across the whole loop. It covers the wave propa-
gation in the corona from one loop footpoint to another and the interaction between

the wave and the chromospheric environment at each footpoint (see Figure 2.2).

In the coronal part of the loop, the behaviour of a resonant Alfvén wave is simi-
lar to that of a standing wave. Here, resonance means that the wave travel time from
one loop footpoint to the other is an integer number of wave half-periods. In the
absence of significant density gradients in the corona, the coronal ponderomotive
acceleration is approximately of 0 — 400 cm s~2 (Laming, 2015), i.e. significantly

lower than the solar gravitational acceleration of g, = 2.7 x 10* cm's 2.
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Figure 2.2: Schematic showing the fractionation process in a closed loop as a result of
Alfvén wave activity, according to the ponderomotive force model. Coro-
nal Alfvén waves (black thick lines) bounce between footpoints with a prob-
ability of being transmitted (leaking) into the chromosphere at each bounce.
Alfvén waves reflecting at one footpoint can generate slow-mode (or p-mode)
waves (straight dashed line) via a parametric process. Acoustic p-mode waves
(straight dashed line below the 8 = 1 layer) originating from the solar envelope
can either reflect back downwards or mode convert into fast mode waves (thin
line) and reflect back downwards. All footpoint wave processes can happen at
both footpoints, but here are split between the two for clarity. Adapted from
Laming (2015).

In the chromospheric part of the loop, the ponderomotive acceleration is larger
due to the steep density gradients. Here, the ponderomotive force acts on the ions
preferentially transporting them in the direction of high wave energy density, par-
ticularly when the energy and momentum of the wave are high (in the ® < Q; limit,
and assuming the wave pressure dominates over the thermal pressure of the ionized
component of the plasma; Laming, 2009, 2015). Strong coronal waves, leading to
a high energy density in the corona, drive a strong FIP effect, as chromospheric
ions are attracted upwards. Conversely, weak coronal waves and/or strong waves
originating from below the chromosphere, leading to a higher energy density be-
low the chromosphere, may lead to an inverse FIP effect, as chromospheric ions are

attracted downwards. Note that the ionised fraction of high-FIP elements also ex-
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perience the ponderomotive force, but this ionization fraction is significantly lower
than the ionization fraction of low-FIP elements, so the upwards transport of high-
FIP elements via the ponderomotive force is negligible compared to that of low-FIP
elements. Theoretically, the enhancement of an element in a location in the chro-
mosphere results in a depletion of that element in the layer below. However, since
the density gradient is so high in this part of the solar atmosphere, this depletion is

considered negligible relative to the density in the layer below.

Not all low-FIP elements show the same enhancement level: typically, the
lower their FIP, the higher their ionization fraction, which leads to a stronger FIP
effect. Once the fractionated plasma reaches the corona, the ponderomotive force
becomes very small. In addition, all elements are ionised in the corona, so the small
ponderomotive force (if present) no longer acts to separate low-FIP from high-FIP
elements. Therefore, the fractionation process stops at transition region level. From
here, fractionated chromospheric plasma is transported into the corona via a steady
upward flow. This flow arises as the chromospheric response to heat being con-
ducted downwards from the corona, driving the expansion of chomospheric plasma
upwards along the loop. Typical speeds for this type of upflows in the chromosphere
are approximately one to a few km s~! (e.g. Bray et al., 1991; Imada and Zweibel,
2012). This indicates that it takes some time, likely hours to days (as suggested by
Widing and Feldman, 2001), for the fractionated plasma to reach the corona, where
it can be observed as enhanced relative abundances of low-FIP elements compared

to the photosphere.

The fractionation pattern obtained, i.e. the relative level of enhancement of
the various low-FIP elements, depends on the frequency of the wave driver. If the
wave driver is at resonance with the coronal loop cavity, fractionation takes place
in a small region at the top of the chromosphere and in the transition region. An
important aspect of the fractionation process is that the propagation of the driver
Alfvén wave through the lower atmosphere leads to parametrically generated slow-
mode waves. In the resonant case, these parametrically generated slow-mode waves

are significant in the region where the strongest fractionation happens. If the wave
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driver is away from resonance, fractionation occurs over a wider layer of the chro-
mosphere, as Alfvén waves are able to reach deeper into the chromosphere before
being reflected upwards. This results in a different behaviour of the Alfvén waves
and a few differences in fractionation pattern obtained, such as S being fractionated
more (Rakowski and Laming, 2012). In addition, slow mode waves are generated
more strongly deeper in the chromosphere, so, in this case, they play a more impor-
tant role in amplifying the fractionation process. The strength of the fractionation
process primarily depends on the amplitude of the wave driver: the larger the wave

amplitude, the stronger the fractionation.

2.3.2.4 Observational Evidence

Detailed FIP bias observations in an active region found the strongest FIP bias
at loop footpoints, and mild FIP bias along the active region loops (Baker et al.,
2013), supporting this scenario of fractionated plasma being supplied to the corona
via the chromospheric footpoints. Recent work by Baker et al. (2021b); Stangalini
et al. (2021); Murabito et al. (2021) found magnetic fluctuations in the chromo-
sphere being magnetically connected to regions of high FIP bias in the corona which

also supports this theoretical model.

2.3.3 Ponderomotive Force Simulations

Numerical simulations by Dahlburg et al. (2016), using a 3D MHD model
of the solar corona, support the presence of the ponderomotive acceleration at the
chromospheric footpoints of solar coronal loops. This acceleration occurs as a by-
product of wave-driven coronal heating and has the appropriate magnitude and di-
rection to drive the observed FIP effect. In the simulations, the calculated Alfvén
speed is comparable to the electron thermal speed. This makes it likely that, fol-
lowing the energy release driven by the reconnection event in the corona, Alfvén
waves arrive at the chromospheric footpoints and drive fractionation before heat
conducted down can drive a significant upflow. The likely drivers of this force are
Alfvén or fast-mode waves. Unlike slow-mode waves, which are communicated

through particle collisions, Alfvén or fast-mode waves are communicated through
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electric and magnetic fields. Therefore, the ponderomotive force they drive is able
to cleanly separate ions from neutrals. Simulation results show that the ponderomo-
tive force is strongly intermittent, as would be expected if driven by waves released

as a consequence of reconnection.

Recent work of Martinez-Sykora et al. (2023) extends the study of Dahlburg
et al. (2016) by studying ponderomotive force properties in realistic 2.5D radiative
MHD simulations, including nonequilibrium ionization effects, ion—neutral inter-
action effects, and a more accurate description of chromospheric radiative losses.
Results show that nonequilibrium effects have a strong impact on the chromospheric
region where fractionation occurs and should, therefore, be considered when mod-
elling the FIP effect. A big difference between these results and the theory proposed
by Laming (2017) is the direction of Alfvén wave propagation. These simulations
suggest that the waves should propagate from the chromosphere to the corona, while
Laming (2015, 2017) propose that the waves must have a coronal origin and, there-

fore propagate from the corona down to the chromosphere.

More recent numerical simulations by Réville et al. (2021) using a shell tur-
bulence model investigated the effect of turbulence on the FIP fractionation in dif-
ferent configurations, with a particular focus on the potential of waves propagating
along open field lines being able to drive fractionation. Results show that, under
the assumption that turbulence is the main driver of coronal heating and solar wind
acceleration, a ponderomotive force can appear in the chromosphere and the transi-
tion region. If energy is injected at scales of super granules, the force can be strong
enough to create the FIP effect. However, that is not the case for smaller scales such
as granules, for example. They also find that wave resonance (proposed by Laming,
2004, 2015, to be essential for driving a fractionation level comparable to observa-
tions) is not needed to obtain significant FIP bias values in either closed loops or
open field regions. While apparently in opposition with the work of Laming (2004,
2015), this result is not entirely surprising since it has previously been proposed

that ponderomotive forces can appear in open field regions and be responsible for
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providing the additional acceleration that creates the fast solar wind (see e.g. Leer

et al., 1982).

2.4 Plasma Composition and Magnetic Activity

2.4.1 Active Regions

The strongest FIP effect is observed in active regions. FIP bias also varies
throughout the active region’s evolution and is modulated by different processes
during the emergence and decay phases. Emerging magnetic flux was found to
carry plasma with photospheric composition, i.e. FIP bias of approximately 1 (Mg
vi/Ne vi ratio, log (T[K]) ~ 5.6 — 5.7; Young and Mason, 1997; Widing and Feld-
man, 2001). The FIP bias then increases as the active region goes through its
emergence (Widing and Feldman, 2001) and early decay phases (Si X/S X ratio,
log (T[K]) =~ 6.2; Baker et al., 2018), suggesting that the higher level of magnetic
activity observed during the emergence phase is linked to the processes that drive
the FIP effect.

After an active region enters its decay phase, the FIP bias starts to decrease
(Si X/S X ratio, log(T[K]) ~ 6.2, Baker et al., 2015; Ko et al., 2016) until it
reaches the FIP bias of the surrounding quiet Sun (Si X/S X and Fe XII/S X ra-
tios, log (T[K]) ~ 6.2, Ko et al., 2016). The FIP bias decrease could be attributed
to a combination of two main factors: a decrease in the fractionation process as
the active region activity level drops and plasma mixing due to reconnection with
surrounding structures. As the active region magnetic field disperses and recon-
nects with nearby structures, active region plasma will mix with the plasma in these
structures. Therefore, the magnetic structures present in the area surrounding the
dispersing AR will influence its composition, especially at the edges. In particular,
in the active region studied by Baker et al. (2015), small bipoles emerged within and
around the boundary of supergranular cells, as the magnetic field got progressively
more dispersed. The small newly emerged loops contain photospheric plasma and
their reconnection with older active region loops brings this photospheric material

upwards into the corona, leading to plasma mixing and an overall FIP bias decrease.
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A similar study (using a similar FIP bias diagnostic) followed the decay phase of
another large active region, also finding that FIP bias values decrease in the decay
phase and eventually settle around the FIP bias value of 1.5, corresponding to the
FIP bias value of the surrounding quiet Sun (Ko et al., 2016).

Plasma composition also shows interesting substructure within an active re-
gion. FIP bias appears to be high at active region loop footpoints (Si X/S X ratio,
log (T[K]) ~ 6.2; Baker et al., 2013), indicating that this is where the fractionation
process takes place. Traces of high FIP bias are observed along some of the AR
loops, indicating plasma being transported into the corona and starting to mix along
the loops (Baker et al., 2013). The core loops of quiescent active regions show
a relatively consistent FIP bias of about 3 (enhancement of Fe, log (T[K]) ~ 6.5;
Del Zanna, 2013a; Del Zanna and Mason, 2014). Significant enhancements in the
FIP bias are also found in outflows located at active region boundaries and in large
and cool fan loops (Si X/S X ratio, log (T[K]) ~ 6.2; Testa et al., 2023). The FIP
bias over areas near sunspots is typically photospheric or between photospheric and
coronal (Ca XIV/Ar X1V ratio, log (T[K]) = 6.6 — 6.7; Doschek and Warren, 2017),
and can be influenced by the length and magnetic connectivity of the loops rooted

in the sunspot (Baker et al., 2021a).

2.4.2 Solar Flares

The plasma composition behaviour in solar flares is not yet fully understood,
with some studies finding coronal composition, others finding photospheric compo-
sition and, in a few instances even an inverse FIP (IFIP) effect is observed.

In the EUYV, flare observations using full-Sun spectra from the SDO EUV Vari-
ability Experiment (EVE) found that the average FIP bias, dominated by the flare
emission, shows reduced Ca (Del Zanna and Woods, 2013) and Fe (Del Zanna and
Woods, 2013; Warren et al., 2014). In addition, the Fe abundance was found to
evolve from quiet Sun values in the preflare phase to photospheric values around
the peak of the X-ray flux, and returns to its original value over the course of a few
hours (Warren et al., 2014). This study used ratios of hot Fe emission lines to contin-

uum emission (essentially providing a proxi for the Fe/H abundance) to obtain this
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Figure 2.3: Example of solar soft X-ray spectrum from the Solar Assembly for X-rays
(SAX) instrument on the Mercury MESSENGER spacecraft. The total X-ray
spectrum (black) is dominated by the thermal continuum emission (red), but
also contains a few emission lines. Image from Dennis et al. (2015).

result, in contrast to most EUV plasma composition studies which use ratios of EUV
emission lines (see Section 3.3.7). A decrease in FIP bias seems logical: in flares,
plasma is rapidly expelled from the chromosphere via chromospheric evaporation
at speeds of up to 200 km s~! (e.g. Brosius, 2013), i.e. significantly faster than the
steady upflow speeds of a few km s~! typical to quiescent conditions (e.g. Imada
and Zweibel, 2012). This means that it is likely that plasma is expelled from the
chromosphere before the FIP effect can occur, hence its photospheric composition.
However, other studies using the Hinode EIS Ca xiv/Ar x1v found plasma with close
to photospheric composition only around the flare loop footpoints (Doschek et al.,
2018), while the bright flare loops show coronal composition in flares of different
magnitudes, from X-class (Doschek et al., 2015, 2018), to M-class (see Chapter 7)
to much smaller flares (To et al., 2021). This appears to be in contradiction with the

results of Warren et al. (2014).
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In the X-rays, relative abundances of various elements can be calculated from
the strength of X-ray emission lines relative to the continuum emission (for an X-
ray spectrum example, see Figure 2.3). Dennis et al. (2015) analysed the abundance
enhancement compared to photospheric values of a series of elements in a large
dataset of 526 large flares detected by the MESSENGER Solar Assembly for X-
rays (SAX). They found, on average, significant enhancements of about 4 in Ca,
very mild enhancement between 1 and 2 (close to photospheric values) in Fe, Si
and S and, surprisingly, some enhancement of 2 to 3 in Ar. The Ar enhancement
is interesting, however, one must be careful when interpreting this since the photo-
spheric Ar abundance is not actually known (see e.g. Lodders, 2008). The close to
photospheric values in Fe and Si are in agreement with the results of Warren et al.
(2014). However, the relatively strong enhancement in Ca suggests that it is pos-
sible that, in flaring conditions, fractionation occurs for elements with a FIP lower
than about 7 eV rather than 10 eV. Similarly low values for the Si enhancement were
found in RESIK observations of an M-class flare (Sylwester et al., 2014), supporting
the idea of a lower threshold. However, RHESSI results from 20 flares find a sig-
nificant Fe enhancement of about 3 (Phillips and Dennis, 2012) and a similar value
was measured in a C-class flare observed by the X-ray Solar Monitor (XSM) on
the Indian lunar space mission Chandrayaan-1 (Narendranath et al., 2014). These
results, mainly focusing on relatively large flares, are summarised in Figure 2.4.
Observations of smaller A and B class flares with Chandrayaan-2 XSM show a
clear decrease in the abundances of Mg, Al, Si and S to photospheric values during
the flare impulsive phase which can be explained by chromospheric evaporation of
plasma with photospheric abundances (Mondal et al., 2021; Nama et al., 2023). In
the case of Mg, Si and S, the photospheric values are in agreement with those in
larger flares (Dennis et al., 2015; Sylwester et al., 2014). However, the lack of en-
hancement in Al (very low FIP) is in contradiction with the idea of a 7 eV threshold
for fractionation. They also observe a very quick recovery to pre-flare values which
is difficult to explain. Again, there seems to be a discrepancy between the results

observed in large flares and the ones observed in small flares. This is even more
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Figure 2.4: Summary of measured FIP bias values during flares as a function of FIP in a
series of early studies. Blue plus signs: RESIK results for K, Ca, Si, S, and
Ar in an M1.0-class flare Sylwester et al. (2014) and RHESSI result for Fe in
a dataset of 20 flares (Phillips and Dennis, 2012). Red circles: MESSENGER
SAX results for Fe, Ca, Si, S, and Ar in a dataset of 526 large flares (Dennis
et al., 2015). Purple square: SDO EVE result for Fe in 21 flares (Warren et al.,
2014). The black crosses and green asterisks show CHIANTI coronal abun-
dances (Asplund et al., 2009) and hybrid abundances (Fludra and Schmelz,
1999) for reference. Image from Dennis et al. (2015).

surprising considering the fact that stronger heating in larger flares is likely to cause
stronger chromospheric evaporation and bring upwards more photospheric plasma.
So, one would expect this change in plasma composition to photospheric values to
be stronger in larger flares, rather than the other way around.

All these flare observations are very different, so one must be careful when
comparing them and trying to reconcile the results. A few points to take into account

are:

1. Where does the emission come from? This is particularly important for the
full-Sun observations, where the FIP bias measurement is integrated over the

whole coronal structure. The emission from different parts of a flare loop
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varies in strength in different lines. For example, soft X-ray signatures are
dominated by coronal emission throughout most of a flare, but there is also
soft X-ray emission from the loop footpoints during the impulsive phase of the
flare (e.g. Hudson et al., 1994). EUV signatures are dominated by emission
originating from the loop footpoints and ribbons in the impulsive phase and
from the loop apex in the later stages as it takes time for the flare loops to
develop. Doschek et al. (2018) found evidence of FIP bias varying along
the loop, from the apex to the footpoints. This suggests that the part of the
loop with the strongest emission in a particular line will also dominate the

observed FIP bias.

2. Is the emission in different lines forming at the same time or phase of the
flare evolution? Flare loop plasma cools down relatively fast (often over a
few minutes, but up to a few hours in long duration flares), so they brighten
in hot lines first and in successively cooler lines as they become cooler. This
means that the hotter lines (analysed by e.g. Warren et al., 2014, and in the
X-ray studies mentioned above) will capture the plasma composition earlier
in the flare evolution than the cooler Ca xiv and Ar xiv lines (analysed by
e.g. Doschek et al., 2015; Doschek and Warren, 2016, 2017; To et al., 2021).
Since there is evidence that the plasma composition changes rapidly over a
few minutes in flare loops (Warren et al., 2014; Mondal et al., 2021; Nama
et al., 2023), it could be that different observations just capture it at different

times.

3. Are the observations capturing the same structure? It is still possible that
emission in the cooler and hotter lines originates from different structures
along the lines of sight, even if the observations are co-temporal and appear

to be co-spatial.

A striking aspect of plasma composition in flare observations is that, in a
few instances, an IFIP effect was observed around the footpoint of the flare loops

(Doschek et al., 2015; Doschek and Warren, 2016, 2017). In the IFIP case, low-FIP
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elements are under-abundant in the corona compared to high-FIP elements. It is not
certain whether this effect is given by a depletion of low-FIP elements or an en-
hancement of high-FIP elements (Doschek et al., 2015), but the low-FIP elements
depletion scenario appears to be more likely (Doschek and Warren, 2016; Brooks,
2018). This scenario is also supported by the ponderomotive force model (Laming,
2004, 2015). According to the model, such an effect can happen if the ponderomo-
tive force points downwards towards the Sun’s surface instead of upwards towards
the corona. The IFIP effect has only been observed during flares and around strong
complex sunspot regions. This suggests there are two important conditions that

must be met to observe it:

1. The ponderomotive force must be pointing downwards. To obtain a down-
wards ponderomotive force, the chromospheric wave energy density below
the fractionation region must be higher than the wave energy density in the
corona. This could be achieved if the wave driver is an upward propagat-
ing fast mode wave originating from below the chromosphere. Such waves
can be excited in regions of strong magnetic fields (i.e. sunspots), with some
studies suggesting they could be a result of subphotospheric or photospheric
(high plasma f3) reconnection (Baker et al., 2019, 2020). When these upward
travelling fast mode waves refract and reflect back down, they apply a down-
ward ponderomotive force on low-FIP elements (equivalent to but oppositely
oriented to the effect of resonant waves described in Section 2.3.2), causing
a depletion of low-FIP elements (Laming, 2021). The IFIP effect created by
these fast mode waves is in competition with the FIP effect created by res-
onant waves and, if it is stronger, then the overall effect is a depletion of

low-FIP elements at chromospheric level.

2. The IFIP plasma must be rapidly transported to the corona. Chromospheric
evaporation during flares provides a pathway for IFIP plasma to be trans-
ported to the corona fast enough and in a large enough volume to immediately
dominate the plasma composition there, making it detectable in observations.

It is likely that the IFIP effect driven by fast mode waves is short-lived (other-
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wise it should be detected more often). Assuming that initially the corona has
plasma with coronal abundances, if the IFIP plasma is transported upwards
via say diffusion then, by the time it mixed with the FIP plasma present in
the corona, all the IFIP signatures will be gone. So, transport via chromo-
spheric evaporation provided only in flaring conditions is vital for detecting

IFIP signatures.

In summary, detecting IFIP plasma in the solar corona may require the presence of
complex magnetic activity driving the downwards ponderomotive force (this is not
always the case in flares, which could explain why it is not observed in all flares)
and relatively strong flaring, along with the associated chromospheric evaporation,
to transport the IFIP plasma into the corona (which could explain why IFIP is only
observed in flares). It is not excluded that the photospheric composition observed
at the footpoints of flare loops is also a result of an IFIP effect caused by fast mode
waves. If the IFIP effect of these fast mode waves is not quite strong enough to
change the footpoint plasma composition to IFIP, it could still be strong enough to
balance out the FIP effect driven by resonant waves, such that the overall observed
plasma composition is photospheric. It is important to keep in mind that the ion-
ization state of the chromospheric plasma is changed drastically as a result of the
energy deposition in the chromosphere during a flare and it can even deviate from
ionization balance, which is likely to have a significant impact on the fractionation

process. This aspect is not accounted for in the model.

The IFIP effect was also observed in situ in the solar wind in three different
events (Brooks et al., 2022a). The sources of solar wind in these three cases are all
active regions. One of these active regions was similar to the ones where the IFIP
effect was observed in spectroscopic observations: complex magnetic configuration
with significant flaring. However, the second was an emerging active regions and
the third was an active region with a very large leading sunspot with a light bridge.
This suggests that IFIP might occasionally be produced in other types of active

regions as well.
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The plasma composition pattern and evolution observed in solar flares have the
potential to provide insights into the flare dynamics. The composition of the plasma
transported upwards during a flare via chromospheric evaporation is directly linked
to the depth in the chromosphere at which energy is deposited during the flare. The
latter is given by the energy of the electron beam accelerated as a result of magnetic
reconnection. It is likely that the evolution of the plasma composition in the flare
loop, particularly at the flare loop footpoints, can be used to estimate the height of
the energy deposition in the chromosphere, and, therefore, place constraints on the

electron beam energy.

2.4.3 Magnetic Topology and Magnetic Flux Rope Formation

Plasma composition has been observed to vary depending on the magnetic
topology of a structure. A magnetic flux rope is a structure characterised by twisted
magnetic field, which stores free magnetic energy that can be released as a coro-
nal mass ejection (CME). These structures form via reconnection of magnetic field
lines. The height in the solar atmosphere where this reconnection happens influ-
ences the plasma composition of the structure. Reconnection in the lower atmo-
sphere, which manifests itself as photospheric flux cancellation, can lead to the
formation of a low-lying flux rope (van Ballegooijen and Martens, 1989). In this
case, field lines in the underside of the flux rope have a bald patch (BP) topology,
i.e. they are tangent to the photosphere (Green and Kliem, 2009). This provides
a pathway for plasma with photospheric composition to be injected into the loops
forming the flux rope (Fletcher et al., 2001; Baker et al., 2022, 2013). Plasma com-
position has been found to remain predominantly photospheric following eruptions
and failed eruptions (Baker et al., 2015, 2022). In constrast, if the flux rope forms
via reconnection in the corona, it retains its coronal composition (e.g. James et al.,
2017). This highlights the potential of plasma composition observations in provid-
ing insight about the magnetic topology of a structure. It is important to note that
the changes in plasma composition driven during the flux rope formation process
are likely only due to plasma mixing as a result of magnetic reconnection between

coronal loops (see Figure 2.1) rather than the FIP effect.
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Figure 2.5: Variation of solar wind parameters: speed (green), freezing in temperature from
07 to O° ratio(blue) and Mg/O ratio as a proxi for the FIP bias (red). Image
from Krasnoselskikh et al. (2022) after Geiss et al. (1995).

2.4.4 Solar Wind Heating and Acceleration

The plasma composition of the solar wind was found to be correlated to the
solar wind temperature and inversely correlated with the solar wind speed (Geiss
et al., 1995, see Figure 2.5). This suggests that the processes that drive changes in
the elemental composition could be linked to those responsible for the heating and

acceleration of the solar wind.

In wave driven models, solar wind heating and acceleration are believed to
be driven by wave activity and turbulence and depend on the expansion factor of
the magnetic field, i.e. how fast it decreases with height (Abbo et al., 2016). Photo-
spheric motions can drive wave-like fluctuations that propagate along magnetic field
lines into the corona. When these waves partially reflect back towards the photo-
spheric footpoints of the loop, they can develop strong turbulence and/or dissipate
their energy over a range of heights, leading to heating and particle acceleration.
This is very similar to the drivers proposed by Laming (2004, 2015) to be responsi-

ble for the plasma composition changes (see Section 2.3.2). Assuming the heating
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rate depends on the magnetic field strength, the expansion factor is inversely cor-
related to the wind speed (Abbo et al., 2016). If the expansion factor is large, i.e.
a rapid decrease of magnetic field strength with height, heating is concentrated at
the base of the corona. A large amount of the available energy is then conducted
into the transition region, where it increases the mass flux, but reduces the energy
available higher up for accelerating particles, thus reducing the wind speed. Energy
being deposited at transition region and chromospheric levels drives a stronger FIP
effect, as observed in the slow solar wind plasma composition (see Figure 2.5). If,
however, the expansion factor is low, the available energy will be deposited over a
larger portion of the field line, resulting in stronger particle acceleration but weaker
FIP effect, as observed in the fast solar wind plasma composition (see Figure 2.5).
In this case, less energy is deposited into the transition region so the mass flux is
lower. In summary, the difference between the fast and slow solar wind is mainly
given by the expansion factor of magnetic field lines at the source region and the

way it affects the height of the wave energy deposition in the solar atmosphere.

Of course, a question remains about the origin of this common wave driver
(for both solar wind acceleration and plasma fractionation) and the necessity for
it to be amplified via some sort of resonance. The original ponderomotive force
model (Laming, 2004, 2015) concludes that the wave driver for the fractionation
process must be amplified by resonance to create the level of FIP bias observed in
the corona and the slow solar wind. Since resonance can only be reached in closed
loops, not open field lines, it was originally suggested that fractionation cannot take
place in open field. However, recent simulations by Réville et al. (2021) show that
resonances are not needed to obtain a FIP bias in coronal loops and open slow wind

source regions. This aspect is also investigated in Chapter 6 of this thesis.

There is a second group of solar wind acceleration models, which involve in-
terchange reconnection between closed loops and open field lines that connect into
the solar wind. Some studies suggest that interchange reconnection is an alternative
pathway for plasma with coronal composition to escape from closed loops into the

solar wind. The results of Réville et al. (2021) question the necessity of interchange
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reconnection to explain the presence of a FIP bias in the solar wind plasma com-
position. Since, following their results, fractionation can happen in open field lines
as well, there is no need for fractionated plasma to be transported from a closed
field region into the open field. Nevertheless, coronal holes have small-scale in-
cluded polarities, which form closed loops with the majority polarity and undergo
interchange reconnection with their open field lines, resulting in small-scale jet ac-
tivity. This could provide a pathway for interchange reconnection to contribute to
the coronal hole composition.

Another interesting aspect of solar wind plasma composition is that S, P and
C, which have a FIP just above the 10 eV threshold (see Table 2.1), appear to show
some enhancement (e.g. Reames, 2018). This was originally unexpected as these
were considered high-FIP elements since they do not typically show any enhance-
ments in closed loops. S, P and C were found to have mild enhancements in slow
solar wind (e.g. Bochsler, 2009), fast solar wind (e.g. Bochsler, 2009) and coro-
tating interaction regions (e.g. Reames, 2018), but their enhancements were lower
than those of elements with significantly lower FIP. For this reason, S, P and C
are sometimes referred to as intermediate FIP elements. In contrast, intermediate
FIP elements show no enhancement in solar energetic particles (e.g. Reames, 2018)
which suggests they originate from and are accelerated in closed loops. Laming
et al. (2019) proposes that the enhancement of intermediate FIP elements is a result
of fractionation being driven by nonresonant waves and taking place lower in the
chromosphere, where H is neutral. This type of ’solar wind-like’ fractionation is

studied in detail in Chapter 6.



Chapter 3

Solar Spectroscopy

3.1 Fundamentals of Solar Radiation

Plasma in the solar atmosphere emits thermal radiation at temperatures ranging
from about 5,800 K in the photosphere (or even lower in the cool sunspot umbrae
regions) to about 10 MK in the corona (or even higher in flaring regions). The
thermal emission from the photosphere is mainly black-body radiation that peaks in
the visible part of the spectrum, while thermal emission from the corona falls mainly
in the wavelength domain of EUV and soft X-rays (see Figure 3.1). Generally, quiet
Sun regions emit in the temperature range of 1-3 MK, i.e. cooler EUV lines, active
regions in the range of 2-8 MK, i.e. hotter EUV lines and soft X-rays, and flares in
the range of 10-40 MK, i.e. very hot EUV lines and soft X-rays. Flaring regions
also emit in the hard X-rays, although this is nonthermal emission. This chapter
focuses on EUV emission from the solar corona and how it can be used for plasma

diagnostics.

3.1.1 Atomic Processes and Mechanisms

Since the corona is fully ionised, the coronal plasma population is divided into
ions and electrons that move along magnetic field lines. Ions and electrons interact
with each other and with electromagnetic radiation in a wide range of ways de-
pending mainly on the temperature and density of the plasma. These interactions
often involve capturing or producing a photon, resulting in absorption or emission of

radiation. Typically, each absorption mechanism has an associated emission mech-
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Figure 3.1: The observed solar flux per unit wavelength (thick curve) with a black body
spectrum, of temperature 5762 K. Image from Aschwanden (2004).

anism. The main atomic processes that contribute to the continuum and line emis-
sion of the solar corona in soft X-rays and EUV are described below and shown
schematically in Figure 3.2. These processes can be categorised into bound-bound
transitions, bound-free or free-bound transitions, and free-free transitions.

In bound-bound transitions, the ion electronic configuration is changed by
interaction with either electromagnetic radiation or free electrons and ions. The
involved electron remains attached (bound) to the ion both before and after the
change. These processes change the excitation level of the ion, but not its ioniza-

tion state:

* Induced absorption: when an incoming photon has the right frequency, it
can be absorbed by an ion and excite one of the ion’s electrons into a higher

energy level. The transition rate for this process is given by:
Rinduced absorption = U?LBijNi<X+m): (S_l Cm_3) (3.1

where U, [erg cm™*] is the energy density per unit wavelength of the radiation
field, B;; [erg~! cm* s7!] is the Einstein absorption coefficient and N;(X*+™)

[cm 3] is the population of element X ionised m times that is in the lower
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excitation level i. Note that the units of B;; vary depending on whether the

energy density is defined per unit wavelength or per unit frequency.

 Stimulated emission: an incoming photon can also stimulate an electron in
an excited ion to move from a higher energy state j to a lower energy state i,

emitting a photon as a result. The transition rate for this process is given by:
-1 .3
Rstimulated emission — _U/'L BjiNj <X+m)7 (S cm ) (32)

where Bj; is the Einstein stimulated emission coefficient and N;j(X ™) is the

population of element X ionised m times that is in the upper excitation level

j.

* Spontaneous emission: similar to stimulated emission, except no incoming
photon is needed. The excited electron spontaneously moves from the higher
to the lower energy state emitting a photon. The transition rate for this process

is given by:
S
Rspontaneous emission — _AjiNj (X+m)7 (s cm ”) (3.3)
where A j; is the Einstein spontaneous emission coefficient.

* Collisional excitation: an incoming free electron (or ion) collides with the
bound electron and causes it to move to a higher energy state. No radiation is

emitted/absorbed in this process.

* Collisional de-excitation: an incoming free electron (or ion) collides with
the bound electron and causes it to move to a lower energy state. No radiation

is emitted/absorbed in this process.

In bound-free or free-bound transitions, the ionization state of the ion is

changed by interaction with either electromagnetic radiation or free electrons. The

involved electron goes from being bound to being free or vice versa:
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Figure 3.2: Diagrams of the main atomic processes (absorption, emission, ionization, re-
combination, excitation and de-excitation) responsible for the EUV and soft
X-ray emission in the solar corona. Atoms and ions are marked with filled
dots, electrons with open dots, electron orbits with circles, electron transitions
with arrows, and photons with a wiggly arrow. Time is proceeding from left to
right. Image from Aschwanden (2004).



3.1. Fundamentals of Solar Radiation 72

* Photo-ionization: if the incoming photon’s energy is higher than the ioniza-
tion potential of the ion, the bound electron is removed and the ion moves

into a higher ionization state.

* Auto-ionization: similar to photo-ionization, except no incoming photon is
needed. This process requires, however, that the ion is initially in a doubly
excited state and, when the electron from the lower energy state is removed,
the electron from the higher energy state moves down to the emptied lower

state to stabilise the ion.

» Radiative recombination: a free electron is captured, moving the ion into a

lower ionization state and emitting a photon.

* Dielectronic recombination: a free electron is captured, resulting in a doubly
excited state: the originally free electron occupies an excited state and one of

the bound electrons moves to a higher energy state.

* Collisional ionization: an incoming free electron (or ion) collides with the
bound electron and removes the electron from the ion, leaving it in a higher

ionization state. No radiation is emitted/absorbed in this process.

* Three-body recombination: similar to dielectronic recombination, except

two incoming electrons are involved.

In free-free transitions, the electron is free both before and after the change.
The atomic structure is not changed, so the ion maintains both its ionization state

and excitation level:

* Free-free emission or Bremsstrahlung: electrons are scattered off an ion,
emitting a photon whose frequency is proportional to the kinetic energy dif-

ference of the free electron.

* Free-free absorption: electrons are scattered off an ion, absorbing a photon
whose frequency is proportional to the kinetic energy difference of the free

electron.
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In addition to processes that involve ions, the free electrons can interact with
electromagnetic radiation via Thomson scattering. Photons are scattered off free

electrons. Typically the photon changes its direction but not frequency.

3.1.2 Ionization Equilibrium

The relative abundance of each ionization state and excitation level can be
calculated by solving the complex set of equations that drive all the atomic processes
listed in Section 3.1.1. However, this system has more unknowns than equations, so
additional constraints must be included. If the system is in ionization equilibrium,

the relative abundance of each ionization state and excitation level is constant.

The relative abundance of an ionization state m for an element X,
N(XT™)/N(X) is dictated by the interplay between bound-free interactions. In
ionization equilibrium, the rate of ionization is equal to the rate of recombination.
Similarly, the relative abundance of an excitation level j, N;(X*™)/N(X*™") is
dictated by the interplay between bound-bound interactions. In ionization equilib-
rium, the rate of absorption is equal to the rate of emission for all transitions. The

dominating processes in each case depend on the properties of the plasma.

An additional important assumption in this type of calculation is that the pro-
cesses that change the energy levels of the ion (excitation and de-excitation) can
be decoupled from those that change its ionization state (ionization and recombina-
tion). For the plasma conditions in the solar atmosphere, this is usually a reasonable
assumption, since the time scales for ionization and recombination are usually sig-

nificantly longer than those for excitation and de-excitation (Phillips, 2009).

3.2 Radiation Spectrum of the Solar Corona

The X-ray and EUV radiation spectrum in the solar corona consists of emission
lines produced by bound-bound (primarily spontaneous emission) transitions and
continuum emission produced by free-bound (radiative recombination) and free-

free (Bremsstrahlung) transitions.
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3.2.1 The Coronal Approximation

Modelling emission in the solar atmosphere using atomic models such as CHI-
ANTI (Dere et al., 1997; Del Zanna et al., 2021) relies on the assumption of ioniza-
tion equilibrium. This is because the strength of a particular emission line depends
on the fractional abundance of the ion that produces it.

In coronal conditions, a few simplifying assumptions are made for ionization
equilibrium calculations. Firstly, the relative abundance of ionization levels is dom-
inated by ion-electron interactions. lonization and recombination processes usually
occur only between adjacent stages of ionization. The dominating ionization pro-
cesses are collisional ionization and auto-ionization, while the dominating recombi-
nation processes are radiative recombination and dielectronic recombination. Other
ionization and recombination processes, such as photoionization or three-body re-
combination, are typically ignored in coronal conditions, mostly because of the low
density and of the lack of radiation fields sufficiently strong to compete with colli-
sional processes in ionizing ions (Phillips, 2009). However, photoionization could
become important for transition region ions (e.g. Dzif¢dkova and Dudik, 2017).
Similarly, the relative abundance of excitation levels within an ion is dominated by
collisional excitation and spontaneous emission. Other excitation and de-excitation
processes such as radiative excitation and collisional de-excitation are ignored.

An example of ionization equilibrium ion fraction calculations for Fe is shown
in Figures 3.3 and 3.4. The relative abundance of different ions changes with tem-
perature: the higher the temperature, the higher the population of ions at higher
ionization states. lonization equilibrium is assumed for all the calculations pre-
sented in this thesis. It is important to note that coronal plasma might occasionally
deviate from ionization equilibrium, particularly in low density regions or regions
of explosive energy release like solar flares (e.g. Kato et al., 2000). However, this

aspect is not covered in this thesis.

3.2.2 Emission Lines

Bound-bound transitions lead to emission at discrete wavelengths. Typically,

for heavy elements, spontaneous emission produced by an electron moving from
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Figure 3.5: Illustrative schematic of the main atomic transitions and processes within a
heavy ion that produce UV lines (purple), EUV lines (red), soft X-ray lines
(green), free-bound soft X-ray continuum emission (blue) and Bremsstrahlung
soft and hard X-ray continuum emission (orange) in the solar corona. The
ionization energy (yellow) corresponds to the energy required for the electron
to leave the atom. The dashed black line indicates that the energy separation
between the two free electrons is larger than the schematic suggests. The wave-
length regimes indicated give a good representation for a highly ionised heavy
ion. Emission will be at lower energies for lower ionisation states.

one of the first excited states to the ground state leads to emission in the EUV.
The energy separation between the first excited states is relatively large, so EUV
lines from the same ion are well separated. If the electron is moving from one
of the higher energy states to the ground state, the energy gap is larger, so the
wavelength of the emitted photon is lower, leading to emission in the soft X-ray
range. Energy separation between adjacent energy states decreases at higher energy
states, which leads to X-ray emission lines being more tightly packed together and
harder to disentangle than EUV lines. If the electron is moving between two excited
states, the energy gap is smaller, so the wavelength of the emitted photon is higher,
leading to emission in the UV range. These lines are typically faint or hard to detect.

Figure 3.5 schematically illustrates these transitions.
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3.2.2.1 “Forbidden lines”

Some emission lines observed in the solar atmosphere are called “forbidden
lines”. They involve the de-excitation of metastable energy levels within an atom.
According to quantum mechanical rules, these transitions are highly unlikely to oc-
cur spontaneously, hence the name “forbidden”. However, in the very high temper-
ature but very low density environment of the corona, the rates of these transitions
are high enough for the emission lines to be detected. Such an example is the Fe
x1v 5303 A in the visible part of the spectrum. In laboratory plasmas the collisional
de-excitation timescale is very short, i.e. the metastable energy level becomes de-
populated via collisional de-excitation before spontaneous emission can happen,
so this line would never be observed. In the corona, however, the collisional de-
excitation timescale is significantly longer as a result of the low density and high
temperature, so the line can be observed (Aschwanden, 2004). As a consequence of
the low transition rate, these lines have low intensity, so they can typically only be
observed off limb, i.e. against a dark background, but not on the solar disk as the

emission from other lines is much stronger.

3.2.3 Continuum Emission

3.2.3.1 Free-Bound Continuum Emission

Free-bound continuum emission in the soft X-ray range is produced by ions
capturing a free electron via radiative recombination. The energy of the emitted
photon is equal to the difference between the kinetic energy of the incoming free
electron and the ionization potential of the ion (the energy required to remove the
electron from the ion). The incoming free electrons have a non-discrete range of
kinetic energies which results in continuum emission, rather than discrete emis-
sion lines. For a Maxwellian electron velocity distribution, the free-bound contin-
uum emission is characterized by discontinuities at the ionization thresholds (e.g.
Del Zanna and Mason, 2018). For a plasma with a temperature of 10 MK, most of

the free-bound emission is in the soft X-rays wavelength range.
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3.2.3.2 Bremsstrahlung Emission

Bremsstrahlung radiation is produced by electrons that are scattered by ions.
These electrons lose some of their kinetic energy via collisions with ions and pro-
duce a photon as a result. There are two main types of Bremsstrahlung emission
(Aschwanden, 2004): thermal and non-thermal. Thermal Bremsstrahlung is pro-
duced by electrons which have the same temperature as the ambient plasma. This
mechanism produces emission in the soft X-rays. Non-thermal Bremsstrahlung is
produced by electrons which have been accelerated to much higher energies (are
non-thermal) before they hit the thermal plasma. This typically happens in solar
flares, when electrons accelerated via flare processes precipitate to the chromo-
spheric footpoints of flare loops. These electrons produce emission in the hard
X-rays both in the corona (thin-target Bremsstrahlung) and at the chromospheric
footpoints (thick-target Bremsstrahlung). The coronal hard X-ray emission is sig-
nificantly fainter than the chromospheric one and can typically only be observed in

footpoint-occulted flares.

3.2.3.3 Thomson Scattering

Thomson scattering is the scattering of photons off free electrons. No radiation
is actually produced in this process because the incoming photon changes momen-
tum but conserves its energy. Nonetheless, this is an important process in the solar
corona because it enables us to observe coronal structures in coronagraph data or
during solar eclipses (the so-called K-corona). In the absence of Thomson scat-
tering, photons would travel radially and not be detected at Earth when the solar
disk is occulted. In addition, the scattering rate is proportional to electron density,

providing a method for electron density calculations in the solar corona.

3.3 EUV Spectroscopic Diagnostics in the Solar

Corona

Under the assumption of ionization equilibrium, the radiance (sometimes

called intensity) of a spectral line of wavelength 4;; is directly related to its bound-
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bound emissivity as follows:

hv ..
I(Aji) = 4—;/N_,-(X+’”)Aj,~ds, (ergem ' s hsr!) (3.4)
where £ is Planck’s constant, i and j are the lower and upper levels of the ion X,
v;ji is the frequency of the emitted photon (vj; = ¢/Aj;), Nj(X*™) is the population
density in the upper level j of element X that is ionised m times, A j; is the Einstein
A coefficient (the spontaneous decay rate between upper level j and lower level i)

and s is the line of sight coordinate. The quantity
Pji = hvjiN;(XT™)A j; (ergem sy (3.5)

is the spectral line emissivity per unit volume (power), so Eqn. 3.4 can be rewritten

as:

I
1) =+ / Piids. (3.6)

Alternatively, N;(X ™) can be expressed as:

Sy t+m +m
Ni(Xt") = NNJ((;((M)) X N]E;EX) ) X xgii X N](\ZI) X N,, (3.7)

where

Njx*™)

N is the fraction of ion X ™" population that is in the j excitation level,

+m
o YX) s the fraction of element X population that is in the m ionization state,

o o5 = Ab(X) is the abundance of element X relative to hydrogen,

. % is the abundance of hydrogen relative to electron density,

* N, is the electron number density.

The first two terms are dependent on the temperature and density of the ambient
electrons, while the third and fourth are a function of the elemental abundance of
the emitting plasma. This makes it convenient to define a second quantity, the con-

tribution function of a spectral line (see examples in Figure 3.6). Depending on the
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Figure 3.6: Examples of contribution functions for many important EUV emission lines in

the solar atmosphere. Image from Brooks et al. (2022b).

exact definition, which varies slightly in the literature, the contribution function can

either include the abundance factor Ab(X):

G(N,, T, A;;) = Ab(X)A

“/’le,' Nj(X+m) N(X+m) 1

"4m N(Xtm) N(X) N,

or not include it:

C(Ne, T, Aji) =A

“/’leiNj(X"_m) N(X+m)
"ax N(Xtm) N(X)

1
N (erg em’ s~!srh)
e

(erg cm’ 57! sr_l) (3.8)

(3.9)

Here, the notation of Del Zanna and Mason (2018) is used to distinguish between

the two definitions. Either way, the contribution function contains all the atomic

physics parameters relevant for a given transition. For most emission lines, this

has a narrow peak in temperature, so it effectively confines the emission to a fixed

temperature range. Eqn. 3.4 can then be rewritten as:

1) = / AB(X)C(Ne, T, A;{)NeNids.

(3.10)
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Under the assumption that H and He are fully ionised at coronal temperatures, the
Ny /N, ratio only depends on the He relative abundance (e.g. Del Zanna and Mason,
2018). The broadly agreed value is Ny /N, = 0.83 (based on abundance calculations
by Meyer, 1985b), so:

I(Aj;) = 0.83 /Ab(X)C(Ne,T, Aji)N2ds. (3.11)

The above radiance calculations are for one transition in one atom.The total emis-
sion from a volume of plasma on the Sun is, therefore, given by the sum of all the
individual atom radiances. Under the assumption that the volume of plasma consid-
ered emits symmetrically in all directions, the total photon flux observed at Earth,

i.e. the total irradiance of a spectral line, is given by:

F(Aji) = 5 | PidV, (ergem 2 s (3.12)
where d is the distance between the Earth and the Sun and dV is the volume element.
The volume integrated over is the line of sight plasma column in the corona. Under
the assumption that the electron density N, is a function of the electron tempera-
ture 7 only, a differential emission measure (DEM) can be defined as a quantitative
expression of the multi-temperature distribution of the plasma in the corona (With-
broe, 1978):

/ DEM(T)dT = / N,Nyds = / 0.83N2ds, (3.13)

1.€.

d d
D _ 083828 (em S K (3.14)

DEM(T) = .
(T) = NeN ¢ qT

Therefore, the total irradiance of a spectral line can be written as:

F(Az) = / Ab(X)C(N, T, A;;)DEM(T)dT. (3.15)

The above derivations are based on those presented by e.g. Aschwanden (2004);

Del Zanna and Mason (2018). Note that the term “intensity” is used somewhat
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Figure 3.7: Example of an Ca xv 181.902 A and Ca xv 182.863 A spectrum (black) with a
single Gaussian fit (red) for each line.

interchangeably in the literature to refer to both radiance (Eqn. 3.11) and total irra-

diance (Eqn. 3.15). In this thesis, it is exclusively used to refer to total irradiance.

3.3.1 Spectral Line Intensity

In observations, the intensity of a spectral line (the total irradiance) is defined
as the number of photons that can confidently be attributed to a given transition and
is calculated as the area under the Gaussian fit to the emission curve (see example
in Figure 3.7). If the emission is clearly separated from emission from other lines,
a single Gaussian can be used. If, however, the emission line is formed in a region
where there is significant emission from other lines, i.e. if the line is blended, then

two or more Gaussians might be needed to extract the intensity of each of the lines.

In practice, single Gaussian functions are routinely used to automatically fit
spectral data. However, once the fits are produced, there are a few aspects that must

be checked to validate the results:
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* Blends: there are a few methods to identify potential line blends. The first step
is to check if there are any identified blends that have a non-negligible atomic
transition probability using, for example, the CHIANTI database (Dere et al.,
1997). Another method is to compare the fits with those of an emission line
produced by a different transition within the same ion (assuming their in-
tensity ratio is not density sensitive; see Section 3.3.4). If the ratios of the
two intensities, widths (see Section 3.3.3) or shifts from the theoretical wave-
length of the line (see Section 3.3.2) vary spatially then it is likely a blending
issue is involved. A technique to avoid blending issues is to constrain the
parameters of the Gaussian fit such that the centroid or width of the line are

tied to those of another line that is known to not have blending issues.

* Background: in the EUV part of the spectrum analysed in this thesis, the
background is typically assumed to be linear in wavelength. If the spectral
window is narrow, then a constant background is typically an appropriate
assumption. If the window is wider (see e.g. Figure 3.7), allowing the back-
ground to have a slight tilt improves the background fit quality. In addition,
it is important to identify other lines are present in the spectral window used
for the fit and not include them in the background fit as they would artificially

increase the background level.

* Signal to noise ratio: the main contributors that lead to a low signal to noise
ratio are 1) the atomic transition that produces the emission line has a low
probability and 2) the plasma temperature is significantly different from the
formation temperature of the emission line analysed. One technique to im-
prove the signal to noise ratio for a spectral line is to spatially bin the data

but, of course, this comes at the cost of sacrificing spatial resolution.

* Non-Gaussianity: there is evidence suggesting that in complex flaring condi-
tions where plasma might deviate from ionization equilibrium, a kappa line
profile might be more appropriate (Jeffrey et al., 2016) than a Gaussian one.

This aspect, however, is not covered in this thesis.
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3.3.2 Plasma Flow Velocities

As described in Section 3.1, each transition results in emission at a specific
wavelength. However, plasma motions in the line of sight direction result in changes
of the observed wavelength according to the Doppler effect. The Doppler effect
occurs when there is relative motion between the source of a wave and the observer:
if the source is moving towards (away from) the observer, the observed wavelength
will increase (decrease). The change in wavelength due to the relative motion is

given by:
A—Lo
Ao

where A is the observed wavelength, Ay is the rest wavelength, v is the relative speed

v (3.16)
C

along the line of sight and c is the speed of light.

In spectra, this effect is observed as a shift in the centroid of the emission line.
Plasma motions away from (towards) the Sun lead to blue (red) shifts of the line
centroids and, if the rest wavelength is known, the plasma speed can be measured
using Eqn. 3.16. Note that this method can only be used to gain insight into the
line of sight (or line of sight component of the) bulk plasma motions. Any motions

perpendicular to the line of sight direction cannot be detected in this way.

The theoretical rest wavelength of a given emission line can be calculated using
atomic physics data from the CHIANTI database (Dere et al., 1997). If using the-
oretical values, one must be careful that any instrumental effects that could result
in wavelength shifts are also taken into account. Observationally, the rest wave-
length can be determined by calculating the average centroid value over an area of
the Sun where no significant line of sight plasma motions are expected (e.g. quiet
Sun or limb). This method is reliable because, while the rest wavelength is not yet
known, it is easy to identify areas that show a significant wavelength shift compared
to the surroundings (indicative of a significant line of sight plasma motion at that
location) and exclude it from the calculations. In addition, in this way, systematic

instrumental effects that lead to wavelength shifts can be accounted for as well.
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3.3.3 Line Broadening

Observed spectral lines have a non-zero width. The main contribution to the
broadening of an emission line is caused by thermal motions within the plasma

(Phillips, 2009). The thermal speed v; (most probable speed) of a plasma at a par-

by = 2T (3.17)
ni

where T is the plasma temperature, m; is the ion mass and kp is the Boltzmann

ticular temperature is given by:

constant. Particles within the plasma move in random directions at speeds that have
a Maxwell-Boltzmann distribution peaking at v;. This results in plasma motions
at different speeds along the line of sight and their associated Doppler shifts. The

superposition of all these small Doppler shifts gives the thermal broadening of the

AL :AM/41n22kBT. (3.18)
m;

Note that this motion within the plasma is different from the bulk plasma motion

emission line:

discussed in Section 3.3.2. In addition, instrumental effects caused by the finite
resolution of the detector also contribute to line broadening. It was observed, how-
ever, that observed spectral lines (the full width half maximum of the spectral line
Gaussian fit) are sometimes broader than thermal broadening and instrumental ef-
fects could explain (Harra and Mason, 2004). The excess was broadly defined as
non-thermal line broadening:

AX 3 = A)Lt%]ermal + Ali%lstrumental +AA g (3.19)

observed non-thermal *

The source of this excess broadening has been proposed to be due to a variety of
reasons, including plasma turbulence, wave activity or unresolved Doppler shifts.
Of course, line widths can also be artificially increased by line blends as well, but
the likelihood of this happening can be confidently estimated from atomic physics

data.
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Figure 3.8: Predicted variation of the Ca xv 181.90 A / 182.87 A ratio with density, com-
puted using the CHIANTI database (Dere et al., 1997) Version 10.1 (Del Zanna
et al., 2021).

3.3.4 Density

Electron density can be measured using a pair of emission lines from a single
ion for which the ratio of emissivities is density sensitive. This requires the exis-
tence of metastable levels within the ion (for details see e.g. Mariska, 1992). It is
important to also check that the line ratio has no temperature dependence. An ex-
ample of such a line pair (used for density calculations in Chapter 7) is Ca xv 181.90
A /182.87 A and the theoretical dependence of the line ratio on density is shown in
Figure 3.8. To calculate the electron density, the observed spectral line ratio must

be compared against the theoretical curve.

3.3.5 Temperature

Electron temperature can be measured using a pair of emission lines from con-
secutive ions of a given element. The relative population at different ionization
states is temperature dependent. It is important to check that the line ratio has no
density dependence. An example of such a pair (used for temperature calculations

in Chapter 7) is Fe xv 284.163 A / Fe xvi 262.976 A and the line ratio with tem-
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Figure 3.9: Predicted variation of the Fe xv 284.163 A / Fe xvi1 262.976 A ratio with den-
sity, computed using the CHIANTI database (Dere et al., 1997) Version 10.1
(Del Zanna et al., 2021).

perature is shown in Figure 3.9. To calculate the electron temperature, the observed

spectral line ratio must be compared against the theoretical curve.

3.3.6 Differential Emission Measure

The DEM, defined in Eqn. 3.13, is an indication of the amount of plasma along
the line of sight that emits radiation at a given temperature T. Since the intensity of

a spectral line is related to the DEM via:
1) = / Ab(X)C(N,,T,A)DEM(T)dT, (3.20)

the DEM can be retrieved via an inversion method from a series of spectral line
intensity measurements. There are currently three types of commonly implemented
methods for calculating DEMs (see Young, 2023a): Gaussian DEMs, multi-linear
DEMs and Markov-Chain Monte Carlo method (MCMC) DEMs. Gaussian and
multi-linear DEMs assume a functional form for the DEM. MCMC DEMs do not,
but they do assume a smooth DEM curve. Commonly used methods for obtaining

the types of DEMs listed above are to either forward fit a chosen model (for the
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Gaussian or multi-linear DEMs) or to use a Bayesian approach (for the MCMC
DEMs; Kashyap and Drake, 1998). The advantages and disadvantages of these

methods are discussed extensively by Del Zanna and Mason (2018).

After the inversion is performed and the DEM function is calculated, the in-
ferred intensity of a given spectral line can be calculated using Eqn. ??equation
Linferred(A) = [Ab(X)C(N,, T, A)DEMipgerreq(T )dT. This can be done for any spec-
tral line, not only those included in the DEM analysis. To quantify the deviation of
the calculated DEM, DE Miferred(T'), from the true DEM of the plasma, DEM(T),
a x? quantity can be calculated as:

X =

2
Tinferred — lobserved ) (3.21)

all DEM lines ( Olypserved

where Liferred 1S the inferred spectral line intensity, Iopserved 1S the observed spectral

line intensity and of is the error in the observed intensity. The sum is over all

observed
the lines included in the DEM calculation. As a check that the calculated DEM is
reasonably close to the true DEM, the values of the ¥ should not be higher than
the number of lines used in the DEM calculation. This ensures that the differences

between the observed and inferred intensities are approximately within the observed

errors.E:S/spectral line intensity:
hntered () = [ AD(X)C(Nes T, 2)DEMitenea(T)dT. (3.22)

This can be done for any spectral line, not only those included in the DEM analysis.
To quantify the deviation of the calculated DEM, DEMipferreq(T), from the true
DEM of the plasma, DEM(T), a x? quantity can be calculated as:

2

$2= (3.23)

2
<Iinferred —1 observed )
9
all DEM lines Globserved

where Liferred 1S the inferred spectral line intensity, Iopserved 18 the observed spectral

line intensity and o is the error in the observed intensity. The sum is over all

observed

the lines included in the DEM calculation. As a check that the calculated DEM is
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reasonably close to the true DEM, the values of the )2 should not be higher than
the number of lines used in the DEM calculation. This ensures that the differences
between the observed and inferred intensities are approximately within the observed
errors.e the DEM is known, it is possible to calculate a total emission measure (EM)

by integrating the DEM over the whole temperature range:
EM = / N,Nydh = / DEM(T)dT. (cm™) (3.24)
h T

Another helpful product that can be obtained from the DEM is the effective
temperature of a given emission line. This is defined as the weighted average of the

temperature:
J G(N, T,A)DEM(T)TdT

[G(N,,T,.)DEM(T)dT ’ (3.25)

Tegr =

and gives an indication of the temperature range where most of the line emission
comes from. Note that this can often be different from Ty,.x, Which is the temper-
ature corresponding to the peak of the contribution function G(N,,T,A). In this
thesis, the MCMC method is used in reconstructing the DEM from high resolution
spectral data for the FIP bias calculations presented in Chapters 5 and 6 (see also
Section 3.3.6).

Another method is to use regularised inversions which was shown to recover
a DEM similar to that found via a MCMC method but in considerably less com-
putational time (Hannah and Kontar, 2012). The regularised inversion method can
be applied to high resolution spectral data (such as Hinode EIS), but can also be
extended to broadband imaging data (such as SDO AIA). In this thesis, the regu-
larised inversion method is used for computing the temperature distribution using

broadband imager data in Chapter 6.

3.3.7 Plasma Composition

The total irradiance of a spectral line is proportional to the abundance of the
element it corresponds to. This provides an opportunity to use spectral line intensity
observations for coronal plasma composition measurements (see Section 2.2). Pot-

tasch (1963) developed the first method to calculate an approximate emission mea-
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sure and investigate elemental abundance using full-Sun EUV observations. Further
methods have been developed by Jordan and Wilson (1971) and Widing and Feld-
man (1989), with the latter being used extensively for abundance measurements.
Currently, a variety of methods for estimating the FIP bias can be found in the liter-
ature. An overview of the different methods of deriving chemical abundances using
EUYV spectroscopy is given by Del Zanna and Mason (2018). The methods used for

the work in this thesis are described below.

If the total irradiances of the two lines are given by:
F(A;) = Ab(X) / C(N,,T, A;))DEM(T)dT, (3.26)
and
F(Am) = Ab(Y) / C(N,, T, Ayy) DEM(T)dT, (3.27)
then the relative abundance of the two elements in the corona is given by:

Ab(X)  F(Aji) _ JC(Ne,T,Aiyw)DEM(T)AT 3.28
AB(Y) " F(w) [ C(Ne,T, Aj) DEM(T)dT o

The FIP bias, i.e. the relative abundance of the two elements in the corona compared

to the photosphere, is then:

e (25)

, 3.29
Ab (Y ) A (Y)> photosphere ( :

where the photospheric relative abundance is essentially a normalisation factor since
the photospheric abundances do not change (see Chapter 2). Different methods for
deriving the FIP bias can be found in the literature, and they include various ways
of estimating the second term in Eqn. 3.28 depending on the number of lines avail-
able, the region studies etc. Note that the absolute abundances of some elements
in the photosphere have not been measured directly (e.g. Ar; Lodders, 2008) and,
therefore, have high uncertainties. For this reason, some studies prefer to only

use the relative abundance of two elements (Eqn. 3.28) and not normalise by the
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photospheric relative abundance, i.e. use Eqn 3.29, to avoid additional sources of

uncertainty.

3.3.7.1 Spectral Line Ratios

This method involves making the approximation that the second term in Eqn.
3.28 is approximately 1, i.e. assuming that the contribution functions of the two
spectral lines are identical. This reduces the FIP bias expression to the ratio of

intensities of the emission lines involved:

FIPbias =

F(Aji) / (Ab(X) (3.30)

F()le) Ab(Y) > photosphere '

In reality, no two contribution functions are identical. This means that the emission
lines ratio is sensitive to temperature and density variations in addition to the plasma
composition variations (see Figure 3.10). These introduce uncertainties to the FIP
bias measurement which are difficult to estimate. To minimise these uncertainties,
emission lines must be chosen carefully such that they have very similar contribu-
tion functions, i.e. a relatively constant contribution function ratio, at least over the
expected temperature range of the plasma that is being observed (examples of such
line pairs in the Hinode EIS spectral range are provided by Feldman et al., 2009).
If the required emission lines are available, an additional level of confidence can be
provided by analysing the temperature (see e.g. Doschek et al., 2018; Baker et al.,
2022) or DEM distribution (see e.g. To et al., 2021) variations in the regions under
study. If changes in the measured FIP bias are not associated with changes in the
temperature/DEM distribution, then it is more likely that they are real composition

variations. Density effects are typically much weaker than temperature effects.

This method has the advantages of being easy to apply and computationally
inexpensive. It also does not require an extensive list of emission lines, which means
it can also be applied to Hinode EIS studies that were not designed specifically for
plasma composition measurements. The disadvantage is larger errors on the FIP
bias measurements due to temperature and density effects . This method is used for

plasma composition measurements presented in Chapter 6.
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Figure 3.10: Contribution functions, G(N,, T, 4;;), at a density of 10'° cm—3 and assuming
photospheric composition (sun_photospheric_2021_asplund) for Si x 258.37
A (black) and S x 264.23 A (gray). Ratio of the Si x 258.37 A and S x 264.23
A contribution functions for a selection of electron density values indicated in
the legend assuming photospheric (sun_photospheric_2021 _asplund; blue) and
coronal (sun_coronal 2021 _chianti; red) composition. Computed with CHI-
ANTI (Dere et al., 1997) Version 10.1 (Del Zanna et al., 2021).

3.3.7.2 Isothermal Approximation

This method involves approximating the second term in Eqn. 3.28 by assuming
the bulk of the plasma is isothermal. This means assuming that the DEM distribu-
tion has contribution from plasma at a single temperature, that all the plasma along
the line of sight has a single temperature, so the second term in Eqn. 3.28 is approx-
imated by the ratio of contribution functions. This, therefore, reduces the FIP bias

expression to:

FIPbias =

F(Aﬁ) y C(Neanlasma»AlrrJ/ (Ab<X) (3.31)

F(Alm) C(Ne’ Tplasma» A‘ﬁ) Ab(Y) )photosphere

where Tjjasma 18 the bulk plasma temperature, calculated as detailed in Section 3.3.5.
Electron density can also be calculated as detailed in Section 3.3.4 and used for the
contribution function ratio calculation.

This method provides a more accurate FIP bias estimation than the one given

by Eqn. 3.30, as it accounts (to a first order approximation) for the effects of temper-
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ature variations on the spectral line ratio. Coronal plasma is, however, multi-thermal
and, in the absence of a DEM analysis, it is difficult to estimate the plasma popula-
tion at temperatures away from the average (measured) temperature and the effect
it has on the spectral line ratio.

This method has the advantage of being more accurate than the spectral line
ratio one, in addition to being easy to apply and computationally inexpensive. The
disadvantage is that uncertainties are still hard to estimate. And, of course, it has
the additional requirement that observations of emission lines which can be used
for the temperature diagnostic and have similar formation temperatures as the ones
involved in the FIP bias diagnostic must be available. This method is used for

plasma composition measurements presented in Chapter 7.

3.3.7.3 Differential Emission Measure Analysis

This method involves calculating the second term in Eqn. 3.28 by performing a
DEM analysis (see Section 3.3.6) to account for temperature effects and, if lines are
available, a density analysis (see Section 3.3.4) to account for density effects. There
are various applications of this method, but the general idea of the version used in
this thesis (also by e.g. Brooks and Warren, 2011; Baker et al., 2013; Brooks et al.,
2015) is presented below.

The emission lines needed are: a pair of low-FIP (X) and high-FIP (Y) ele-
ments, a series of emission lines from the same ion (Z) for the DEM analysis and
a line pair that is density sensitive. The density is measured as described in Sec-
tion 3.3.4 and used to compute the contribution function (assuming photospheric
abundances) as a function of temperature for the spectral lines involved in the DEM
analysis. The DEM is computed using a series of emission lines from a low-FIP
element, such that the calculated DEM is sensitive to the FIP effect. Ideally, all
the lines used for the DEM belong to the same element such that they are equally
affected by the FIP effect. However, in case not enough lines are available from
the same element, multiple low-FIP elements can be used. The Hinode EIS spec-
trum includes a range of strong Fe lines with good temperature coverage which are

typically used for the DEM analysis. The DEM distribution is reconstructed by in-
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version of the observed spectral line intensities as described in Section 3.3.6. In this
thesis an MCMC approach is used for the DEM calculation following the method
of Brooks and Warren (2011); Baker et al. (2013); Brooks et al. (2015), although
other methods exist as well (see Section 3.3.6). Since Z is a low-FIP element, the
computed DEM will be higher than the DEM of a high-FIP element Y by a factor
of the FIP bias, i.e.

DE Minferred from z = FIPpjas DEMy . (3.32)

This means that, if the inferred DEM is used to compute the intensity of the high-FIP
element Y (note that that high-FIP element Y was not used in the DEM calculation),

it will overestimate it by a factor of the FIP bias:

Tirea(A,¥) = [ G(Ne, T, ) DEMiteea (T T (3.33)
- / G(N,, T, A)FIPya DEMydT (3.34)
— FIPy,e / G(N.,T,\)DEMydT (3.35)
= FIPpiaslobserved (A,Y). (3.36)

Therefore, the FIP bias is given by the ratio between the inferred and the observed

line intensities of the high-FIP element:

I Aims Y
FIPp;,s = mferred( Im ) (3.37)

Iobserved (A'lma Y) .

If the low-FIP element used for the FIP bias diagnostic (X) is not the same as the
one used for the DEM analysis (Z), an additional step can be added where the DEM
curve is scaled up or down (if necessary) such that the predicted intensity of the
element X matches its observed intensity. In case X and Z have a significant sep-
aration in ionization potential they might show slightly different FIP bias values in
the corona. Therefore, this step ensures that the inferred DEM accurately reflects

the FIP bias of element X.

The main advantage of this method is that the temperature and density effects

are accounted for. In addition, uncertainties can be quantified and errors can be
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associated with the FIP bias measurement. The main challenge is that a DEM anal-
ysis requires an extended list of emission lines (typically Fe lines for the Hinode
EIS spectrum) that cover the temperature range of the plasma composition diagnos-
tic used. Not all EIS studies include an appropriate list of Fe lines and, for higher
temperature diagnostics such as the Ca xiv 193.87 A /Ar xiv 194.40 A diagnostic,
constraining the DEM can be challenging even if all the available Hinode EIS lines
are present in the study. Another downside is that it is also computationally ex-
pensive. This method is used for plasma composition measurements presented in

Chapter 5 and 6 (in Chapter 6, it is used alongside the spectral line ratios method).



Chapter 4

Instrumentation

A series of instruments and data products were used throughout this thesis
to characterize the plasma composition of the selected target and explore how it is
linked to other processes taking place in the solar atmosphere. This chapter provides

an overview of these instruments.

4.1 Hinode

Hinode, or Sunrise, (called Solar-B until launch; Kosugi et al., 2007) was
launched on 23 September 2006 (Japan time). It is a JAXA-led mission, with
significant contributions from NASA and ESA. Hinode orbits the Earth in a Sun-
synchronous polar orbit with a period of 98 minutes. It provides virtually contin-
uous observations for nine months at a time. During the three months of summer
in the northern hemisphere, Hinode experiences an ‘eclipse season’, where it orbits
behind (and is therefore eclipsed by) the Earth for a maximum of 10 minutes in
every orbit.

Hinode’s main scientific aims include understanding the mechanisms respon-
sible for coronal heating, drivers of transient phenomena such as flares and CMEs
and energy transfer from the photosphere to the corona. The payload consists of
three instruments providing remote solar observations at visible, EUV and X-ray
wavelengths. The Solar Optical Telescope (SOT; Tsuneta et al., 2008) takes obser-
vations in the visible to study photospheric dynamics and magnetic field evolution.

The EUV Imaging Spectrometer (EIS; Culhane et al., 2007) studies coronal dynam-
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Figure 4.1: An example of an EIS active region spectrum with identifications for the main
emission lines. Dashed lines show the effective area of the instrument, which
peaks at 0.31 cm? on the short wavelength detector and 0.11 cm? on the long
wavelength detector. Image from Young et al. (2007).

ics in the EUV. The X-Ray Telescope (XRT; Golub et al., 2007) takes observations

in the X-rays, covering the temperature range 1-30 MK, to study coronal dynamics,

particularly in active regions and solar flares.

4.1.1 The EUV Imaging Spectrometer (EIS)

The EUV Imaging Spectrometer (EIS; Culhane et al., 2007) provides high res-
olution spectral observations of the solar corona and transition region in two wave-
length ranges, 170 - 210 A (short wavelength band) and 250 - 290 A (long wave-

length band). The strongest lines observed in the EIS spectrum in an active region
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Figure 4.2: A system of coronal loops observed by Hinode EIS at the West limb on 17
December 2006 in a series of emission lines. Each of the lines is formed at
a different temperature, and thus captures emission from plasma at different
temperatures. Image produced by Dr. Peter Young !.

are shown in Figure 4.1. EIS simultaneously observes a series of emission lines
covering temperatures from 0.05 MK (He 1) to as high as 16 MK (Fe xxi1v) and pro-
viding temperature slices through the Sun’s atmosphere (see Figure 4.2). EIS data

and a series of data products are used extensively throughout this thesis.

4.1.1.1 Instrument Overview

EIS is a normal incidence multilayer-coated imaging spectrometer. The optical
layout of the instrument is shown in Figure 4.3. Light emitted at the Sun enters the
instrument through a thin 1500 A Al filter (right hand side of Figure 4.3) which stops
visible radiation from passing through. Radiation is then reflected off a primary
mirror and focused onto a slit. After passing through the slit, it is dispersed by a
diffraction grating onto the two CCD detectors.

The slit exchange mechanism (see Figure 4.3) can be used to choose between

a 17 slit, 2" slit, 40" slot or 266" slot for each observation. Slit observations have

! Available at: https://pyoung.org/Hinode/gallery/flare_dec17.html.
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Figure 4.3: Hinode EIS optical layout, with labeled components. S/SW and L/LW refer
to parts of the instrument that correspond to the short and long wavelength
detectors. Image from Culhane et al. (2007).

high spectral resolution but it takes longer to produce a scan. Slot observations of
a similar target are much faster, but this comes at the expense of reduced spectral
resolution. Slot images can be interpreted as a superposition of simultaneous narrow
slit spectra from adjacent solar positions. Under some assumptions, it is possible to
deconvolve the narrow slit spectra hidden under the 40" slot images (Ugarte-Urra

et al., 2009). The analysis in this thesis uses slit observations.

EIS can perform two types of scans: raster scans and sit-and-stare scans. For
raster scans, the location of the slit changes after each reading (moving from right to
left), providing spatial information of the selected target. Rastering over a target can
take tens of minutes to hours (depending on field of view and exposure time). This
means that temporal information is sacrificed for spatial information. In addition,
each slit scan takes place at a different time, so the rightmost part of the raster scan is
observed earlier than the leftmost one. This type of scan is appropriate for scanning
targets that are not expected to evolve significantly over the time of the scan. For
sit-and-stare scans, the slit does not move, providing high cadence observations,
but sacrificing spatial resolution. In this thesis, raster scans are used to study active
region evolution (see Chapters 5 and 6) and sit-and-stare scans are used to study

flare dynamics (see Chapter 7).
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4.1.1.2 Known Instrumental Effects

There are a number of known instrumental effects that must be taken into ac-
count when working with EIS data. EIS instrumental effects and software to correct
them are well documented in a series of EIS Software Notes”. The most important

effects for the work included in this thesis are detailed below.

Spectrum tilt: Images obtained from different EIS emission lines are offset

from each other in the Y direction. The spectrum tilt, T, is defined as:

=Y

= A

(pixels/A) “4.1)

where Y is the Y-pixel position of an observed solar feature on the detector and
A is the wavelength at which the feature is observed. There are two instrumental
effects that contribute to this: a tilt of the diffraction grating relative to the CCD axes
(notation: Tsw and Trw for the short and long wavelength detectors respectively),
and a spatial offset in the Y direction between the two EIS CCDs (notation: A). The

Y-offset of a given line is measured relative to the He 11 256.32 A line as:

v Tsw(A —185.21)+A (pixels/A) for the SW channel, 42
Tiw (A —256.32) (pixels/A) for the LW channel.

The grating tilt was calculated by Young et al. (2009), Del Zanna and Ishikawa
(2009) and S. Kamio & H. Hara (unpublished work). Young et al. (2009) found a
value of Tsw = —0.0792 pixel/A by analysing emission observed in Fe vin and Fe xu1
on the SW channel. Del Zanna and Ishikawa (2009) found values of Tgyw = —0.0802
pixel/A and Tjw = —0.0804 pixel/A by cross-correlating intensities from lines at
different wavelengths. S. Kamio & H. Hara (unpublished work) found values of
Tsw = —0.0872 pixel/A and Tjw = —0.0768 pixel/A using observations of the
Mercury transit on 8 November 2006. While these values are slightly different,
the resulting differences are below the size of one pixel. The IDL Solarsoft routine

used for this correction, eis_ccd_offset, assumes the value of Young et al. (2009) for

2 Available at: https://solarb.mssl.ucl.ac.uk/SolarB/eis_docs/EIS_Software_Notes.html
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both detectors. The spatial offset between the two detectors was calculated by P. R.
Young (unpublished work) and S. Kamio & H. Hara (unpublished work). The two
studies are in agreement, finding an offset of 18.5 pixels between features observed
in the Si vir 275.37 A (LW detector) and Fe vir 185.21 A (SW detector) lines. As-
suming a diffraction grating tilt of Tsw & 1w = —0.0792 pixel/A, an offset of 7.1
pixels is due to the grating tilt, leaving a physical offset of A = 11.4 pixels between
the two CCD detectors. This instrumental effect is discussed in EIS Software Note
No. 3. This effect is wavelength dependent, and, therefore, it is particularly im-
portant to account for it when using spectroscopic diagnostics which use multiple
emission lines such as FIP bias, density, temperature or DEM, all of which are used

in this thesis.

Spectrum drift: The centroid of any given emission line on the EIS detector
oscillates with a period of 98 minutes (Hinode’s orbital period) due to thermal ef-
fects on the detector. Throughout its orbit, Hinode maintains its pointing towards
the Sun. It also does not rotate, so the illumination from Earth that reaches each
side of the spacecraft varies with time. Particularly for EIS, this means that there
are parts of the orbit where it is directly illuminated by the Earth and parts where it
is shadowed by SOT. This results in a variation in the temperature of the instrument,
which affects the EIS grating, resulting in a small rotation of the grating position.
The location of emission lines moves on the CCD as a result, creating artificial
Doppler shifts. As illustrated in Figure 4.4, these dominate the Doppler shifts due
to real plasma motions on the Sun, so this effect must be corrected before using
the data. Details about the spectrum drift and how to correct for it are provided by

Kamio et al. (2010) and EIS Software Note No. 5.

Slit tilt: The EIS narrow slits (1” and 2”) are tilted relative to the CCD axes.
In addition, the slits also have a small curvature. As a result, the measured line
centroids vary systematically with Y-position. This introduces another artificial ve-
locity shift (note this is completely different from the spectrum shift effect), as
lines are increasingly more blue-shifted towards the top of the CCD. This effect is

stronger for the 2" slit because the tilt of the 2" slit is larger than that of the 1” slit.
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Figure 4.4: A velocity map derived from an EIS raster. EIS rasters from right-to-left, and
the vertical bands of blue and red correspond to the spectrum drift during the
raster. Image from EIS Software Note No. 5.

The slit tilt and curvature were estimated from EIS observations in strong emission
lines (Kamio et al., 2010). More details on this effect can be found in EIS Software

Note No. 4.

Point-spread function (PSF): EIS has an asymmetric PSF, which results in a
spatial Y offset between regions of strong blueshifts/redshifts and regions of high
intensity. This is another type of artificial velocity shift, but it is, again, completely
different from the spectrum shift and slit tilt effects. The EIS PSF has an ellipti-
cal shape and is tilted relative to the Solar-Y and wavelength axes (see Figure 4.5).

When a bright point is imaged, the photon counts on the detector follow the shape
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Figure 4.5: Schematic of the EIS PSF (solid line ellipse) of a bright point (marked by a
star). The main axis of the ellipse is tilted at an angle of 135° relative to the
wavelength axis. Adapted from EIS Wiki 3.

of this ellipse. This results in a blueshift in the north side of the bright point and a
redshift in the south side. If the PSF was rotated by 90°, we would see the oppo-
site effect and, if the ellipse was aligned with either the Solar-Y or the wavelength
axes, we would not see an asymmetric effect at all. If the intensity gradient is de-
creasing from north to south, the centroid of the emission line is redshifted and if
it is increasing the centroid of the emission line is blueshifted (Young et al., 2012).
Typically, this effect is small, but it becomes significant in regions with a strong in-
tensity gradient along the slit. This is particularly important at the solar limb, where
coronal lines are stronger due to limb brightening (e.g. Tian et al., 2010). This effect
is described in detail by Young et al. (2012) and in EIS Software Note No. 8.
Instrumental width: The widths of emission lines captured by EIS (see Sec-
tion 3.3.3) are dominated by an instrumental component. This instrumental width is
different for the two detectors and also for the 1” and 2" slits. Early post-launch cal-
culations estimated widths of 54 mA for the SW band and 55 mA for the LW band
(Brown et al., 2008). The instrumental width was soon after discovered to also vary
with Y-pixel position on the CCD detector. It varies from approximately 60 mA at

the bottom of the CCD to 75 mA at the top for the 1” slit and is approximately 7

3 Available at: https://vsolar.mssl.ucl.ac.uk/JSPWiki/, with original image available in the Spatial
offset of velocity features relative to intensity features section.
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Figure 4.6: Hinode EIS instrumental width variation with CCD Y-pixel location for the 1”
(solid line) and 2 (dashed line) slits. Image from EIS Software Note No. 7.

mA higher for the 2” slit (see Figure 4.6). This effect is detailed in EIS Software
Note No. 7 and is routinely corrected using the Solarsoft eis_slit_width routine.

Detector sensitivity and degradation: The detector sensitivity varies with
wavelength on both detectors. In addition, the relative degradation of the two de-
tectors is not known. A few calibration studies focused on accounting for these
effects, in particular Del Zanna (2013b), Warren et al. (2014) and, more recently,
Del Zanna et al. (2023). This aspect is particularly important for any calculations
that involve multiple emission lines and it is the reason why quantities such as den-
sity, temperature or FIP bias are only calculated using ratios of emission lines from
the same detector. Where possible, it is preferred that the lines involved in the ratios
are close in wavelength to minimise the effects of detector sensitivity variation with
wavelength.

Hot and warm pixels: the EIS detectors have a few hot pixels and a relatively
large and increasing number of warm pixels. These are locations where the solar
signal is affected by issues with the detector electronics and must be flagged before

carrying out data analysis. Hot pixels are pixels on the CCD which have higher than
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normal rates of charge leakage, likely due to defects in certain parts of the detector
or caused by radiation damage (in particular the South Atlantic Anomaly, which
Hinode passes through during every orbit). Warm pixels are similar to hot pixels,
but they have lower signal levels and, unlike hot pixels, they are harder to identify in
the data. The properties of these hot and warm pixels are discussed in EIS Software
Note No. 6 and suggestions on how to handle them in data analysis are discussed in

EIS Software Note No. 13.

4.1.1.3 Data products

Hinode EIS data can be used to derive a variety of spectroscopic diagnostics,
including all of those listed in Section 3.3. Intensity, Doppler velocity and nonther-
mal velocity can be measured for each line on the extensive emission lines list on
the EIS spectrum. Density, temperature and FIP bias can also be measured using
pairs of emission lines. In addition, the EIS spectrum includes a wide range of Fe
lines which can be used to derive the EM and DEM distribution (see Section 3.3.6).

The Hinode EIS spectral range includes line pairs that can be used as plasma
composition diagnostics at different plasma temperatures. In addition, calcula-
tions of the DEM distribution can be used to account for temperature effects in
the line ratio (see Section 3.3.7). A few examples of the EIS plasma compo-
sition diagnostics used in the literature include: Si x 258.375 A/S x 264.233 A
(log (T[K]) ~ 6.2; e.g. Brooks and Warren, 2011; Baker et al., 2013), Fe xu 195.12
A/S x 264.23 A (log(T[K]) ~ 6.2; e.g. Ko et al., 2016), Fe xvi 262.98 A/S xm
256.69 A (log (T[K]) =~ 6.4; e.g. Baker et al., 2022), Ca xiv 193.87 A /Ar xiv 194.40
A (log (T[K]) ~ 6.6; e.g. Doschek et al., 2018; To et al., 2021). A list of additional
plasma composition diagnostics that could be derived from Hinode EIS data are

explored by Feldman et al. (2009).

4.2 The Solar Dynamics Observatory (SDO)

The Solar Dynamics Observatory (SDO; Pesnell et al., 2012), the first mission
to be part of NASA’s Living With a Star (LWS) Program, was launched on 11

February 2010. The spacecraft is placed in a geosynchronous orbit above its ground
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station in New Mexico, which enables it to take continuous observations of the Sun.
SDO’s payload consists of three instruments. The Atmospheric Imaging Assembly
(AIA; Lemen et al., 2012) observes the evolution of the solar atmosphere at various
temperatures. The Helioseismic and Magnetic Imager (HMI; Scherrer et al., 2012)
monitors the evolution of the photospheric white light emission and magnetic field.
The EUV Variability Experiment (EVE; Woods et al., 2012) measures the full-Sun

integrated EUV irradiance with unprecedented spectral resolution.

4.2.1 The Atmospheric Imaging Assembly (AIA)

The Atmospheric Imaging Assembly (AIA; Lemen et al., 2012) is a broadband
imager that produces full-Sun observations of the various layers of the solar atmo-
sphere in ten wavelength bands (see Table 4.1) with a cadence of 12 s. One of these
passbands (4500 A) observes in the optical part of the spectrum, capturing contin-
uum emission from the photosphere. Two of these passbands (1700 A and 1600 A)
observe emission in the ultraviolet (UV) part of the spectrum. While the 1600 A
and 1700 A channels are typically believed to be dominated by photospheric con-
tinuum emission, results of Simdes et al. (2019) suggest that this is only the case in
plage regions while in flaring regions the flare excess emission is of chromospheric
origin. The other seven passbands (304 A, 171 A, 193 A, 211 A, 335 A, 94 A and
131 A) cover strong emission lines formed in the EUV part of the spectrum. Each
passband is centered on lines that form at different temperatures, maximizing the
temperature coverage of the instrument. The 304 A passband is dominated by the
He 1 line and observes the chromosphere and transition region. The 171 A, 193
A, 211 A, 335 A, 94 A and 131 A passbands are dominated by different Fe lines
and observe the corona at different temperatures. Figure 4.7 shows the temperature
response of the coronal passbands. It is important to note that, while each filter
has a primary contribution from one or two lines, AIA is a broadband instrument,
so emission from other lines is captured as well. This can introduce uncertainty
about what plasma population is dominating in an observation. AIA data are used

throughout this thesis.
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Channel Primary ion(s) Region of the atmosphere Char. log(T[K])
4500 A continuum photosphere 3.7
1700 A continuum temperature minimum, photosphere 3.7
304 A He 1 chromosphere, transition region 4.7
1600 A C1v + cont. transition region, upper photosphere 5.0

171 A Fe 1x quiet corona, upper transition region 5.8
193 A Fe xu, Fe xxiv quiet corona and hot flare plasma 6.2,7.3
211 A Fe xiv active region corona 6.3
335 A Fe xvi active region corona 6.4
94 A Fe xvi flaring corona 6.8
131 A Fe v, Fe xxi transition region, flaring corona 5.6,7.0

Table 4.1: Primary emission contribution(s) and temperature range covered by each SDO
AIA passband. Table from Lemen et al. (2012).
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Figure 4.7: Temperature response functions for the six AIA channels dominated by coronal
Fe emission. The functions are calculated from the AIA effective area functions
(Boerner et al., 2012) and using atomic data from the CHIANTI database (Dere
etal., 1997). Image from Lemen et al. (2012).
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4.2.2 The Helioseismic and Magnetic Imager (HMI)

The Helioseismic and Magnetic Imager (HMI; Scherrer et al., 2012) is a
narrow-band instrument that produces full-Sun high-cadence observations of the
solar photosphere. It observes the 4 Stokes polarisation states (I, Q, U, V) at 6
wavelengths across the Fe 1 6173 A absorption line as well as the continuum emis-
sion near the Fe 16173 A spectral line. These observations are then used to measure
continuum intensity, Doppler velocity and line-of-sight magnetic flux in the photo-
sphere with a cadence of 45 s and photospheric vector magnetic field with a cadence
of 12 minutes.

The photospheric magnetic field strength can be estimated using knowledge of
the Zeeman effect. The Zeeman effect is the effect of splitting of a spectral line
into several components in the presence of a static magnetic field: one at higher
wavelength, one at lower wavelength and one unchanged. The degree of splitting
is related to, and, therefore, can be used to measure, the strength of the magnetic
field. These shifted components also have different polarisation states, one is right-
hand circularly polarised and the other left-hand circularly polarised. The unshifted
component is linearly polarised. HMI obtains 24 filtergrams (six wavelengths and
four Stokes parameters) which can be used to determine the line of sight and, using
an inversion process, the vector magnetic field. Photospheric plasma flows can
also be investigated using the Doppler effect of spectral lines (using the principle

outlined in Section 3.3.2). HMI magnetic field data are used in Chapters 5 and 6.

4.3 The Solar Terrestrial Relations Observatory

(STEREQO)

The Solar TErrestrial RElations Observatory (STEREQO; Kaiser et al., 2008)
mission was launched in October 2006. It consists of two identical satellites,
STEREO-A and STEREO-B, placed in heliocentric orbits at a distance of approx-
imately 1 AU from the Sun. STEREO-A is slightly closer to the Sun than Earth,
orbits the Sun slightly faster than Earth and is, therefore, orbiting ahead of Earth.
STEREO-B is slightly further away from the Sun than Earth, orbits the Sun slightly
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Figure 4.8: Locations of the STEREO-A and STEREO-B spacecraft relative to Earth on
the 16th January 2013. Image created using the ‘Where is STEREO?’ tool .

slower than Earth and is, therefore, orbiting behind Earth. The angular separation
between STEREO-A/STEREO-B and Earth increases by approximately 22° every
year, enabling them to provide a stereoscopic view of the Sun as this separation
angle increases. An example of the STEREO spacecraft and SDO being located
ideally to image the whole Sun is shown in Figure 4.8 (SDO and Hinode are essen-
tially located at Earth). Contact with STEREO-B was lost on 1 October 2014, but
STEREO-A remained functional. Each STEREO satellite has a total of 16 instru-

ments on board, providing both remote sensing and in situ observations.

4.3.1 The Extreme Ultraviolet Imager (EUVI)

The Extreme Ultraviolet Imager (EUVI; Wuelser et al., 2004) is part of the Sun

Earth Connection Coronal and Heliospheric Investigation (SECCHI; Howard et al.,

4Available at: https://stereo-ssc.nascom.nasa.gov/cgi-bin/make_where_gif.
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2008) instrument suite. It is a broadband imager that observes the chromosphere
and the low corona in four passbands: 171 A, 195 A, 284 A and 304 A, covering a
temperature range from 50,000 K to 20 MK. EUVI produces full-Sun images with a
resolution of 1.6 arcsec per pixel and initial passband dependent cadence of 75-300
s for the 171 A channel, 300-600 s for the 195 A and 304 A channels and 1200 s
for the 284 A channel. Later in the mission, as the spacecraft separation increased
and, as a consequence, the bandwidth decreased, the cadence was reduced to 300
s in the 195 A passband, 600 s in the 304 A passband and approximately 4 hours
for the 171 A and 284 A passbands. Data from STEREO-A EUVI and STEREO-B
EUVI are used in Chapter 5.

4.4 Geostationary Operational Environmental Satel-

lites (GOES)

The Geostationary Operational Environmental Satellites (GOES) suite is a
network of satellites that continuously monitors atmospheric conditions and so-
lar activity. They have two main goals: 1) to make timely weather forecasts and
understand long-term climate conditions, and 2) to make accurate space weather

predictions.

4.4.1 X-ray Sensor (XRS)

Each GOES satellite has two X-ray Sensors (XRS) which measure solar X-ray
fluxes in two passbands: 0.5-4.0 A (short channel) and 1.0-8.0 A (long channel).
The peak X-ray flux registered in the long channel passband during a solar flare is
used to classify the magnitude of the solar flare (see Table 1.2 in Section 1.2.2). Data

from GOES XRS are used briefly throughout this thesis to classify flare classes.



Chapter 5

Global Plasma Composition Patterns
in Quiescent Active Regions: Links

to Evolutionary Stage

This chapter contains results published in The Astrophysical Journal (Mi-
hailescu et al., 2022). This work was carried out under the supervision of Prof.
Lucie Green, Dr. Deborah Baker, Dr. David Long and Prof. Lidia van Driel-
Gesztelyi. The FIP bias calculations were performed by Dr. David Brooks (George
Mason University). The results of this work were presented in two contributed talks
at the COSPAR Scientific Assembly (Athens, Greece) in July 2022 and the Hinode
15/IRIS 12 Meeting (Prague, Czech Republic) in September 2022 and a virtual sem-
inar at the Astronomical Institute of the Romanian Academy (Bucharest, Romania)

in November 2022.

5.1 Introduction

Plasma composition is highly variable in active regions, both spatially and in
time. As detailed in Section 2.4.1, the plasma composition in the early stages of an
active region’s emergence phase is photospheric (Widing and Feldman, 2001). This
makes sense, since magnetic flux tubes are emerging from below the photosphere
and expanding into the corona, bringing upwards plasma with photospheric compo-

sition. As flux emergence progresses, the FIP bias increases with time in both large
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active regions (Widing and Feldman, 2001) and small emerging flux regions (Baker
et al., 2018). Once the active region enters its decay phase, it is dominated by a
global decrease in the FIP bias (Baker et al., 2015; Ko et al., 2016) until it reaches
values comparable with those of the surrounding quiet Sun (Ko et al., 2016). Baker
et al. (2018) proposed that the FIP bias increase in the emergence phase is driven by
the fractionation process (Laming, 2004, 2015) and transport of fractionated plasma
from the chromosphere into the corona. In contrast, the FIP bias decrease in the late
decay phase is driven by plasma mixing as a result of magnetic reconnection be-
tween active region loops and small emerging bipoles that bring up photospheric

plasma in the dispersing field of the active region.

As well as temporal variation, active regions show spatial variation in FIP bias.
The highest FIP bias values are observed at active region loop footpoints (Baker
et al., 2013), indicating that this is where the fractionation process takes place (as
proposed by Laming, 2004). Traces of high FIP bias are observed along some of
the active region loops, indicating plasma starting to mix along loops (Baker et al.,
2013). Flux cancellation along the active region main polarity inversion line (PIL),
and the associated flux rope formation can lead to lower FIP bias levels (Baker et al.,
2013, 2022). The FIP effect was found to partially shut down in regions above
strong sunspots, with observations showing plasma with photospheric or close to

photospheric composition (Doschek and Warren, 2017; Baker et al., 2021b).

The case studies outlined above found trends and patterns in how FIP bias
evolves and is distributed within active regions. In the work presented in this chap-
ter, active region plasma composition trends are explored in a large dataset of 28
active regions from 3 full Sun Hinode EIS scans to understand the effects of age,
magnetic flux, magnetic configuration and evolutionary stage on the observed FIP
bias variations. The dataset contains active regions of all evolutionary stages, from
emergence to decay, including very dispersed active regions that are in a more de-
veloped stage than the ones analysed in previous studies. This provides an oppor-
tunity to investigate whether there is a link between plasma composition and active

region characteristics such as age, evolutionary stage and magnetic field configu-
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ration in a larger dataset than before. Individual case studies are also investigated
to understand how particular aspects of an active region can influence its plasma

composition in the corona.

5.2 Observations

The dataset used for this study comprises three full Sun EIS scans taken on 16-
18 January 2013, 1-3 April 2015 and 18-20 October 2015. In total, these scans cover
28 active regions and the Hinode EIS spectroscopic observations can be analysed to
obtain composition measurements at the time of each scan. The active regions are
shown in Figure 5.1 and their general characteristics are given in Table 5.1. Details

on all the active regions in the study are shown in Figures 5.2-5.11.

5.2.1 Photospheric Magnetic Field and Coronal EUV Observa-

tions

Photospheric line of sight magnetic field data from SDO HMI were used along-
side coronal EUV images from SDO AIA and STEREO EUVI to explore the his-
tory of each active region and determine its approximate age and complexity at the
time of its corresponding EIS scan. Each active region was tracked back in time to
the moment when its first signs of flux emergence are observed. In photospheric
magnetic field observations, the considered signs of flux emergence were the ap-
pearance of pairs of positive and negative magnetic field fragments that move away
from each other. In the EUV, flux emergence signatures considered were the appear-
ance of bright loops that expand as a result of the photospheric footpoints moving
away from each other.

Where the flux emergence was captured in observations, either by SDO or
STEREO, the time of emergence was defined as the time when the first flux emer-
gence signature is observed. This likely results in an uncertainty of a few minutes
or hours on the active region age. Where the emergence happened in an area that
was not being observed by either spacecraft, a minimum and maximum age were
determined instead. The minimum (maximum) age was given by the first available

observation of the active region (last available observation before the data gap).



a) January 2013 Fe XIIl 202.04 A intensity

d) April 2015 Fe Xl 202.04 A intensity

g) October 2015 Fe Xl 202.04 A intensity
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b) January 2013 HMI LOS magnetic field

c) January 2013 FIP bias
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Figure 5.1: Full Sun maps contructed from: a, d, g) Hinode EIS Fe XIII 202.04 A intensity;
b, e, h) HMI line of sight photospheric magnetic field strength with overlaid
active region contours (in yellow); ¢, f, 1) Hinode EIS Si/S FIP bias. The black
boxes present in the FIP bias and Fe XIIT 202.04 A intensity maps represent
gaps in the EIS data. Individual active region contours overlaid on Hinode
EIS Fe XIII 202.04 A intensity, HMI line of sight photospheric magnetic field
strength and Hinode EIS FIP bias maps are shown in Figures 5.2-5.11.



116

5.2. Observations

01 90 ¥C0 6’1 €0Fo6ll 90'0F 1T pekedaq SC-1¢ ordurrg V/N 8Td
0C 60 €0 7'l €0F6L SO0F€EI paszadsi(y 49 o[durg V/N LT
1'0 70 600 L1 C0FL6 LO'0F8C peszadsi(y 16-8¢ ordurg V/N 9y
01 L0 €20 L1 ['0F 101 €1'0F LOI paszadsi( 6L-€9 ordurg V/N ccd
oY 01 €20 T ['0F€ITC CI'0+ 881 syodg LT oidwis eyl 144!
01 70 010 6'1 I'0FCIT 0I'0F LOT s10dg LT odurrg V/N 174 |
7’0 90 800 6’1 0F991 0I'0F00I s10dg 77-0¢ Jduns  9¢heI [44:!
(004 01 S§T0 ST 1'0F L6 9I'0F evl [ouueyd JusWery (€81) 67 1SN V/N I
0¢ 80 620 91 7’0+ S¢Cl SO0FSI pafeosq 0c-L Sdwrg V/N 0cd
0C 80 €20 Sl C0F¥8 60°0F 6¢€ [ouueyo Juowrel]  (TTT) 9L-8S 1SN V/N 61d
70 0] €ro L'l 7’0+ 66 00+ €l pekedaq LI-€ o[durg V/N ST
(0] S0 170 6'1 C0F 691 SO0F P9 sjodg 61-CI ordurg SOeTl LTd
['o S0 010 81 €0FCll SO'0F8I pokedag 61-11 ordurg SIETI 9Ty
07¢ L0 610 8’1l c0Foll 80°0F It pafeasq ¥ srdurg V/IN STd
€0 S0 910 81 1'0F 901 CI'0FS6 pasradsiq (98) 67-8 1SON 01€cl 14R:!
0] 90 61°0 L'l 7O+ Ivl 00 F 1 pekeaag 0Z-8 oduns  $1¢TI el
0¢ 80 LTO 0C 70T+ Lyl S0'0F0¢ pekednq 129 oidwig  91¢71 4R
0 80 YAl 9'1 I'0F¢S6 8I'0F L6l [ouueyd Juower]  (#1¢) 0C1 ISeN V/N ITd
L0 L0 91°0 L1 SOFEET 00 F 61 Surdrourg 0] ofdung  £1€2I oryd
10 90 810 9’1 70F LS 0’0+ 01 pekedaq Y€l o[durg LSITT 6d
01 80 YAl Sl T'0F 18 CI'0FO0L [ouueyd Juower]  ($%2) 681 1SeN V/N 8Y
(0] 90 810 9'1 ['0F0CI el'0F €Tl pasiadsi(q €S ordurg V/N Lda
0 70 S1°0 L1 €0F¢8 90'0F+91 pafeosQq 9C-¢l oidwis  0S911 k|
L0 90 61°0 L1 0T 001 60°0F ¢S paszadsi( 6¢ odwrg VIN 9|
00 0] S1'o 6’1 C0F €0l 0I'0F6S s1odg 9C-¢1 odunts 79I 7d
60 90 170 6'1 1'0F¢TCC LT'0OF¥9¢ s10dg (€9) 11 1SN 7SOT11 (3. |
90 S0 S1'o L1 7’0+ vl 00 FCI pekedng I oidwis 96911 [4:!
[0 90 [450) 61 ¢'0F00¢ LO'0F 65 syodg S orduirg 89911 ||
v < selq J14 JUADYJI0d  seiq JIA (D) Aysudp xng (XA 0201 %) Xny agde)s (sfep) Jaquinu
33euddIdd  peaadS  SSOUMIS  UBIPIJA dnousews Uy  djouseu [B)O], Lreuonnjoay Iy adL], VVON UuoISoy

General characteristics of active regions presented in Figure 5.1.

Table 5.1
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At the time of the January 2013 scan, the SDO and STEREO spacecraft were lo-
cated such that they provided full coverage of the Sun: SDO was located at Earth
and STEREO-A (STEREO-B) was located approximately 120° ahead of (behind)
the Earth with respect to the Sun-Earth line (see Figure 4.8). The availability of
STEREO EUVI observations from the far side of the Sun enabled a better determi-
nation of the time of emergence and, therefore, a more precise age estimation for
the active regions in this scan. However, STEREO data were not available for the
two scans that took place in 2015. Communications with STEREO-B were lost in
2014 and, in 2015, STEREO-A was located at an angle of approximately 180° from
the Earth which resulted in a data gap coinciding with the time running up to the
EIS scans. As a consequence, the uncertainties on the ages of the active regions in
these scans are higher.

In addition, synoptic map data from the Global Oscillations Network Group
(GONG; Harvey et al., 1996) instruments were used to identify whether an active
region is part of an activity nest. These are long-lived regions of magnetic activity,
where repeated flux emergence takes place (van Driel-Gesztelyi and Green, 2015).
Magnetic fields brought up by each flux emergence reconnect with the preexisting
field, making activity nests sites of stronger magnetic reconnection and heating rates
(van Driel-Gesztelyi and Green, 2015). Where an active region emerged in a region
of preexisting magnetic activity, the location of that active region was tracked back
in time for multiple rotations to identify whether repeated flux emergence took place
at its location. If that was the case, both the age of the most recent significant flux

emergence and the age of the nest were determined.

5.2.2 FIP Bias and Plasma Composition

FIP bias was calculated using the Hinode EIS Si X 258.38 A (low FIP, FIP =
8.15¢eV) and S X 264.23 A (high FIP, FIP = 10.36 eV) emission lines ratio. The
method for calculating the FIP bias in each pixel makes use of a DEM analysis
and a density analysis, designed to remove temperature and density effects on the
FIP bias calculation (see Section 3.3.7 or Brooks and Warren, 2011; Brooks et al.,

2015, for additional details). Here, the Fe XIII 202.04 A/203.82 A ratio was used
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EIS Study Details

DHB_006 (January 2013 & April 2015)

DHB_007 (October 2015)

491 (January 2013 & April 2015)

544 (October 2015)

Fe x 184.53 A, Fe vt 185.21 A, Fe 1x 188.49 A, Fe x1 188. 21 A,
Fe x 188.29 A, Fe xn 195.12 A, Fe xim 202.04 A, Fe xn1203.72 A,
Fe xim 203.82 A, Fe xv1 262.98 A, Fe x1v 264.78 A,

Fe xv 284.16 A, Si x 258.38 A, S x 264.22 A (January 2013)

Fe x 184.53 A, Fe vit 185.21 A, Fe vir 186.60 A, Fe 1x 188.49 A,

Study acronyms

Study numbers

Emission lines

used Fe xu1 192.39 A, Fe x1 188. 21 A, Fe x 188.29 A, Fe x11 195.12 A,
Fe xi1 202.04 A, Fe xm 203.82 A, Fe xv1262.98 A,
Fe x1v 264.78 A, Fe xv 284.16 A, Si x 258.38 A,
S x 264.22 A (April & October 2015)

Field of view 492" % 512"

Rastering 2" slit, 123 positions, 4” coarse step

Exposure time 30s

Total raster time 1h 1m 30s

Reference

. Fe xu1 195.12 A
spectral window

Table 5.2: Summary of Hinode EIS study details and emission lines used for creating the
FIP bias maps.

to estimate the electron density, and Fe lines Fe VIII to XVI to derive the DEM.
For the FIP bias line pair, the line formation temperatures are log (T[K]) ~ 6.2 for
Si X 258.38 A and log (T[K]) ~ 6.25 for S X 264.23 A, while for the density line
pair, the formation temperatures are log (T[K]) ~ 6.25 for Fe X1 203.82 A and
log (T[K]) ~ 6.30 for Fe X111 202.04 A (Dere et al., 1997; Del Zanna et al., 2021).
Therefore, these diagnostics cover the right temperature for studying the quiescent
active regions presented in this work. The EIS study details and emission lines used

are summarized in Table 5.2.

5.3 Method and Data Analysis

5.3.1 Full Sun Maps

Each full Sun map was created by stitching together 26 EIS observations
(rasters) taken from 09:37 UT on the 16th to 07:06 UT on the 18th for the Jan-
uary 2013 scan, from 09:14 UT on the 1st to 01:49 UT on the 3rd for the April 2015
scan and from 10:27 UT on the 16th to 01:31 UT on the 18th for the October 2015
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scan. Before creating the full Sun maps, pixels that had an associated x? value (de-
fined in Eqn 3.23) above 12 were removed from each raster. The chosen threshold
of 12 corresponds to the number of Fe lines used in the DEM analysis, as detailed
in Section 3.3.6 (see also Brooks and Warren, 2011; Brooks et al., 2015, for a full
description of the method).

The individual EIS rasters are taken such that, together, they cover the entire
Sun, which means that there are overlap regions with data from two or more rasters.
The full Sun map value for these pixels is calculated after the FIP bias filtering, as
the average of all the pixel values available for that location. The January 2013 full
Sun FIP bias map (Figure 5.1c) shows the same data that was used by Brooks et al.
(2015), but note that the display image in their Figure 3 is not directly comparable.
Figure 3 in Brooks et al. (2015) shows qualitative data (a FIP bias proxy defined
as the Si X 258.38 A/S X 264.23 A intensity ratio), while Figure 5.1c here shows
the quantitative data (the FIP bias computed from the DEM calculation) - see the
discussion in Brooks et al. (2015) on how their Figure 3 was constructed.

To create the corresponding full Sun magnetogram, cropped HMI images that
match the start time and field of view (FOV) of each of the individual rasters are
also stitched together. This is to ensure that the FIP bias of each active region
is assigned to magnetic field properties calculated using the magnetogram that is
closest in time for each of the EIS rasters. In the overlap regions, the most recent

magnetogram data were kept.

5.3.2 Active Region Identification

Active regions were identified using HMI line of sight (LOS) magnetic field
data, and their boundaries were defined by eye in the plane of the image, tracking the
evolution of the active region and looking for a sharp gradient between the magnetic
flux of the active region and its surroundings. Where a sharp gradient was not easily
identifiable, observations of the photospheric magnetic field evolution were used
to identify all the magnetic flux fragments that originate from the flux emergence
(these fragments move outwards from the main PIL of the active region as the active

region ages). Boundaries were defined to include all these magnetic flux fragments.
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The selected contours were broad enough to include all the magnetic flux associated
with the active region. This included small-scale background field between active
region field fragments, but this was accounted for by filtering out pixels with an
absolute magnetic flux density of less than 30 G. The same method was used for
selecting the boundaries of individual polarities within an active region. In addition,
when selecting the contour for one polarity, any opposite polarity field was filtered

out as well.

The HMI contours were then plotted over the FIP bias map to extract the cor-
responding FIP bias values. The number pixels included in each contour vary de-
pending on the size of the active region, from values of approximately 10,000 pixels
for small active regions (e.g. R2, R10) to values of approximately 100,000 pixels
for large active regions (e.g. R8, R21). The resulting FIP bias distributions within
each selected contour are characterised by the median FIP bias value (Psq, i.e. the
50th percentile), the spread (P>5 — Pys, i.e. the difference between the 25th and 75th

percentiles) and Kelly’s skewness coefficient (e.g. Groeneveld and Meeden, 1984):

Pyt Pro—2 %P5

Sk
Poy — Po

S.D

Note that the spread is an indicator of the range of FIP bias values observed in

the active region, rather than an error associated with the median FIP bias value.

5.4 Results

It has long been recognised that the strongest FIP effect is observed in active
regions (e.g. Widing and Feldman, 2001). Active regions are sites of stronger mag-
netic activity, so it is likely that the magnetic field properties are linked to the FIP
effect drivers. The aim of this work is to gain a better understanding of how the
magnetic field and its distribution within an active region influence the observed

FIP bias.
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5.4.1 FIP Bias, Total Unsigned Magnetic Flux and Age

An active region’s total unsigned magnetic flux varies throughout its lifetime,
increasing in the emergence phase and decreasing in the decay phase. The total
magnetic flux content of the active region defines its lifetime (Schrijver and Zwaan,
2000). Therefore, total unsigned magnetic flux and age must be considered together.
The total unsigned magnetic flux was defined by integrating the absolute magnetic
flux density (measured by SDO HMI) over all the pixels within the active region
contour. Therefore, the total unsigned magnetic flux is sensitive to how the contour
boundaries are defined. However, most of the flux is concentrated towards the center
of the contour and the flux contribution from close to the boundaries mostly comes
from small magnetic flux fragments embedded in the background quiet Sun. Includ-
ing the background quiet Sun flux into the calculation would artificially increase the
total unsigned flux value, particularly for active regions that cover a larger area. To
account for this, all pixels with an absolute magnetic flux density lower than 30 G
were excluded. This way, the contour boundaries can be extended to include all the
magnetic field fragments that originate from the flux emergence. The variation of
FIP bias with active region total unsigned magnetic flux and age is shown in Figures
5.12 and 5.13. In both plots, the vertical bars indicate the FIP bias spread, rather
than a measurement error (see Section 5.2.1). For the active regions that emerged
on a part of the Sun that was not observed by any spacecraft, the age measurement
has an associated error bar that corresponds to the minimum and maximum age for
that region (see Section 5.2.1). The plots in Figures 5.12 and 5.13 show no global
correlation between the FIP bias of an active region and total unsigned magnetic
flux or age. However, this does not mean that there is no change in the FIP bias of
active regions during their lifetimes. Rather, it indicates the need to study FIP bias
variation in the context of the evolution of each active region and understand their
individual evolutionary paths. It is likely that a normalisation of these parameters
would be needed for a better comparison between active regions, i.e. normalise the
total unsigned magnetic flux by peak total unsigned magnetic flux (the magnetic

flux content of the active region), and normalise the age by the total lifetime of the
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Figure 5.12: FIP bias variation with total unsigned magnetic flux of the active region. The
vertical bars indicate the FIP bias spread, i.e. the 25th and 75th percentile of
the distribution in each region. The 50th percentile is highlighted with a star.
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Figure 5.13: FIP bias variation with active region age. The vertical bars indicate the FIP
bias spread, i.e. the 25th and 75th percentile of the distribution in each region.
The 50th percentile is highlighted with a star. The error bar associated with
the age measurement corresponds to the minimum and maximum age for that
region, in case there was no observation available at the time and location of
its emergence.

active region. This would essentially be an indicator for the evolutionary stage of
each active region. However, defining the end of an active region’s life is difficult,
particularly in the case of very dispersed active regions like some of the examples

in the dataset analysed here.
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5.4.2 FIP Bias and Magnetic Flux Density

As active regions evolve from emergence through decay, there is a change in
their magnetic flux density, which raises a question about whether the flux density
shows any correlation with the FIP bias. The mean magnetic flux density is defined
as the total unsigned flux of an active region (calculated as described in Section
5.4.1) divided by the area of the defined contour. The variation of FIP bias as a
function of magnetic flux density is shown in Figure 5.14. Similar to Figures 5.12
and 5.13, the vertical bars show the spread in FIP bias within the region. For this
plot, data from individual polarities of all the active regions in the dataset were used
instead of overall active regions. This decision was motivated by the asymmetries in
the motion and stability of the leading and following polarities, which result in the
following polarity decaying faster than the leading polarity (Hale and Nicholson,
1938). In the emergence phase, the leading polarity converges more quickly into
a more compact and longer lived magnetic field configuration, while the following
polarity may form shorter lived spots that become dispersed faster. This results in
different magnetic flux densities in opposite polarities, essentially placing them at
different evolutionary stages. However, the asymmetry becomes weaker with time,
so the separation into leading and following polarities is particularly important for
younger active regions and less important for dispersed active regions.

The results show that FIP bias increases with mean magnetic flux density in
the region < 200 G. The Pearson correlation coefficient between the median FIP
bias values and the magnetic flux density in this region is 0.65. This is in agreement
with Baker et al. (2013) who found a moderate correlation between FIP bias and
magnetic flux density. It is interesting to note that, although populated with fewer
data points, the same trend does not seem to continue in the region > 200 G, where
all the datapoints have sunspots, supporting the findings of Doschek and Warren

(2017) that the FIP effect partially shuts down in sunspot areas.

5.4.3 FIP Bias in Leading and Following Polarities

A comparison between the median FIP bias values in the leading vs. following

polarities of the active regions is shown in Figure 5.15. The plot shows that 10
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Figure 5.14: FIP bias variation with magnetic flux density for individual leading (red) and
following (blue) polarities. The vertical bars indicate the FIP bias spread,
i.e. the 25th and 75th percentile of the distribution in each region. The 50th
percentile is highlighted with a star. Active regions that still have a sunspot are
highlighted with a yellow dot. The Pearson correlation coefficient between the
median FIP bias values and the magnetic flux density in the region <200 G
is 0.65.

active regions (35% of the sample) have higher FIP bias in the following polarity, 8
active regions (28%) have higher FIP bias in the leading polarity and the remaining
10 active regions (35%) have approximately the same FIP bias in both polarities
(difference smaller than 0.05 in FIP bias). The higher FIP bias values registered
in one polarity or another are not correlated with the active region’s position on
the disc, indicating that this difference is due to an asymmetry between the two
polarities rather than a projection effect resulting from the different angle at which
the coronal loops are observed.

Across the dataset, there is a large variety of active regions at different evolu-
tionary stages: an emerging active region (R10); very decayed active regions that
have formed filament channels along their main PILs (e.g. R8, R11, R21); active
regions that have compact magnetic field in both polarities (e.g. R3, R10, R24) or a
single polarity (e.g. R1); active regions that have decayed far beyond having homo-
geneous field in either the leading or the following polarities (e.g. R7, R14, R19)

and active regions that are dominated by one polarity (e.g. R8). It is likely that this
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Figure 5.15: FIP bias in leading (red) vs. following (blue) polarities. The x axis indicates
the active region R code (1-28) used within the dataset, as defined in Figure
5.1. The vertical bars indicate the FIP bias spread, i.e. the 25th and 75th
percentile of the distribution in each region. The 50th percentile is highlighted
with a star. Active regions that still have a sunspot are highlighted with a
yellow dot.

very varied magnetic field configuration is the reason why no systematic trend is

seen.

A case study of R1 (January 2013) is shown in Figure 5.16. The leading polar-
ity has lower FIP bias than the following polarity. This active region is an example
showing the asymmetric configuration of the magnetic field in the leading polarity
as compared to the following. The leading polarity is more compact and still has
a sunspot, while the following polarity is already dispersed. The asymmetry can
also be found in the weakly different FIP bias values and distributions, possibly due
to the fact that the higher flux density above the sunspot is actually decreasing the
overall FIP bias (see Section 5.4.2). This active region is located close to disc cen-
tre, such that differences in FIP bias are likely due to asymmetries in the opposite

polarities rather than projection effects.

5.4.4 FIP Bias at Different Evolutionary Stages

The active regions in the dataset are at different stages in their evolution and
can therefore offer insight into FIP bias values in these different stages. For this,

the active regions are categorised into 5 groups based on their evolutionary stages
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Evolutionary stage (no. of active Median FIP bias Kelly’s skewness

regions) range coefficient range
Emerging active regions (1) 1.7 0.16

Active regions with spots (4) 1.9-22 0.10-0.23
Decayed active regions (8) 1.6-2.0 0.13-0.27
E?ctended, very dispersed active re- 14-18 0.09 - 0.34

gions (6)

Active regions with filament chan- 15-1.6 0.93 - 0.25

nels (4)

Table 5.3: Median FIP bias and Kelly’s skewness coefficient ranges for the active regions
in each category, excluding those active regions that are located close to the limb
(outside £60° longitude)

(see Table 5.3). The lifetime of an active region is typically divided into emergence
phase and decay phase. The decay phase is always longer than the emergence phase,
but it varies from around 70% of the total lifetime for ephemeral active regions to
as much as 97% for large active regions (van Driel-Gesztelyi and Green, 2015). As
the decay phase is so much longer, here it is further divided into four substages:
active regions that still have sunspots (at the peak development or in their early
decay phase), decayed active regions (sunspots have disappeared), extended and
very dispersed active regions (field is so dispersed that it is not easily distinguished
from the quiet Sun), and active regions with filament channels (while not necessarily
a different evolutionary stage, these active regions are older and more dispersed than
the previous category and have the distinct feature of filament channels along their

main PIL).

The results shown in Table 5.3 suggest that, generally, the FIP bias of fully
developed active regions is higher than that of the emerging active region and then
it reduces for the progressively more dispersed groups. Baker et al. (2018) found a
dependence of FIP bias on active region evolution for seven emerging flux regions.
The present result indicates that the same behaviour is found in larger active regions

as well.

The lowest FIP bias values are found in active regions that have formed fila-
ment channels. Such an example is active region R11 (see Figure 5.5). The filament

channel is seen as the dark feature in the EUV emission, which corresponds to a cor-
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ridor of low magnetic field strength along the PIL in the associated magnetogram.
This is a sign of ongoing flux cancellation taking place along the PIL to form the
filament channel structure. The FIP bias map indicates that the filament channel
has distinctly lower FIP bias values than the rest of the active region. It is likely
that this is due to flux magnetic reconnection in the lower atmosphere which brings
photospheric material up into the corona, leading to lower FIP bias values as a result

of plasma mixing (see Baker et al., 2022, and Section 2.4.3 in this thesis).

5.4.5 FIP Bias Distribution Within Active Regions

FIP bias within the active regions has a significant spread, which varies be-
tween 0.4 and 1.0. The spread values for all the active regions are given in Table
5.1, and individual active region contours and characteristics are shown in Figures
5.2-5.11. Reference examples for the distribution of FIP bias values in a quiet Sun

and coronal hole regions are shown in Figure 5.11.

This spread is likely an indicator of different substructures within an active re-
gion having different FIP bias values. An interesting case study to turn our attention
tois R11 (see Figure 5.5). This is a very decayed active region, with lower FIP bias
values in the filament channel along its main PIL and higher FIP bias values in the
arcade loops and hotter areas, which is likely why this active region has a relatively

high FIP bias spread.

The lowest spread is seen in active regions that are located close to the limb,
which is likely due to the method used for defining the active region contours. The
HMI magnetic field is a photospheric measurement, while the FIP bias is a coronal
observation. Magnetic field expands into the corona compared to the photosphere,
so using a photospheric magnetic field contour will likely introduce a challenge in
fully capturing the coronal loops. Closer to the limb, this effect is amplified by

projection effects.

Additionally, all distributions were found to be right-hand skewed (see Table
5.1). The skewness coefficient has a wide range of values for all the evolution-

ary stages between active regions with spots and very dispersed active regions (see
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Table 5.3). However, in the active regions with filament channels category, the

skewness coefficient values do not exhibit this variation.

5.5 Summary and Discussion

In this study, the characteristics of coronal plasma elemental composition are
investigated across 28 active regions of varying size, magnetic complexity and age.
The sample of active regions includes one in its emergence phase and 27 in the
decay phase, with the longest lived active region in the study being 244 days old.
Plasma composition is determined through the FIP bias value, which indicates by
how much low-FIP elements are enhanced in the corona relative to high-FIP ele-
ments, and the range of active regions studied enables an analysis of how plasma
composition might be influenced by magnetic field strength, age, complexity and

evolutionary stage.

The median FIP bias values in the studied active regions fall in the range of
1.4 to 2.2, very similar to the values found by Baker et al. (2018) which varied
between 1.2 and 2.0. Baker et al. (2018) analysed emerging flux regions with a
total unsigned magnetic flux of 0.13 — 38 x 10?° Mx, while the active regions in
the present study range from small to large, and have total unsigned magnetic flux
values of 1 —36.4 x 102! Mx. Very similar FIP bias values are observed, in spite
of the significant difference in total magnetic flux, which is a further indication that
FIP bias is not influenced by the total magnetic flux. For reference, the median FIP
bias values for a representative example of quiet Sun was 1.5 and for coronal hole

1.0 (see Figure 5.11)

Magnetic flux density, however, appears to play a role. FIP bias increases with
magnetic flux density in the region < 200 G, but that trend appears to stop for re-
gions with mean magnetic flux density > 200 G, which all belong to regions with
sunspots. In the region < 200 G, it is possible that increased magnetic flux density
drives stronger heating at the chromospheric loop footpoints, ionising higher pro-
portion of elements and, therefore, driving a stronger fractionation process which

increases the FIP bias. In contrast, in the region > 200 G the strong magnetic field
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concentration in the umbra of sunspots can inhibit convection and lower the temper-
ature at chromospheric level which means a lower proportion of elements are being
ionized, thus producing a lower FIP effect. These observations bring more evidence
supporting Doschek and Warren (2017) who found that the plasma composition
around sunspots is close to photospheric. It is also possible that the variation in
magnetic flux density has a similar effect on the Alfvén waves driving the fraction-
ation process (according to the ponderomotive force model described in Section

2.3), although this aspect was not investigated in this work.

It is also interesting to note that an active region moves from higher to lower
magnetic flux density throughout its evolution (so from right to left on the plot in
Figure 5.14). Most of the active regions in the dataset are in different stages of the
decay phase. The ones with a flux density > 200 G still have sunspots, and they are
in the early decay phase, while the ones < 100 G are in the late decay phase. The
trend of FIP bias decreasing with decreasing magnetic flux density, is, therefore,
an indirect indication that FIP bias decreases with time in the active region decay
phase. This result is in agreement with the previous result of Baker et al. (2015)
who found that, in the decay phase of an active region, FIP bias is decreasing and
remains coronal for a longer time only in a part of the active region’s high flux
density core. The lowest value of 1.4 is observed in two active regions that are very
dispersed to the point where they are hard to distinguish from quiet Sun. This is in
line with the results of Ko et al. (2016), who found that, in a decaying active region,
FIP bias decreases from 1.8 over 3 days until it settles at a value of 1.5, which they
describe as a ‘basal’ state of the quiet Sun. The FIP bias method and line ratio used
in their study is very similar to the one used in this study, which means the values

can be compared directly.

The FIP bias distribution within the active regions has a significant spread,
which indicates that there is a range of physical processes or a range of conditions
influencing a single process in different active region substructures that influence the
FIP bias in different ways. An interesting example is presented by the four regions

that have formed filament channels along their main PIL. While having the lowest
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overall FIP bias values, they show a high spread and percentage of high FIP bias
values. The spatial distribution of the FIP bias indicates a closer to photospheric
value in the filament channel with higher FIP bias values surrounding the channel
in the remnant active region arcade field. Having these substructures with different
plasma composition increases the spread of the FIP bias distribution.

The lack of general trends of FIP bias with total magnetic flux and age or sys-
tematic reasons for the observed differences in the FIP bias in leading and following
polarities, as well as the dependence of FIP bias on the active region evolutionary
stage, indicate that the processes influencing the composition of an active region are
complex and specific to its evolution, history and magnetic configuration or envi-
ronment.

It is interesting to compare the active region FIP bias values to in situ studies of
slow solar wind composition. Although the slow solar wind is believed to originate
from active regions, in situ composition measurements find higher FIP bias values
than the ones observed in the presented active regions. von Steiger and Schwadron
(2000) found that the average FIP bias of the slow solar wind, relative to O and
averaged over three low-FIP elements (Mg, Si, Fe) is 2.6. This is quite high, com-
pared to the median FIP bias values presented in this study (1.4 to 2.2). Among the
active regions in this study, AR11654 (here R3) was identified as a potential slow
solar wind source region (Brooks et al., 2015). The FIP bias values observed both in
the upflow region at the edge of the active region (remotely, using EIS data) and in
situ in the solar wind are generally higher than the median FIP bias for that region
(Brooks et al., 2015; Stansby et al., 2020). This could suggest that the slow solar
wind originates from the part of an active region that has stronger FIP bias, such as
outflows from active region edges (Brooks et al., 2015) located close to the active
region footpoints that were found to have higher FIP bias (Baker et al., 2013). This
highlights the potential of plasma composition in identifying solar wind source re-
gions. Of course, FIP bias measurements in the solar corona and in the solar wind

use different diagnostics, so direct comparisons must be done carefully.



Chapter 6

Plasma Composition Patterns at
Sub-Active Region Level: Links to
Alfvén Wave Activity

This chapter contains results published in The Astrophysical Journal (Mi-
hailescu et al., 2023). This work was carried out under the supervision of Prof. Lu-
cie Green, Dr. Deborah Baker, Dr. David Long and Prof. Lidia van Driel-Gesztelyi.
The FIP bias calculations were performed by Dr. David Brooks (George Mason
University). The ponderomotive force simulations were performed by Dr. Martin
Laming (US Naval Research Laboratory). The results of this work were presented
in a contributed talk at the Waves and Instabilities in the Solar Atmosphere Meet-
ing (Newcastle, UK) in June 2023 and four seminars at the NASA Goddard Space
Flight Center (Greenbelt, MD, United States) in March 2023, the US Naval Re-
search Laboratory (Washington, DC, United States) in March 2023, The National
Astronomical Observatory of Japan (Mitaka, Japan) in September 2023 and the
JAXA Institute of Space and Astronautical Science (Kanagawa, Japan) in Septem-

ber 2023.

6.1 Introduction

Plasma composition in active regions is highly variable, both spatially and in

time, likely reflecting the variety of processes taking place throughout an active re-
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gion’s evolution and in different parts of the active region. As detailed in previous
chapters, the FIP bias changes throughout the lifetime of an active region (see Sec-
tions 2.4.1, 5.4.2 and 5.4.4) and shows significant variations on sub-active region
scales (see Sections 2.4.1 and 5.4.5). These variations are linked to a diverse pro-
cesses including magnetic activity (see Section 2.4), wave activity (see Section 2.3),

heating or magnetic topology (see Section 2.4.3).

The measured FIP bias values can also vary depending on the diagnostic used
to measure it. While elements are broadly categorised into low-FIP and high-FIP,
different low-FIP elements can show different levels of enhancement, and high-FIP
elements can in some instances show enhancement too. The clearest example is S
(FIP = 10.36 eV) which sits close to the boundary between low-FIP and high-FIP
elements. In some instances it shows no or little enhancement (i.e. it behaves like a
high-FIP element), while in others it shows significant enhancement (i.e. it behaves
like a low-FIP element; see e.g. the coronal hole measurements of Brooks and
Warren, 2011). In addition, remote sensing FIP bias diagnostics (both in the EUV
and X-rays) can capture plasma populations with different temperatures depending
on the formation temperature of the emission lines involved. For example, the Si x
258.38 A/S x 264.22 A diagnostic observes cooler coronal plasma as the formation
temperature of these lines is around 1.5 MK, while the Ca xiv 193.87 A/Ar xiv
194.40 A diagnostic observes hotter coronal plasma since the lines form at around
4 MK. Therefore, differences in FIP bias values measured with different diagnostics
can be due to either the elements themselves behaving differently or the diagnostic
probing different temperature plasma populations. Ko et al. (2016) found a high
correlation (correlation coefficient varying between 0.76 and 0.91 depending on the
region selected) between the FIP bias measured with Si x 258.38 A/S x 264.22
A and Fe xu 195.12 A/S x 264.22 A (log(Tyax[K]) = 6.2) in a decaying active
region. This indicates that Fe and Si show similar FIP enhancement relative to S
(note that S is the high-FIP element in both diagnostics). To et al. (2021) found
more significant differences between FIP bias diagnostics when analysing the Si x

258.38 A/S x 264.22 A compared to Ca xiv 193.87 A/Ar xiv 194.40 A FIP bias
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values in a small flare. This study suggests that the elements considered to be high-
FIP could be behaving differently, i.e. S could be acting like a low-FIP element,
as previously suggested by Laming et al. (2019). The behaviour of S is a powerful
tool that can be used to gain insight into the details of the fractionation process in a
given location.

The work presented in this chapter explores the power of studying the plasma
composition patterns using multiple FIP bias diagnostics, particularly involving
variations in the behaviour of S, to obtain insight into Alfvén wave activity within
an active region. The analysis is focused on active region AR12665 following an
episode of new flux emergence in the preexisting magnetic field environment of the
region. Hinode EIS spectroscopic observations of two FIP bias diagnostics (Si X
258.375 A/S X 264.233 A and Ca XIV 193.874 A/Ar XIV 194.396 A) show strik-
ingly different fractionation patterns in different parts of the active region. This
result is interpreted in the context of the ponderomotive force model, which pro-
poses that the plasma fractionation is generally driven by the ponderomotive force
that arises as a result of Alfvén wave refraction in the solar chromosphere (see Sec-
tion 2.3.2). Model simulations predict that Alfvén waves with different properties
deposit their energy at different heights in the chromosphere which can create dif-

ferent plasma composition patterns.

6.2 Evolution of AR 12665

6.2.1 Photospheric White Light and Magnetic Field Evolution

Active region AR12665 (Figure 6.1) was first observed by SDO HMI at the
eastern limb on 2017 July 5, with sunspots already present in both polarities. A new
episode of significant flux emergence had begun between the leading and following
polarities just as the active region region rotated into Earth view. By July 8, the
emerging flux formed a new positive sunspot, which started moving towards (see
top panels in Figure 6.2) and then orbiting around the preexisting leading sunspot
in a counterclockwise direction (see bottom panels in Figure 6.2). They eventually

collided around 12:00 UT on July 9 and became one sunspot consisting of two um-
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Figure 6.1: SDO AIA 193 A context image of target AR 12665 on 2017 July 9 at 03:59
UT.

brae separated by a light bridge within one common penumbra. Approximately one
day later the light bridge disappeared (not pictured). This orbiting motion lasted for
multiple days and was studied in detail by James et al. (2020). For the first approx-
imately 1.5 days, the light bridge constantly separated the new from the preexisting
positive sunspot umbrae. This provides an opportunity to track the evolution of the

newer and older parts of the active region separately.

6.2.2 Coronal Evolution

In the EUV, images from the SDO AIA showed two main loop populations:
the new loops and the preexisting loops. White light images were used to identify
the boundaries between these two populations. The new loops had been formed
recently by the flux emergence and are rooted in the newly formed positive sunspot
(see Figure 6.2). They are bright, relatively small hot loops in the core of the active
region (see Figure 6.3). The preexisting loops had been part of the active region

since before the flux emergence and are rooted in the preexisting positive sunspot
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Figure 6.2: SDO HMI Continuum emission and photospheric magnetic field evolution of
AR 12665, every twelve hours, prior to and during the Hinode EIS scans. Red
(blue) contours represent areas of HMI line of sight photospheric magnetic
field strength above (below) 200 G (—200 G). Yellow contours represent values
below 25,000 ct/s in the continuum emission, indicating the location of the
sunspot umbrae.

(see Figure 6.2). They are fainter, high-lying warm loops located in the southern
part of the active region (see Figure 6.3).

In the few days running up to the EIS scans on July 9 (see Section 6.3.1), the
active region showed modest activity, with only one C1.0 flare on July 7 at 13:37
UT and one C3.4 flare on July 8 at 23:50 UT. On July 9, however, the flaring activ-
ity becomes more intense, with an M1.3 flare at 03:09 UT and four C-class flares
at 06:15 UT, 07:28 UT, 08:55 UT and 11:44 UT being observed at the boundary

between the new and the preexisting loop populations.

6.3 Plasma Composition

6.3.1 Hinode EIS Observations

The FIP bias was calculated using spectroscopic observations from the Hinode
EIS. The EIS dataset contains 6 scans of the active region over a period of approx-
imately 13 hours. In this work, we analyse the first and the last scans in the series.

Details of the EIS scans used are provided in Table 6.1.
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AIA 193 A 2017-07-09 01:08:04 AIA 193 A 2017-07-09 14:15:04

New loops

New loops

-100"

-200"

Y (arcsec)

-300"
Preexisting loops
Preexisting loops
-400"
-700" -600" -500" -400" -600" -500" -400" -300"
X (arcsec) X (arcsec)

Figure 6.3: SDO AIA 193 A passband images at the times matching the middle time of
the EIS raster scans. Yellow contours represent values below 25,000 ct/s in
the continuum emission, indicating the location of the sunspots. Black dotted
(dashed) lines indicate representative examples of loops belonging to the new
(preexisting) loop populations.

6.3.2 Method

Two line pair diagnostics are used for the plasma composition measurements:
Si x 258.38 A (low FIP, FIP = 8.25 eV) & S x 264.22 A (high FIP, FIP = 10.36 €V)
and Ca xiv 193.87 A (low FIP, FIP = 6.11 eV) & Ar xiv 194.40 A (high FIP, FIP
= 15.76 eV). The theoretical formation temperatures for emission lines included
in the two diagnostics are different: the Si x 258.38 A and S x 264.22 A lines
form around log(Tymax[K]) = 6.2, while the Ca xiv 193.87 A and Ar xiv 194.40
A form around log(Tymax[K]) = 6.7 and log(Tyax[K]) = 6.6 respectively (from
the CHIANTTI database Version 10, Dere et al., 1997; Del Zanna et al., 2021). The
lines involved in the two diagnostics were fitted using the Python EISPAC software
(Weberg et al., 2023) and line ratios for each diagnostic were calculated in every
pixel in the EIS rasters to obtain an approximation of the FIP bias (second column
in Figures 6.4 and 6.5). As line ratios are sensitive to temperature variations, DEM
maps (created using the regularised inversion method of Hannah and Kontar, 2012)

in the temperature bins corresponding to the formation temperatures of the lines in



EIS Study Details

6.3. Plasma Composition

Raster middle times

Study acronym
Study number
Field of view
Rastering
Exposure time
Total raster time
Reference spectral

09/07/2017 01:08

09/07/2017 14:15

DHB _007

544

492" x 512"

2 slit, 123 positions, 4” coarse step
30s

1h 1m 30s

Fe xun 195.12 A

148

window

Fe vin 185.213 A, Fe v 186.601 A, Fe 1x 188.497 A,
Fe 1x 197.862 A, Fe x 184.536 A, Fe x1 188.216 A,

Fe x1 188. 299 A, Fe xu 192.394 A, Fe xu 195.119 A,
Fe xim 202.044 A, Fe xur 203.826 A, Fe xiv 264.787 A,
Fe xiv 270.519 A, Fe xv 284.16 A, Fe xvi 262.984 A,
Ca xiv 193.874 A,

Ca xv 200.972 A.

Fe xm 202.04 A, Fe xm 203.82 A

Six 258.38 A, S x264.22 A,
Caxiv 193.87 A, Ar xiv 194.40 A

DEM lines

Density diagnostic
lines

Line ratio lines

Table 6.1: Summary of Hinode EIS study details and emission lines used for creating the
FIP bias measurements.

each diagnostic are shown for context (third and fourth columns in Figures 6.4 and

6.5).

Additional FIP bias measurements, corrected for temperature and density ef-
fects, were also calculated in a few key locations. In these locations, spectra were
averaged over a few tens of pixels pixels (creating a macropixel) for all the lines
included in the calculation. The method used for the FIP bias calculation in each of
these macropixels uses a DEM analysis to account for the temperature effects and
a density analysis to account for density effects (see Section 3.3.7.3). The DEM
was derived using a series of Fe lines supplemented with a couple of Ca lines for
additional high temperature constraints (see Table 6.1) and the density was calcu-
lated using the Fe xm 202.04 A/Fe xm 203.82 A diagnostic. A Markov-Chain Monte
Carlo (MCMC) algorithm in the PintOfAle (Kashyap and Drake, 1998, 2000) So-
larSoft (Freeland and Handy, 1998) package was used to compute the DEM distri-
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bution, and the CHIANTI database (Dere et al., 1997) version 10 (Del Zanna et al.,
2021) to compute the contribution functions (G(T,n)) for each of the spectral lines
involved in the diagnostic. Note that this method used to derive the DEM distribu-
tion for the FIP bias calculation is different from the one used for computing the
DEM distribution provided in Figures 6.4 and 6.5 for context purposes only. For
photospheric abundances, the values of Scott et al. (2015b,a) were used. Note that
using different sets of photospheric abundances could result in slightly different
FIP bias measurements. This method is described in detail by Brooks and Warren
(2011); Brooks et al. (2015). This method is computationally expensive, hence it
was applied to a few macropixels only, rather than everywhere in the EIS scans.
There are 8 such locations in total. For each of the 2 rasters, 4 macropixels
were selected: one for each loop population and each diagnostic (see first panel of
Figures 6.4 and 6.5). This was done to obtain representative FIP bias values for
each of the loop populations in both diagnostics. Slightly different macropixels
were chosen for the two diagnostics. This is because the formation temperatures for
the lines involved in the two diagnostics are different. For each diagnostic, a few
macropixels were selected along the loops of interest and the macropixel with the

best signal to noise ratio was kept.

6.3.3 Results

The FIP bias values are summarised in Table 6.2. In the emerging loops, the
Si/S FIP bias increases over the 12h from 2.3 to 3.0 and the Ca/Ar FIP bias from
2.6 to 3.3. This result agrees with previous studies which found increasing FIP
bias in the emergence phase of an active region (Widing and Feldman, 2001; Baker
et al.,, 2018). While the increase is observed in both diagnostics, the Ca/Ar val-
ues are slightly higher than the Si/S ones (albeit close to the 0.3 uncertainty in the
measurements previously estimated by Brooks et al., 2017).

In the preexisting loops, the FIP bias behaviour is different. The Si/S FIP bias
changes slightly from 1.8 to 2.0, but this is within the 0.3 error limit. The Ca/Ar FIP
bias shows an increase from 4.3 to 7.8 and, more importantly, shows consistently

high values. This is very interesting because these values are significantly higher
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SDO AIA DEM log(T)=6.2-6.4
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Figure 6.4: Si X/S x results. From left to right: Hinode EIS Si x 258.38 A intensity, Hinode
EIS Si x 258.38 A/S x 264.22 A line ratio, SDO AIA DEM in the log(T[K]) =
6.0 — 6.2 and the log(T[K]) = 6.2 — 6.4 temperature bins (computed using the
method developed by Hannah and Kontar, 2012, 2013). The boxes indicate the

locations of the macropixels for this diagnostic.
Hinode EIS Ca XIV/Ar XIV LR SDO AIA DEM log(T)=6.40-6.60 SDO AIA DEM log(T)=6.60-6.80
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Figure 6.5: Ca xiv/Ar x1v results. From left to right: Hinode EIS Ca xiv 193.87 A intensity,
Hinode EIS Ca x1v 193.87 A/Ar x1v 194.40 A line ratio, SDO AIA DEM in the
log(T[K]) = 6.4 — 6.6 and the log(T[K]) = 6.6 — 6.8 temperature bins (computed
using the method developped by Hannah and Kontar, 2012). The boxes indicate
the locations of the macropixels for this diagnostic.
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than the Si/S FIP bias values in the same loop population. To check that these high
values are indeed representative of the entire population of preexisting loops, one
can examine the line ratio maps (see second column of Figure 6.5). The line ratio
maps show high values everywhere in the population of preexisting loops, suggest-
ing that the high FIP bias values are not isolated to the location of the macropixels
that were chosen for the FIP bias calculation. Of course, one must be cautious when
analysing line ratio maps as they are sensitive to temperature and density effects. In
particular, for the Ca/Ar line ratio, significant temperature effects due to plasma
above log(T[K]) = 6.6 must be considered (see e.g. Feldman et al., 2009; Doschek
and Warren, 2017; To et al., 2021). This is because the presence of a significant
amount of plasma above this temperature would lead to high Ca/Ar ratio that is
due to the change in temperature rather than FIP bias (see Figure 7.5 showing the
contribution function dependence on temperature for this line pair). The AIA DEM
analysis (see third and fourth panel in Figures 6.4, 6.5) shows that the emission in
these preexisting loops is mostly cooler, with most of the emission coming from
the log(7T[K]) = 6.2 — 6.4 and log(T[K]) = 6.4 — 6.6 temperature bins, making it
unlikely that the high Ca/Ar FIP bias values observed are a result of a temperature

effect.

The large Ca/Ar FIP bias values observed in the preexisting loops might appear
extreme but they are not uncommon. Similarly high values have been observed
before, for example, in the Ca/Ar ratio in flare loops (e.g. Doschek et al., 2015), in
the Mg/Ne ratio in an emerging flux region (e.g. Young and Mason, 1997; Widing
and Feldman, 2001), in the Mg/O ratio in coronal mass ejection cores (e.g. Landi
et al., 2010), and in various diagnostics in post coronal mass ejection current sheets
(e.g. Ko et al., 2003; Ciaravella et al., 2002). The newest aspect of the present
results is the different behaviour of the two diagnostics used to probe the plasma
composition in the two loop populations. While in the emerging loops, the Si/S and
Ca/Ar diagnostics indicate similar FIP bias values, in the preexisting loops there is
a significant difference between the lower Si/S FIP bias values and higher Ca/Ar

FIP bias values. This raises the question of whether the mechanism driving the FIP
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Raster Time FIP Bias
Emerging Loops Preexisting Loops
Si/S Ca/Ar Si/S Ca/Ar

2017 July 9 01:08 UT 23+03 26+03 1.8+03 43+03
2017 July 9 14:15UT 3.0+£03 33+03 20£03 7.8=£03

Table 6.2: Hinode EIS FIP bias results summary.

effect has different characteristics in the two loop populations, so this possibility

was explored further using simulations from the ponderomotive force model.

It is important to bear in mind that the macropixel locations vary between the
two EIS scans and, within one raster, they are also different for each diagnostic.
This aspect could also be responsible for some of the differences observed. The
reasoning for choosing different locations is as follows. Firstly, the loop popu-
lations evolve and also move due to solar rotation in the approximately 13 hours
between the two EIS scans, so the macropixel locations are changed as well to track
the loops. Secondly, for one loop population in one raster, the hotter parts have
better signal to noise ratio for the Ca/Ar diagnostic, while the cooler parts have bet-
ter signal to noise ratio for the Si/S diagnostic. The macropixel chosen for each
diagnostic was selected such that it maximizes the signal to noise ratio for that di-
agnostic. Figures 6.4 and 6.5 do not show significant variations in the either the
line ratio values or the DEM values within a given loop population. This suggests
that the FIP bias values within a loop population are relatively constant. Therefore,
the effects of varying the macropixel locations to increase the signal to noise ra-
tio should be minimal. In addition, there is significant flaring activity that involves
loops close to the boundary between the emerging and the preexisting loops. Since
flaring is likely to affect the plasma composition temporarily, all macropixels were
located as far away from the flaring location as possible to minimize the effects of
flaring on the measurements. This results in the emerging loops macropixels being
closer to the loop footpoint and the preexisting loop macropixels being closer to the
loop apex. It is possible that this has an impact on the composition measurements.
However, this impact is expected to be minimal since Figures 6.4 and 6.5 suggest

there are no significant FIP bias variations along the loops in this case.
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6.4 The Ponderomotive Force Model

The ponderomotive force model (Laming, 2004, 2015; Laming et al., 2019) is
a 1D static model which proposes that the FIP effect is generated in the chromo-
sphere by Alfvén wave activity originating in the corona (see Section 2.3.2 for a
detailed description). At coronal loop footpoints, refraction of these Alfvén waves
in the high density gradient of the chromosphere (see Figure 6.6a) generates a
ponderomotive force. This ponderomotive force acts on the ionized material (i.e.
mostly low-FIP elements since they have a much higher ionization fraction than
the high-FIP elements, see Figure 6.6b,c), preferentially bringing them upwards to
the top of the transition region. From the transition region, fractionated plasma is
transported upwards into the corona via a steady upflow (Bray et al., 1991). Once
plasma leaves the transition region and reaches the corona, two things happen. First,
the temperature increases enough (typical coronal temperatures are approximately
log (T [K]) =~ 6.0) to ionize all elements, so low-FIP and high-FIP elements are no
longer separated into ions and neutrals. Second, there is no significant density gra-
dient anymore, so the ponderomotive force becomes very small, if at all present
(see Section 2.3.2). This means that the fractionation process stops at the top of the
transition region, and the plasma composition pattern is locked in. From here, the
fractionated plasma is brought upwards into the corona via transport mechanisms
such as diffusion or ablation. Note that the current implementation of the pondero-
motive force model uses a 1D static model chromosphere, and so it does not cover

this last part of the chain.

The pattern (the relative enhancement of different elements) and strength (the
level of enhancement) of the fractionation process depend on the height in the chro-
mosphere at which the ponderomotive force is generated. This, in turn, is dictated
by whether the Alfvén wave driver is in resonance with the loop or not. Resonance
here means that the wave travel time from one loop footpoint to the other is an in-
tegral number of wave half-periods. Resonant waves accumulate much more wave
energy in the corona than in the chromospheric footpoints, and drive the pondero-

motive force close to the top of the chromosphere (see Figure 6.6e). This results
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in mild fractionation levels (see Figure 6.6f) because of the ionized background
gas. Non-resonant waves drive the ponderomotive force at lower heights (see Fig-
ure 6.6h), which results in stronger fractionation levels (see Figure 6.61) because the

background gas is neutral.

6.4.1 Model Simulations

The ponderomotive force model was used to make predictions of the fraction-
ation patterns in the two loop populations shown in Figures 6.4 and 6.5. Simulation
predictions match best with the Hinode EIS observations when assuming the pon-
deromotive force driver is resonant waves in the emerging loops and non-resonant
waves in the preexisting loops. This scenario is described in detail below.

There are two main parts that make up the simulations: setting the loop en-
vironment and selecting the properties of the waves driving the fractionation. For
each loop population, the loop environment is constructed as follows. The coronal
part of the loop is constructed using the parameters in Table 6.3. The chromospheric
environment at the footpoint of the loop is assumed to be that given by Avrett and
Loeser (2008). Chromospheric parameters that are key to the fractionation process
are the temperature and density gradient in the chromosphere (see Figure 6.6a) and
the ionization fractions of the low-FIP and high-FIP elements, which are calculated
assuming Saha ionization (see Figure 6.6b,c). Section 2.3.2 describes in detail how
the Alfvén wave propagation is treated in each part of the loop and the role of each
portion of the loop plays in the fractionation process. Once the environment is
set, the model simulated the propagation of an Alfvén wave of a given frequency
to obtain the fractionation pattern it will produce. The main free parameters here
are the wave frequency and amplitude. The chromospheric model is not changed
throughout the simulations.

First, the loop length, plasma density along the loop and magnetic field strength
are estimated to construct the coronal part of the loop environment. The loop lengths
were estimated using a Potential Field Source Surface (PFSS) model of the ac-

tive region created using the IDL Solarsoft packageSolarsoft library' (Freeland and

'Details at: http://www.ascl.net/1208.013
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Handy, 1998) provided by Schrijver and DeRosa (2003). In the PFSS model, a rep-
resentative loop that matched the EUV observations (see Figure 6.3) was selected
for each loop population and its length was calculated. The plasma density along
the loop was measured in the macropixel boxes shown in Figures 6.4, 6.5 using the
Fe xm 202.04 A/Fe xm 203.82 A diagnostic from Hinode EIS. The expansion of the
magnetic field in the low corona, which also influences the fractionation process,
was estimated using photospheric magnetic field strength (estimated from magnetic
flux density measurements with SDO HMI) and coronal magnetic field strength (es-
timated using the PFSS extrapolation). All loop parameters are summarised in Table
6.3. Using these loop parameters, the resonant frequencies for each loop population
are calculated using:

1%
fresonance - ﬁ; (6 1)

where L is the loop length and v4 is the Alfvén speed calculated as:

B
Varp’

VA = (6.2)

where B is the coronal magnetic field strength, and p is the loop density. The
resonant frequencies and Alfvén speeds characteristic to each loop population are

given in Table 6.3 are well.

Once the environment is set, the wave properties were varied to test what wave
frequency and amplitude best reproduces the plasma composition patterns observed
by EIS. The best agreement was found when assuming the Alfvén wave driver is
resonant in the emerging loops and non-resonant in the preexisting loops. These
two cases are presented below. Simulations were run assuming that the fraction-
ation process is driven by Alfvén waves at the emerging loop resonant frequency
(QEL resonance = 0.351 rad s_l) in both the emerging and the preexisting loops. A
discussion on why this is likely to be an appropriate choice is provided in Section

6.4.2. The wave amplitude was free to vary (see Table 6.4).

Results for the resonant case are shown in Figure 6.6d,e,f. In this case, the pon-

deromotive acceleration starts to increase in the middle of the chromosphere and is
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highest at the top of the chromosphere and the transition region (Figure 6.6e). As
a result, the abundances of Si and Ca (relative to H, i.e. absolute abundances) start
increasing slightly from the middle of the chromosphere, and show the highest en-
hancement around the top of the chromosphere and the transition region (Figure
6.6f). The focus is on the relative abundance predictions at the top of the transition
region (i.e. 2500 km above the photosphere in these simulations) since the model
suggests that abundance ratios are locked in once the plasma leaves this layer and
is transported into the corona (see Section 2.3.2). Hence these are the ones to be
compared with coronal observations. At the top of the transition region, Ar and S
are essentially not fractionated. Ca and Si are both significantly fractionated. Ca
shows a stronger fractionation than Si (Figure 6.6f) which is likely because the ion-
ization fraction of Ca is higher than the one of Si (Figure 6.6b) which means a
larger fraction of the Ca atoms are affected by the ponderomotive force. While the
differences in the ionization fraction of low-FIP elements are very small, i.e. ap-
proximately 0.1%, they are significant when it comes to the fractionation process.
This is because of the high density gradient in the chromosphere: an additional en-
hancement that is very small at a given chromospheric layer will become significant
when transported to the layers above since the density decreases so quickly (see
Figure 6.6a). This could explain why the Hinode EIS observations show slightly
higher Ca/Ar FIP bias values than Si/S FIP bias values in the emerging loops.

Results for the non-resonant case are shown in Figure 6.6g,h,i. In this case,
fractionation happens lower down in the chromosphere and is overall stronger: the
ponderomotive acceleration starts increasing at the bottom of the chromosphere,
reaches a maximum at the middle of the chromosphere and then decreases (Figure
6.6h). The abundances of Si and Ca (relative to H) start increasing from the bot-
tom of the chromosphere, which results in stronger enhancements at the top of the
transition region compared to the resonant case. Interestingly, in this case S behaves
similarly to Si and Ca rather than Ar: it becomes enhanced as well, but to a lower de-
gree than Si and Ca. As in the resonant case, Ar shows no fractionation. This could

explain the strong difference between the Ca/Ar FIP bias and the Si/S FIP bias in
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Figure 6.6: Ponderomotive force model predictions. First row shows the variation with
height of: a) electron temperature and density, b) ionization fractions for low-
FIP elements, c) ionization fractions for high-FIP elements. Second (third) row
shows the resonant (non-resonant) fractionation case, i.e. the variation with
height of: d, g) Alfvén wave energy fluxes (the downward and upward fluxes
are identical in the non-resonant case) e) ponderomotive acceleration f) FIP
bias relative to H.
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Parameter Emerging Loops Preexisting Loops

L 100 Mm 510 Mm

P 10°2cm™3 1082cm—3
Coronal B 250 G 200G

VA 10* km s~ 2.5%x 10* km s~!
fresonance 0.05 S_l 0.025 S_1
Qresonance 0.351 rad s~ 0.157 rad s~
Achromo 0.22kms~! 0.03 km s~!
Acoronal 44 km Si1 14 km Sfl

Table 6.3: Parameters used for ponderomotive force model predictions. Parameters listed
here follow the same notation in Equations 6.1 and 6.2. For the wave amplitudes,
Achromo 18 the chromospheric wave amplitude at the B = 1 layer used as input for
the model simulations and Acoronal 1S the coronal wave amplitude predicted by
the model.

the Hinode EIS measurements of the preexisting loops. As in the resonant case, Ca
is more strongly enhanced than Si due to its higher ionization fraction. However,
in the non-resonant case, the largest discrepancy between diagnostics comes from
the fact that S experiences significant fractionation as well, i.e. does not behave like
a high-FIP element anymore. Therefore, the enhancement of Si is underestimated
when measured relative to S.

It is important to note that the main free parameter when running the model and
making FIP bias predictions is the chromospheric amplitude Acpromo Of the wave
that drives the fractionation process. In the absence of observations that can help
constrain the amplitudes of these waves at the chromospheric level, an estimate
of the amplitudes was required to be able to make a FIP bias prediction. Small
changes in the wave amplitudes result in large changes in the estimated fractionation
strength at the top of the transition region. However, while the strength of the
fractionation is strongly dependent on the amplitude, the behaviour of S is mainly
determined by the chromospheric height at which the fractionation process is driven
which directly depends on the frequency of the wave driver (and, more specifically,
on how close the frequency of the driver is to the resonant frequency of the loop)
rather than the amplitude. Therefore, model predictions can be used to obtain a
qualitative understanding of the relative enhancement of different elements and,

more specifically, to test the conditions when S becomes fractionated as well.
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Emerging Loops Preexisting Loops
Achromo Si/S  Ca/Ar | Achromo Si/S Cal/Ar
020kms~! 1.61 231 [0025kms~! 1.32 3.13
022kms~! 180 270 |[0.030kms~! 148 5.1
—1
—1

026kms~! 222 4.00 |0.035kms 1.68 7.0
030kms' 287 6.1 |0.040kms 1.93 147

Table 6.4: Ponderomotive Force Model Predictions with Variable Achromo. For the wave
amplitudes, Acpromo 1S the chromospheric wave amplitude at the = 1 layer.
Acorona changes in proportion. Parameters are chosen to span the range of Si/S
and Ca/Ar in Table 6.2.

In the example described in this section and shown in Figure 6.6, the calcula-
tions are initiated with the wave amplitudes Achromo given in Table 6.3. These are
the input chromospheric wave amplitudes which resulted in fractionation patterns
that best matched the Hinode EIS observations at 01:08 UT. The model predicts the
waves to develop amplitudes Acoronal 10 the coronal portions of the loops. In the
chromosphere, where the FIP fractionation is calculated, the resonant wave ampli-
tude returns to Achromo = 0.22 km s~!. The non-resonant wave amplitude is much
larger, of order 1 km s~!. This is characteristic of the non-resonant waves: they are
more likely to leak into the chromosphere, so a higher fraction of the wave energy

accumulates in the chromosphere than in the corona.

Using the inputs listed in Table 6.3, the model predicts the following results:
in the emerging loops (resonant wave driver case), a Si/S FIP bias of 1.8 and Ca/Ar
FIP bias of 2.7 and, in the preexisting loops (non-resonant wave driver case), a Si/S
FIP bias of 1.5 and Ca/Ar FIP bias of 5.1. These values are directly calculated
from the simulation composition patterns at transition region level shown in Figure
6.6f,1. Following the same approach, Achromoe can be changed slightly to obtain FIP
bias values that match the Hinode EIS observations at 14:15 UT as well (see Table
6.4). The key result, however, is that while the predicted FIP bias values depend on
the selected Achromo, the significant differences between the two diagnostics (given

by the behaviour of S) depend on whether the wave is resonant or not.

While one could model Si/S and Ca/Ar coming from different strands with

different wave populations within each loop, it is interesting that the same fraction-
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ation process (i.e. one wave in each loop, of the same frequency) for both Si/S and
Ca/Ar reduces the former and increases the latter in going from emerging to preex-
isting loops. One might achieve better agreement between model and observation

with more waves, but this would be at the expense of more model parameters.

6.4.2 Alfvén Waves Origin Discussion

The ponderomotive force model simulations suggest that the fractionation pat-
tern observed in the two loop populations could be explained if the driver is reso-
nant waves in the emerging loops and non-resonant waves in the preexisting loops.
This naturally raises a question regarding the origin of these waves. One possi-
bility explored in this work is that the waves giving rise to the fractionation seen
in the emerging loops have a coronal driver, and consider both a coronal and a
photospheric driver for the waves giving rise to the fractionation observed in the
preexisting loops. The emerging loops make up the hot and very active core of the
active region. If we assume that the corona is heated via a nanoflare heating mecha-
nism, then, along with heating the corona, this mechanism will also release coronal
Alfvén waves, some fraction of which will potentially be at resonance with the loop
and can drive the fractionation (Laming, 2017; Dahlburg et al., 2016). The preexist-
ing loops are cooler, likely indicating that nanoflare heating is weaker in this case.
This suggests that an external driver is more likely to generate the waves needed for

the fractionation observed here.

The first candidate is of coronal origin. One possibility is that resonant waves
in the emerging loops could be communicated to the pre-existing loops where they
will be non-resonant. The equation of motion for waves on the pre-existing loops
(2) with displacement x; forced by kink oscillations of the emerging loops (1) is

given by:

d (6B2, ByoB
pz(x'zm%xz):—;,( Tkt °4n1'), (63)

where, on the left hand side (the ‘driven’ side), p, and Q, are the density and reso-
nant frequency of the preexisting loops respectively and, on the right hand side (the

‘driver’ side), 0B is the magnetic field perturbation in the emerging loops, with
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components perpendicular and parallel to the ambient magnetic field By indicated.
Here, the assumption is that 0B o 1/r. The notation (1) and (2) here corresponds
to the loop populations indicated as emerging and preexisting loops in Figure 6.1.
The first Alfvénic term on the right hand side §B?, /87 = p;5v2 | /2 and oscillates

at 2Q to give:
»_p_ 20 iy (6.4)
X1 p2Qi—4Q2 R
where x| is the displacement of the emerging loops, p; and Q; are the density
and resonant frequency of the emerging loops respectively, and R is the separation
between the flux tubes. With x; = 44/0.351 = 125 km, Eqn. 6.4 indicates that
x2/x1 = 0.3 requires a separation between flux tubes of 2" —4”, much smaller than

the observed separation of order 100”.

The effect of the second, compressive, term on the right hand side is more
model dependent (e.g. Mikhalyaev and Solovév, 2005; Verwichte et al., 2006).
When the plasma beta B < 1, the r-component of the wavevector exterior to the

emerging loop can be written as:

2.2 2_ 22 2 Vi1~V
k =Q°—k =k ¢ 6.5
rVAe zVAe 2] Pe/Pl (6.5)
where
B2 + B2
Q2 = ?—e 0 (6.6)
4n(pe +p1)

is the tube oscillation frequency in terms of exterior and interior ambient magnetic
fields B,, By, and densities p,, p; (Mikhalyaev and Solovév, 2005). When v4, > v4;
(the usual case), k, 1s imaginary and the exterior wave is evanescent, meaning that
the kink oscillations are trapped inside the loop, making transfer of wave energy
from one loop to the other unlikely. Such a situation has been studied in detail for
magnetosonic waves escaping from reconnection current sheets by Provornikova
et al. (2018). This is the assumed scenario when running the simulations presented
in this work. This scenario is certainly oversimplified, and many possibilities must
exist for the excitation of wave modes as magnetic flux emerges. One difficulty with

this scenario is that waves generated by nanoflares are highly localised to single
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loops rather than loop populations which raises questions about whether this type

of wave transfer could realistically take place.

A second candidate could be of photospheric origin, and include p- and g-
mode oscillations or other perturbations of the photospheric plasma flows gener-
ated by the flux emergence happening in the close vicinity of the preexisting loops
footpoints (see Figure 6.2). These can act as a driver for both resonant and non-
resonant waves. Among the wide range of possible photospheric perturbations,
those with long wavelengths could naturally couple and perturb the neighbouring
preexisting loops population at the same time. In this regard, it is worth noting that
this active region shows an interesting global rotation of the photospheric magnetic
field (see James et al., 2017) which suggests there could be a photospheric or sub-
photospheric wave driver on large spatial scales. Interestingly, Grant et al. (2022)
have detected coherent waves across multiple pores in the photosphere suggesting
a coupled wave excitation mechanism and a driver acting on scales of several tens
of Mm. The rotational motion observed in the active region studied here could also
drive torsional Alfvén waves. The associated spatial scales of the driver may explain
coupled behaviour of different loops. The S enhancement in the preexisting loops
(as suggested by the Hinode EIS observations) and the fact that, as suggested by the
model, the fractionation process takes place lower down in the chromosphere than
in the non-resonant case support the scenario of a photospheric origin for the waves
driving fractionation in the preexisting loops. It is, however, important to note that
the low frequencies and long wavelengths implied for 3 or 5 minutes p-modes which
make them reflect more easily in the chromosphere mean that high chromospheric
wave amplitudes, > 10 km s~ ! are required. Higher frequency non-resonant waves,

such as modeled in Figure 6, reduce this amplitude to ~ 1 km s~ .

These are a couple of options that could explain the presence of non-resonant
waves in the preexisting loop. However, understanding the exact origin of these
waves is beyond the scope of this thesis and is a topic that requires in depth further

investigations in the future.
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6.5 Summary and Discussion

Spectral analysis of Hinode EIS observations of active region AR12665 show
very different FIP bias values in two parts of the active region. The emerging loops,
i.e. the new part of the active region, show enhanced Si/S FIP bias (2.3 to 3.0) and
slightly higher Ca/Ar FIP bias (2.6 to 3.3). The preexisting loops, i.e. the old part
of the active region, show more modest Si/S FIP bias (1.8 to 2.0) but very strong
Ca/Ar FIP bias (4.3 to 7.8). The Ca/Ar FIP bias is slightly higher than the Si/S FIP
bias in the emerging loops, but much higher than the Si/S FIP in the preexisting
loops. The study suggests that the ponderomotive force model is able to predict
this effect using simple assumptions about the properties of the waves driving the

fractionation process in the two loop populations.

One possibility explored in this work is that the fractionation pattern observed
in the emerging loops can be a result of resonant Alfvén waves of coronal origin.
In this case, Ar and S show no fractionation, while Ca and Si show significant
fractionation (Ca slightly higher than Si which could explain the slightly stronger
Ca/Ar FIP bias compared to Si/S FIP bias). This can be explained by fractionation
occurring at the top of the chromosphere (as was previously suggested for the hot
core loops from measurements of significantly higher FIP bias values by Brooks

and Yardley, 2021).

The fractionation pattern observed in the preexisting loops can be a result of
non-resonant waves. In this case, Ca and Si show stronger fractionation than in the
previous case (Ca again slightly higher than Si) and Ar again shows no fractionation.
The key difference is that, in these conditions, S shows significant fractionation as
well, resulting in a much lower Si/S FIP bias than Ca/Ar FIP bias. This can be
explained by fractionation occurring lower down in the chromosphere (as was pre-
viously suggested by Laming et al., 2019). Note that although the two diagnostics
measure different FIP bias levels, they are both detecting coronal abundances in
both the hot core loops and pre-existing loops. It is the combination of Si/S and

Ca/Ar FIP bias measurements that allow further probing of the model predictions,
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and the development of the resonant/non-resonant wave explanation of the wider

loop environment.

It is important to note that the model is only analysing the chromospheric and
transition region environment, predicting abundances at the top of the transition
region. Transport mechanisms from the top of the transition region to the corona
must be considered to be able to make a prediction of the FIP bias in the corona.
The model suggests that the abundance change at the top of the transition region
can be reached within minutes (Laming, 2015). However, previous studies (Wid-
ing and Feldman, 2001; Baker et al., 2018), found that the FIP bias increases with
time in the emergence phase over hours to days. This indicates that transport pro-
cesses that bring the fractionated plasma into the corona are much slower than the
processes that drive the fractionation, so predicted chromospheric abundances will
not be reflected in the corona right away. Nevertheless, assuming that these coronal
transport timescales are similar in the emerging and preexisting loops, qualitative
trends predicted by the ponderomotive force model can be compared to the Hinode

EIS observations.

There is an increase in both the Si/S FIP bias and the Ca/Ar FIP bias of the
emerging loops over the 13 hour period between the two Hinode EIS scans. This
could indicate that the fractionated plasma is slowly being transported to the corona,
i.e. the fractionation pattern at the top of the transition region is slowly being re-
flected in the corona. The strong increase of the Ca/Ar FIP bias in the preexisting
loops over the 13 hour period could be explained following the same reasoning,
with the exception that the final Ca/Ar FIP bias is higher, so the increase appears to
be more drastic. The steady increase assumption requires reasonably quiet coronal
conditions. However, there are 1 M-class and 4 C-class flares at the boundary be-
tween these two loop populations in between the first and the second Hinode EIS
scans. In the EUV, previous studies showed that flaring can either temporarily re-
duce the FIP bias to photospheric values (Warren, 2014) or increase it (To et al.,

2021). While the boxes selected for the FIP bias measurements are located further
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away from the flaring sites, the possibility that the flaring activity influences the
coronal transport mechanisms in the loops under study cannot be excluded.
Finally, this result is particularly relevant for connection science studies. Typi-
cally the FIP bias diagnostics used in remote sensing studies (e.g. Si/S, Fe/S, Ca/Ar,
Mg/Ne) are different from the ones used for in-situ measurements (e.g. Fe/O), so
understanding when these diagnostics behave differently is important for connnect-
ing the two types of measurements. According to the ponderomotive force model,
resonant waves drive little fractionation in larger loops (e.g. the ones in this study)
and no fractionation in open loops (although this aspect has been questioned by
Réville et al., 2021). However, as this work suggests, fractionation can still be
driven in these loops by non-resonant waves if an external driver is present and
a similar process could happen in open field lines. In this case, the Si/S FIP bias
would be very low (and this can be extended to other low-FIP elements relative to S)
so the area under study could mistakenly be believed to show no/weak fractionation
unless a second diagnostic (not including S) is used. Therefore, understanding what
differences to expect between different FIP bias diagnostics and being able to pre-
dict in what conditions S starts experiencing significant fractionation is important
for connecting in-situ plasma parcels to their origin on the Sun. This is especially
important given that S is commonly used in both remote sensing and in-situ FIP

bias diagnostics.



Chapter 7

Plasma Composition Variations in a
Solar Flare: Links to Coronal Loop

Radiative Cooling

This chapter includes results to be submitted for publication. The spectro-
scopic data analysis and interpretation was performed by myself in collaboration
with Dr. Peter Young (NASA Goddard Space Flight Center). The EBTEL simula-
tions were performed by Dr. David Brooks (George Mason University) using loop
parameters I provided. This work was carried out under the supervision of Prof. Lu-
cie Green, Dr. Deborah Baker, Dr. David Long and Prof. Lidia van Driel-Gesztelyi.
The results of this work were presented at the Hinode 16/IRIS 13 Meeting (Niigata,

Japan) in September 2023 as a contributed talk.

7.1 Introduction

The plasma composition in flare loops is different from that of quiescent ac-
tive region loops. As discussed in detail in Section 2.4.2, unlike quiescent active
region loops, where fractionated plasma is supplied to the corona via the loop foot-
points, in flare loops, the corona is supplied with unfractionated plasma. Results
from full-Sun spectra in the EUV (Warren, 2014) and X-rays (e.g. Mondal et al.,
2021; Nama et al., 2023) found evidence that the average FIP bias, dominated by

the flare emission, evolves from quiet Sun values in the preflare phase to photo-
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spheric values around the peak of the GOES X-ray flux, and returns to its original
value over the course of a few minutes to hours. The situation is actually more com-
plex with the spatially resolved observations from Hinode EIS showing that brighter
flare loop apex have coronal composition (Doschek et al., 2015, 2018), but the FIP
bias values decreasing along the loop as the footpoint is approached (Doschek et al.,
2018). These observations suggest that chromospheric evaporation is supplying the
corona with unfractionated plasma via the chromospheric footpoints of the flare
loops (Warren, 2014). The photospheric composition observed during these evapo-
ration episodes suggests that plasma is transported from deep in the chromosphere,

below the region where the fractionation process takes place.

It is known that flare dynamics affect flare loop plasma composition, but these
plasma composition changes, in turn, have effects on other flare related processes
such as the radiative cooling process of flare loops. Flare loops cool mainly via
radiation and, in the temperature range log (T[K]) = 5.3 — 7.0, radiation is domi-
nated by emission from Fe lines (Aschwanden, 2004). As Fe is a low-FIP element,
the FIP effect changes the Fe abundance in the corona, which then changes the total
power radiated by the plasma. Brooks (2018) showed that the the kind of abundance
changes typically driven by the FIP effect in the solar corona lead to detectable dif-
ferences in the cooling lifetimes of coronal loops. In their work, they used loop
cooling times measured from SDO AIA observations to study the IFIP effect (for
details on the IFIP effect, see Section 2.4.2). The main question regarding the IFIP
effect is whether it is the result of low-FIP elements being depleted or high-FIP el-
ements being enhanced. Brooks (2018) modelled the radiated power loss in the two
potential scenarios and found that the modelled loop cooling times better matches
observations in the scenario where low-FIP elements are depleted. This is an im-
portant result for understanding the IFIP effect, but it also highlights the importance

of plasma composition in the radiative cooling process.

The work presented in this chapter further explores the link between plasma
composition and the radiative cooling process of flare loops plasma using spectro-

scopic observations. The analysis focuses on high cadence Hinode EIS sit-and-
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Figure 7.1: X-ray flux observed in the two GOES channels (1-8 A and 0.5-4 A). The verti-
cal dashed lines indicate the start and end times of the Hinode EIS observations.

stare spectroscopic observations of the evolution of the flare loop plasma after the
M-class flare peaking at 13:56 UT on the 2022 April 2. The flare loop’s plasma
composition is characterised using the Ca xiv 193.87 A /Ar xiv 194.40 A diagnos-
tic, while its radiative cooling process is characterised by the time spent cooling
through a range of emission lines that form at different temperatures. These ob-
servations are interpreted in the context of simulations from the EBTEL 0D hy-
drodynamic model which simulates the radiative cooling of flare loops following
the same concept as Brooks (2018). Simulations show that photospheric composi-
tion leads to longer cooling times and weaker emission, while coronal composition
leads to shorter cooling times and stronger emission. A similar trend is seen in
the observations, where the loop apex shows coronal plasma composition, stronger
emission and shorter cooling times for the lines included in the study, compared to
the loop footpoint which shows photospheric plasma composition, weaker emission
and longer cooling times. This could mean that the different plasma composition in
the loop apex and loop footpoint might have significant implications for the cooling
process in different parts of the loop. If this creates a strong enough temperature
gradient and the density is sufficiently high, then conduction might become impor-

tant and drive heat flows via along the loop which were not previously considered.
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7.2 Flare Loops Evolution

The flare under study is an M3.9 long duration flare that started around 12:50
UT and peaked at 13:56 UT on the 2022 April 2 (see Figure 7.1). It accompanied
the eruption of a filament that had formed in between two large active regions, AR
12976 and AR12975, and was destabilised by the emergence of a third active region,
AR12977 (for a study of the filament eruption, see Janvier et al., 2023). It is the first
of two M-class flares produced in this complex on this day, the second one being a
short duration M4.3 flare at 17:34 (see Figure 7.1). The focus of this work is on the
small flare loop arcade centered around X, Y = (910", 250 "), which was observed
by Hinode EIS during the impulsive and decay phases of the flare. These flare loops
start brightening in the ATA 131A images at approximately 13:40 UT and disappear
completely by 14:30 UT, suggesting the plasma has cooled below the temperature

of approximately log(7'[K]) = 7.0 imaged by the 131 A passband (see Figure 4.7).

7.3 Hinode EIS Observations

The evolution of the flare loops was captured by Hinode EIS using a sit-and-
stare observing study (see Table 7.1 for study details). The observation, consisting
of 4 consecutive runs of the Flare_SNS_v2 study!, started at 13:05 UT just before
the beginning of the impulsive phase of the flare, and continued through most of the
decay phase (see Figure 7.1). In this study, the EIS slit had a fixed position, which
was ideally located to capture the flare loops cooling during the decay phase with

high cadence (see Figure 7.2).

The present analysis focuses on the EIS observations taken around the peak
of the flare, i.e. from approximately 13:40 UT to 14:25 UT. The level-O data were
obtained from the Hinode EIS archive? in the IDL Solarsoft library® (Freeland and
Handy, 1998). The data were calibrated with the eis_prep routine from the IDL So-

larsoft library. This routine removes the CCD dark current, cosmic ray pattern, and

IDetails at: https://solarb.mssl.ucl.ac.uk/SolarB/estudylist.jsp
2 Available at: https://solarb.mssl.ucl.ac.uk/SolarB/SearchArchive jsp
3Details at: http://www.ascl.net/1208.013


https://solarb.mssl.ucl.ac.uk/SolarB/estudylist.jsp
https://solarb.mssl.ucl.ac.uk/SolarB/SearchArchive.jsp
http://www.ascl.net/1208.013
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Figure 7.2: AIA 131 A image of the flare loops at the peak of the GOES X-ray flux (13:56

UT). The blue rectangle indicates the position of the EIS slit (for Fe xi1 195.119
A).

hot and dusty pixels from detector exposures and provides the radiometric calibra-
tion to physical units (erg cm_zs_lsr_zA_l).

To align the EIS rasters to AIA, the standard offset was obtained from the
eis_aia_offsets routine and an additional manual correction was performed by
comparing the EIS Fe xu 195.119 A intensity map with images from the AIA
193 A passband. For the additional correction, synthetic AIA rasters were pro-
duced from a sequence of images in the 193 A passband using the IDL Solarsoft
aia_make_eis_raster routine (see EIS Software Note No. 26, Young, 2023b, for more
details). An offset correction of X, Y = (+8”, +15”) was found to give the best align-

ment.
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EIS Study Details

02/04/2022 13:05 UT
02/04/2022 14:06 UT
02/04/2022 15:06 UT
02/04/2022 16:07 UT

Study acronym Flare_SNS _v2 or PRY flare 3 _v2

Raster times

Study number 555

Raster type sit-and-stare (SNS)
Window height 152"

Rastering 2 slit, 225 sets
Exposure time 10s

Exposure delay Ss
Total raster time 1h Om 20s

Re;ference spectral Fe xu195.119 A
window

Table 7.1: Summary of Hinode EIS study details.

Each line used in this study (see Table 7.2) was fitted with a single Gaussian
using the eis_auto_fit routine. To increase the signal to noise ratio, 2 X 2 binning was
applied to the data before performing the fitting. This resulted in a 2” resolution in

the y direction and approximately 30 s in the x direction.

7.3.1 Flare Loop Cooling

The temperature evolution of the top of the flare loops can be followed by
tracing the plasma emission in lines that cover a sequence of temperatures from
log(T'[K]) = 7.2 to log(T[K]) = 5.7 (see Table 7.2 and Figure 7.3). The loop top
is first observed at 13:47 UT in the Fe xxiv line, between 240" and 260" in the Y
direction. As time progresses, it becomes visible in the successively cooler lines,
indicating that the loop top is cooling after the initial heating caused by the flare.
After about 14:10 UT, the loop top disappears from the Fe VIII line (the coolest line
analysed here), indicating that the loop top has cooled below about log (T'[K]) =
5.7. Overall, the upper part of the flare loops cools down from log (T[K]) = 7.2 to
log (T[K]) = 5.7 in approximately 23 minutes.

A second, fainter yet distinct feature that can be observed in the EIS data is
the southern footpoint of the flare loops (Figure 7.2 indicates where the footpoint

crosses the EIS slit). The loop footpoint is first observed at approximately 13:45 UT
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Figure 7.3: Evolution of the flare loop emission intensity (erg cm~! s~! sr!) for the emis-

sion lines listed in Table 7.2. Horizontal dashed lines at Y = 255" and Y = 235"
indicate the location of the flare loop apex and footpoint respectively.
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Spectral line Wavelength Log(Tnax[K])

Fe v 194.661 A 5.7
Fe xir 195.119 A 6.2
Fe xv 284.163 A 6.4
Ar xiv 194.401 A 6.6
Ca x1v 193.866 A 6.65
Fe xvI 262.976 A 6.8
Fe xvi 269.420 A 6.9
Fe xxii 263.765 A 7.15
Fe xx1v 192.028 A 7.2

Table 7.2: Wavelength and formation temperature (T is the peak of the emission line
contribution function; see Section 3.3) for the Hinode EIS spectral lines analysed
in this study (CHIANTI Database Version 10.1; Dere et al., 1997; Del Zanna
et al., 2021).

in the Ar x1v, Ca x1v and Fe xvi lines, between 230" and 240" in the y direction. It is
likely not hot enough to be visible in the hotter Fe xxmur (log(7[K]) = 7.15) and Fe
xx1v (log(T[K]) = 7.2) lines and, in the cooler Fe xir and Fe v lines the background
emission is strong in the region of the footpoint throughout the scan, making it
difficult to distinguish the footpoint emission from the background emission. Note
that this footpoint feature is not a transition region footpoint, but rather a coronal
portion of the loop that is located lower down in the corona, close to the transition
region footpoint.

The lifetime of a few lines, i.e. the time their emission is maintained above a
given threshold, was calculated by taking cuts through the two features identified
above (see Figure 7.4). Here, the threshold is defined as 10% of the peak intensity
reached in each given line. For the loop top, the cut was taken at Y = 255" and
for the loop footpoint at Y = 235" (see dashed white lines in Figure 7.3). The loop
top has a relatively short lifetime in Fe xxiv line (6 minutes), longer lifetimes in Ar
xiv, Ca xiv and Fe xvi (15-18 minutes) and shorter again in Fe xi and Fe v (5-6
minutes). Interestingly, the emission is single peaked in the hotter lines, but double
peaked for Fe xu and Fe v, with each peak having a lifetime of 5-6 minutes. This
could potentially be indicative of two loop populations reaching this temperature at
slightly different times. The loop footpoint has significantly longer lifetimes in the

lines it is visible in, i.e. Ar xiv, Ca x1v and Fe xv1 (32-34 minutes). It is, however,
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Figure 7.4: Time evolution of the main emission lines’ intensity (erg cm~! s~! sr=!) in

the loop top at Y = 255" (blue) and footpoint Y = 235" (red). The two curves
correspond to horizontal cuts at the locations of the dashed lines in Figure 7.3.
The lifetime of a given line in a given feature is indicated in the top right corner
of each plot, using the same colour code as for the plots.

not visible in Fe xxiv (likely it does not become hot enough), Fe xu (likely covered

by the background emission level being very high at this location) or Fe v.

It is important to note that, while the loop apex and loop footpoint identified
above both belong to the flare loop arcade, they are not part of the same loop. This
is a result of the orientation of the EIS slit with respect to the flare loop arcade. The
loop apex feature belongs to a smaller loop located slightly lower down, while the

loop footpoint feature belongs to the larger loop located slightly higher up. In the
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analysis presented here, we rely on the assumption that all loops in the flare loop
arcade have a similar evolution and, therefore, the evolution of the two features can
be taken to be representative of the loop arcade even if they are not part of the same
individual loop. This is a reasonable assumption since all the loops in the flare loop

arcade react to the same heating event.

7.3.2 Plasma Composition

To calculate the FIP bias, the Ca xiv 193.87 A (low FIP, FIP = 6.11 eV) and
Ar xiv 194.40 A (high FIP, FIP = 15.76 e¢V) emission lines were used. The theo-
retical formation temperatures for the two lines are log (Tyax[K]) = 6.65 for Ca
xiv 193.87 A and log (Tyax[K]) = 6.6 for Ar xiv 194.40 A (CHIANTI database
Version 10.1; Dere et al., 1997; Del Zanna et al., 2021). As discussed in Section

3.3.7, the FIP bias in a pixel is given by:

_caxiv _ [ Garxiv(Ne, T)DEM(T)dT

FIPy,,, = , 7.1
oIS T e X1V J Gcaxiv(Ne, T)DEM(T )dT 7D

where Ic, v and Ia;xry are the measured intensities of the two spectral lines,
Garxiv(Ne, T), Geaxiv(Ne, T) are the theoretical contribution functions (as a func-
tion of electron density and temperature) and DEM(T') is the differential emission
measure. Ideally, a DEM analysis would be used to calculate the second term in
Equation 7.1. However, there are not enough Fe lines in this study to confidently
constrain the DEM, particularly as the plasma goes through a wide range of temper-
atures as it cools down after the flare. Instead, an isothermal plasma approximation
was used to estimate the second term in Equation 7.1. Assuming that, in every pixel,

all emission comes from plasma at a single temperature, Equation 7.1 is reduced to:

Icaxtv ,Gcaxiv(Ne, T)

FIPy;,s = )
T I xiv! Garxiv(Ne, T)

(7.2)

where the first term is the observed line ratio and the second term is the theoretical
line ratio calculated using CHIANTT at the temperature and density measured using
observations. This method is also detailed in Section 3.3.7.2. For the temperature

calculation, the Fe xvi 262.984 A / Fe xv 284.160 A diagnostic was used. For the
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Figure 7.5: The ratio of Ca xiv 193.87 A and Ar xiv 19440 A contribution
functions as a function of temperature and density for photospheric
(sun_photospheric_2021_asplund) and coronal (sun_coronal 2021 _chianti)
composition. Computed with CHIANTI (Dere et al., 1997) Version 10.1
(Del Zanna et al., 2021).

density, a constant value of 10'%cm—3

was assumed everywhere. Calculating the
density in every pixel was not possible due to the high noise level for the emission
lines involved in the density diagnostics available in the study. Density was calcu-
lated in a few macropixels along the loop throughout its lifetime using the Fe xu
(186.85 A + 186.89 A)/195.12 A, Ar xiv 187.96 A/194.40 A and the Ca xv 181.90
A/182.86 A diagnostics after spatially binning the data to reduce noise. The density
does vary from one location to another and from one diagnostic to another, but it
typically falls in the range of 10°>cm™3 - 10''cm™3. Therefore, the chosen value
of 10'%m™3 was considered a reasonable approximation overall. The contribution
function dependence on temperature is significantly stronger than its dependence
on density (see Figure 7.5). Therefore, the error introduced by assuming a constant
density is expected to have minor effects compared to errors introduced by varia-

tions in temperature, so assuming a constant density that broadly reflects the density

of the structure is considered sufficient.
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Figure 7.6: Fe xv/Fe xvI temperature (top), FIP bias corrected for temperature effects as
described in Section 7.3.2 (middle) and Ca x1v 193.87 A /Ar x1v 194.40 A line
ratio (bottom) as a function of time along a subsection of the slit focusing on
the evolution of the flare loops.

While the FIP bias was calculated everywhere in the submap shown in Figure
7.6, the likely reliable values are in the region where there is enough emission from
the lines used (Ca x1v, Ar x1v, Fe xv and Fe xvi), i.e. when the structure has cooled
to a temperature in the range log (7[K]) = 6.4 — 6.8. Unfortunately, this means that
we cannot make plasma composition measurements at the top of the flare loops right
after the flare around 13:45 UT, when the temperature is still very high. However,
after 13:51 UT, the loop top cools down enough for plasma composition measure-
ments to be possible with this diagnostic. Fortunately, the loop footpoint is at the
right temperature for composition measurements. The FIP bias map (middle panel
of Figure 7.6) shows significantly different plasma composition in the loop top and
the loop footpoint. While the loop top has coronal composition (in agreement with
the findings of Doschek et al., 2015, 2018) with a FIP bias in the range of 3.5-4, the

footpoint has much lower values of approximately 1 (in agreement with the findings
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of Doschek et al., 2018, who found FIP bias decreasing from the loop apex towards
the footpoint and concluded that the plasma composition at the footpoint should be
photospheric or very close to photospheric). It is also interesting that the footpoint
temperature increases first at approximately 13:47 UT, but its plasma composition
only becomes clearly photospheric at around 13:54 UT. This could be an indication
of chromospheric evaporation due to flare heating, as previously suggested by War-
ren (2014). The difference between both the FIP bias and line lifetimes in the loop
top and footpoint naturally raise the question about links between plasma composi-

tion and radiative cooling.

7.4 Radiative Cooling Modelling

The radiative loss, i.e. total radiated power emitted from an optically thin
plasma, is given by:

Ly = NeNuQ(Te, Ne), (7.3)

where N, and Ny are the electron and hydrogen densities, respectively, 7, is the
electron temperature and Q(7,,N,) is the radiative loss function. The radiative loss
function is essentially a sum of all the line contributions radiating at a temperature
T. The main contributions are bound-bound line emission and continuum radiation,
i.e. free-free emission and free-bound radiative recombination. In the tempera-
ture range log (T[K]) = 4.5 — 7.0, bound-bound emission from abundant elements
such as C, O, Si and Fe dominates, with O having the highest contribution around
log (T[K]) = 5.3 and Fe around log (T[K]) = 6.0. For log (T'[K]) = 7.0, however,
continuum processes dominate (see e.g. Aschwanden, 2004). The radiative loss
function depends on the plasma composition of the radiating plasma, particularly in
the temperature range where it is dominated by emission from low-FIP elements.
Figure 7.7 shows the variability of the radiative loss function with temperature for
photospheric and coronal composition, as calculated by CHIANTI Version 10.1
(Dere et al., 1997; Del Zanna et al., 2021). The two functions are significantly dif-

ferent around log (T[K]) = 6.0, where emission from Fe (low-FIP) lines dominates
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Figure 7.7: Radiative energy losses, Q(T,N,), as a function of electron temperature in the
case of plasma with photospheric (sun_photospheric_2021_asplund) and coro-
nal (sun_coronal 2021 _chianti) composition. Computed with the CHIANTI

(Dere et al., 1997) Version 10.1 (Del Zanna et al., 2021) rad_loss function for a

plasma with a default density of 10'%cm—3.

the radiative losses, but the differences are much weaker in the temperature ranges

where emission from O (high-FIP) lines or continuum emission dominate.

7.4.1 The EBTEL Model

The effect of a varying radiative cooling function on flare loops can be explored
using the enthalpy-based thermal evolution of loops (EBTEL) model (Klimchuk
et al., 2008; Cargill et al., 2012a,b). EBTEL is a 0D hydrodynamic model which
simulates the cooling process in a loop in response to a heating event, predicting the
evolution of average loop parameters (e.g. temperature, density, pressure) with time.
Using these loop parameters, synthetic line emission can be derived and compared

to observations.
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In static equilibrium conditions, the energy input brought by coronal heating
must be equal to the energy losses via radiative and conductive cooling. At equilib-
rium, less than half of the energy losses happen via radiation to outer space (radia-
tive cooling), and the remainder of the energy is conducted down to the transition
region (conductive cooling) where it can be radiated more efficiently (Klimchuk
et al., 2008). The corona, however, is not in static equilibrium as the heating rate
does change in time. If the timescale of the variability is shorter than the loop
lifetime, then this change in the heating rate affects the heat transfer between the
coronal and the transition region parts of the loop. If the coronal heating rate in-
creases (say as a result of a heating event), the coronal temperature increases, so the
heat flux conducted down to the transition region increases as well and heats up the
plasma here. This conductive cooling is particularly important right after the heating
event. The transition region, however, is not able to radiate all the extra energy, so
the pressure increases, creating a upwards flow of hot plasma. This process is called
chromospheric evaporation. Conversely, if the coronal heating rate decreases, the
coronal temperature decreases, so the downwards heat flux decreases, and the tran-
sition region plasma cools down. As a result, transition region pressure decreases
and, when pressure gradients drop to sub-hydrostatic values, plasma starts to drain
from the coronal part of the loop into the transition region. This process is called

coronal condensation.

EBTEL models the heat transfer and plasma flows between the corona and the
transition region as a result of a changing coronal heating rate function chosen by
the user. The main idea behind EBTEL is to equate an enthalpy upwards flux of
expanding plasma (or downwards flux of condensing plasma) with any excess or
deficit in the heat flux relative to the transition region radiation loss rate (Klimchuk
et al., 2008). This is done by solving simplified versions of the hydrodynamic equa-
tions that treat field-aligned average values of temperature, pressure, and density
along the loop. EBTEL is necessarily a very simplified model. It is not spatially
resolved, so it is not able to capture any change in the plasma parameters along the

loop. The 0D aspect of the model also means that both coronal heating and radiative
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losses are assumed to be spatially invariant. This is an approximation, since both of
these can vary spatially which might affect the loop response to heating. The major
advantage of using EBTEL, however, is that it is orders of magnitude less compu-
tationally expensive than other multi-dimensional MHD models, while still being
successful at reproducing key aspects of the coronal and transition region evolu-
tion. In particular, for the aspect investigated in this work, i.e. the effect of variable
plasma composition on the radiative cooling of flare loops, EBTEL is considered

sufficient.

7.4.2 Model Simulations

The input parameters for the EBTEL simulations are the loop length, a radia-
tive loss rate function and a heating function. The loop length was estimated from
the SDO AIA EUV images to be in the range of 24 — 65 Mm. Two radiative loss
functions were considered: one assuming the loop has plasma with photospheric
composition and the other with coronal composition (these two functions are shown
in Figure 7.7). The heating function was chosen such that the simulated tempera-
ture and density evolution of the loop plasma matched the observations, following
the method of Brooks (2018). A strong heating event of 0.023 erg cm s~ ! was as-
sumed to start 200 s and stop 450 s after the start of the simulation. The amplitude
and length of this heating event were chosen such that the simulated loop reaches
a temperature of log (T[K]) ~ 7.2 (the formation temperature of Fe xxiv) and stays
at this temperature for a duration of time similar to the lifetime of the observed Fe
xx1v line (see Figure 7.4). EBTEL also has an ongoing heat input, which, in these
simulations, was assumed to have a rate of 5 x 107® erg cm—3s~!. This background
heating rate was chosen such that, in the absence of a strong heating event, it is able
to maintain the loop at a quiet Sun temperature of log (T[K]) ~ 6.0.

As the loop cools down, emission increases in progressively cooler lines. Fig-
ure 7.8 shows the simulated intensity evolution for the Hinode EIS lines listed in
Table 7.2. Lifetimes for each of the lines are defined as the time spent above 10%
of the maximum intensity of the line, the same as the lifetimes of the observed EIS

lines to allow for comparison.
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Figure 7.8: Synthetic intensity (erg cm™' s~! sr™!) evolution of the emission lines anal-
ysed in Figure 7.4 computed using an EBTEL simulation of a heating event
in a single loop strand. This is investigated in the case of coronal (blue) and
photospheric (red) plasma composition along the loop, keeping all other loop
parameters fixed. The lifetime of a given line in each plasma composition case
is provided on the right hand side of each plot.
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Simulation results presented in Figure 7.8 show that, in the coronal composi-
tion case, line intensities are higher and line lifetimes are shorter, i.e. the loop cools
down faster. Conversely, in the photospheric composition case, line intensities are
lower and line lifetimes are longer, i.e. the loop cools down slower. The differ-
ence in cooling times can also be observed in the time taken for the loop to emit
in the Fe v line: the coronal composition loop brightens through Fe vir and cools
down to temperatures below log (T[K]) = 5.7 after approximately 2300s, while the
photospheric composition one only reaches this stage after approximately 5500s.
The difference in line lifetimes is barely noticeable for the very hot lines (Fe xxiv
here), but progressively increases for cooler lines. This can likely be explained by
the role of Fe in modulating the radiative cooling function. At higher tempera-
tures (log (T[K]) 2 7.0), the continuum emission dominating the radiative cooling
function is not dependent on composition (Aschwanden, 2004), so the lifetimes in
the two composition cases are very similar. As the loop cools down, bound-bound
emission, mainly from Fe lines, begins to dominate (Aschwanden, 2004). As Fe is a
low-FIP element, it will be overabundant in the coronal composition case which in-
creases the emission and also increases the cooling rate which speeds up the cooling

process (see also Figure 7.7).

A direct comparison between the simulated and observed line lifetimes is given
in Table 7.3. The pattern of the observed loop apex line lifetimes is similar to the
predicted one in the coronal composition case: lifetimes are relatively short for Fe
xx1v, longer for Ca xiv, Ar xiv and Fe xvi, and shorter again for Fe xu and Fe vi. The
FIP bias at the loop top is in the range 3-4, similar to the FIP bias value of 3 assumed
for the EBTEL coronal composition case. Comparing the pattern in the observed
loop footpoint line lifetimes and the predicted one in the photospheric composition
case is more difficult since the footpoint is not visible in the very hot line (Fe xxiv)
or the cool ones (Fe xim and Fe vir). However, in the lines where it is visible (Ca
xiv, Ar xiv and Fe xvi), its lifetimes are comparable to those predicted by EBTEL

and consistently longer than those of the loop apex. This suggests that the different
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EIS observations EBTEL simulations
Loop apex Loop footpoint | Coronal comp. Photospheric comp.
Fe xxiv 6 min - 0.7 min 1 min
Fe x1v 18 min 33 min 21 min 32 min
Ca xiv 15 min 31 min 17 min 23 min
Ar x1v 14 min 32 min 16 min 23 min
Fe xn 5 min - 8 min 26 min
Fe vin 6 min - 7 min 44 min

Table 7.3: Direct comparison between the line lifetimes calculated from the EIS obser-
vations (see Figure 7.4) for the loop apex (coronal composition) and footpoint
(photospheric composition) and those predicted by the EBTEL simulations (see
Figure 7.8) for plasma with coronal and photospheric composition.

plasma composition at the loop top and footpoint could be responsible for creating

a spatially variable radiative cooling function along the flare loops.

It is important to keep in mind that conductive cooling also varies along the
coronal loop, which could lead to differences in the observed cooling times of the
loop apex and loop footpoint as well. Conduction is stronger at the loop footpoint
than the loop apex since the temperature gradient is highest lower in the atmosphere.
The effects of spatially varying conductive cooling on the cooling times measured
in this work were not investigated since neither the observations, nor the simulations
offered the possibility to analyse changes in temperature along the loop. However,
conduction is typically significant only in the early stages of the cooling process.
Right after the heating event, the coronal loop cooling is dominated by conduction
to the transition region. As the loop temperature drops and the density rises (as a
result of chromospheric evaporation flows), radiation becomes progressively more
important and eventually takes over from conduction as the dominant cooling mech-
anism. The observations and simulations presented here focus on the decay phase

of the flare when radiative cooling likely dominates.

Note that the IDL EBTEL implementation used here only solves the single
fluid equations. The C++ implementation, ebtel++, treats the electron and ion pop-
ulations separately. This might yield slightly different results for plasma above

roughly log (T[K]) = 6.7, i.e. affecting the simulated Fe xxiv and partially Fe xvr.
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Below log (T[K]) = 6.7, however, i.e. where the observed trends are the strongest,

there is little or no difference between the two-fluid and single-fluid models.

7.5 Summary and Discussion

This work investigates the effect of plasma composition on the radiative cool-
ing of flare loops. High-cadence Hinode EIS spectroscopic observations indicate
coronal/photospheric composition at the loop apex/footpoint (in agreement with the
findings of Doschek et al., 2018), as well as associated shorter/longer loop cool-
ing times. This is in agreement with simulations from the EBTEL hydrodynamic
model, which predicts that an increase in the FIP bias leads to faster cooling of
the flare loop. EBTEL simulations of the radiative cooling of a loop following a
heating event with the properties of the M-class flare observed by EIS show loop
cooling times similar to those of the loop apex/footpoint observations if the assumed

composition of the loop is coronal/photospheric.

Of course, direct comparisons between the EIS observations and EBTEL simu-
lations are done under the assumption that the observed loop top and loop footpoint
belong to the same loop structure. As it is clear from Figure 7.2, this flare arcade is
made of multiple loops which cool down and shrink. In fact, as the loop structure
is at the limb, EIS is likely looking down the loop arcade axis capturing emission
from multiple loops. Since in an optically thin plasma the measured emission is an
integral of the emission created by different loops along the line of sight, it is im-
possible to identify the exact loop that the analysed emission originates from (both
for the loop apex and loop top). It is also clear that the loop apex and loop foot-
point features identified in this work belong to different loops (see Figure 7.2). In
addition, it is also likely that the cooling structure referred to here as the loop top
might actually be a series of snapshots of consecutive loop strands that reconnect
and shrink through the EIS field of view, rather than one single loop. However, the

cooling time for loops with similar properties is expected to be broadly the same.

The plasma composition calculations rely on the significant assumption that

the plasma observed at a particular location and given time is isothermal. This
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assumption enables us to calculate the plasma temperature and use it to make an
estimate of the FIP bias. Of course, in reality, there will be plasma parcels at dif-
ferent temperatures along the line of sight. Further work will include carrying out a
DEM calculation to test and consolidate these results. However, the limited number
of lines available in the EIS study makes it particularly challenging to place enough

constraints on the DEM, so obtaining a reliable result is not straightforward.

In addition, some studies suggest that the plasma composition in flares changes
rapidly due to chromospheric evaporation (e.g. Warren, 2014; Mondal et al., 2021;
Nama et al., 2023). While it is yet unclear whether it is the composition of the whole
loop that changes rapidly or just the flare loop footpoints, the upflow of evaporated
photospheric plasma is likely to affect the composition of the loop apex as well. No
significant changes are observed here, but this could be due to limitations in plasma
composition diagnostics. The Ca xiv/Ar xiv diagnostic can be used to detect plasma
composition changes in plasma at temperatures around log (T[K]) = 6.3 — 6.8. This
means that, although the flare loops are observed with high cadence throughout the
whole flare, the Ca xiv/Ar xiv diagnostic will likely not detect potential plasma
composition changes due to evaporation in the impulsive phase of the flare because

the plasma is simply too hot to produce enough emission in these lines.

A simple model is used here, assuming a single step function-like heating event
on a single strand. In reality, the heating function is likely more similar to a suc-
cession of smaller energy releases as more and more field lines are pushed into the
reconnection region. And, of course, each loop might be composed of more than
one strand. In addition, the model is OD, so it does not allow for spatially variable
loop properties (composition, temperature, density, etc.). However, observations
suggest that loop parameters (mainly plasma temperature and composition) are dif-

ferent at the apex and the footpoint, so they are likely changing along the loop.

Nevertheless, this work highlights the potentially tight link between plasma
composition and the radiative cooling process of coronal loops. This is particularly
important in flare loops, where chromospheric evaporation changes the composi-

tion rapidly at the loop footpoint and the time taken for the flare loop to reach a
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homogenuous plasma composition appears to be similar to/shorter than the loop
cooling times, so drastic changes in composition along the loop can result in differ-
ent cooling speeds in different parts of the loop. Could these differences then create
strong enough temperature gradients and associated heat flows along the loop? This
work highlights the potential for and motivation to explore this further using spa-
tially resolved simulations (e.g. RADYN; Carlsson and Stein, 1992; Allred et al.,

2005) and observations with more available lines.



Chapter 8

General Conclusions and Future

Work

8.1 General Conclusions

The work in this thesis investigates the potential drivers of plasma composition
changes in the solar corona, as well as the effects these composition variations can
have on other processes. In particular, I explore the impact of active region evolu-
tion, magnetic field properties and wave activity on observed plasma composition
patterns, and the effects that these variations have on the radiative cooling process
of flare loops. The work in this thesis uses EUV spectroscopy from Hinode EIS and
imaging primarily from SDO AIA and HMI.

Chapter 5 explores how the evolution of active regions affects their plasma
composition, particularly as a result of how their magnetic flux density changes.
Results indicate that active regions that are at later stages in their decay and show
lower magnetic flux density also have lower overall FIP bias values. The decayed
active regions do, however, show a wider distribution of FIP bias values, which can
be an indication of different processes affecting the plasma composition differently
in different parts of the active region. In particular, plasma mixing as a result of ac-
tive region loops reconnecting and forming connections with the surrounding solar

structures is likely to dominate in this stage.
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Chapter 6 explores the link between different plasma composition patterns in
the solar corona and the type of wave activity that could create them according to
the ponderomotive force model. According to the model, the main difference in
the plasma composition patterns driven by resonant and non-resonant waves is the
behaviour of S. The findings in this thesis show observational evidence in support
of this idea, suggesting that resonant waves deposit their energy at the top of the
chromosphere and do not drive a S enhancement in the corona. On the other hand,
non-resonant waves deposit their energy lower down in the chromosphere and drive
a moderate S enhancement, along with stronger enhancement of low-FIP elements
than in the resonant waves’ case.

Chapter 7 investigates the effects of plasma composition variations on the ra-
diative cooling process of flare loops. Spectroscopic observations from Hinode EIS
suggest that, after the peak of the flare, plasma at the loop apex has coronal com-
position and cools down faster, while plasma at the loop footpoint has photospheric
composition and cools down slower. This is in agreement with predictions of the
EBTEL model simulating the radiative cooling process of the plasma along a loop
with coronal or photospheric composition. This is of general importance for the
corona, as plasma composition variations are likely to also have effects on the ra-

diative cooling of quiescent loops.

8.2 Future Work

The work in this thesis can naturally be extended in a few directions. These

are outlined below.

8.2.1 Origin of the Plasma Composition Changes Wave Driver

Chapter 6 explores the link between plasma composition patterns in the corona
and the driver of this process: wave activity and the height at which these waves
deposit their energy in the chromosphere. However, the question of the origin of
these waves remains. Observations suggest photospheric motions are more likely
to excite non-resonant waves in the corona. However, according to the pondero-

motive force model, these waves do not have high enough amplitudes to drive the
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plasma composition patterns we observe. This aspect should be investigated in
more detail in a separate study focusing on wave activity and constraints that wave
signatures can provide for the model. This is particularly relevant for solar wind
studies. In open field, it is only non-resonant waves that could drive fractionation,
so understanding where they might originate from would be an important step both
for better understanding the fractionation process, but also how it is linked to solar

wind acceleration.

8.2.2 Plasma Composition as a Tool for Studying the Solar Wind

Connecting the Sun to the heliosphere is an area of active research. Plasma
composition signatures can be a powerful tool, along with information about the
magnetic configuration, for linking solar wind plasma measured in situ to its source
region on the Sun (see e.g. Brooks and Warren, 2011; Stansby et al., 2020). As well
as providing a tracer for the solar wind, the processes that drive changes in the ele-
mental composition are linked to those responsible for the heating and acceleration
of the solar wind and could help distinguish between different models for solar wind
acceleration (see Section 2.4.4). While wave activity, turbulence and magnetic field
expansion factor are key in both driving plasma composition changes and heating

and accelerating the solar wind, a direct connection remains elusive.

8.2.3 Effects of Plasma Composition Variations in Solar Flares

Chapter 7 highlights the role of plasma composition variations in modelling the
radiative cooling process of plasma along coronal loops. This could be particularly
important in flare loops, where chromospheric evaporation brings up plasma with
photospheric composition at the loop footpoints, but the loop apex maintains its
coronal composition. Since this strong difference in plasma composition leads to
different cooling rates at the loop apex and footpoint, this could create heat flows
along the loops, in addition to those already explored in simulations and theoretical
models. This is particularly important in flare loops where the cooling timescales
are shorter than in quiescent conditions. This aspect should be investigated in more

detail using spatially resolved simulations.
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