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Abstract: Tactile memory is the cognitive process of storing and recalling information that has
been perceived through the sense of touch. Directional tactile memory involves the encoding and
retrieval of sensory data associated with a tactile experience, allowing individuals to remember and
recognize directional information encoded through the sense of touch. A new method for providing
directional tactile feedback, at the back of the user, has been developed to investigate the efficacy
of directional tactile memory, its decay over time, and its impact during a concurrent cognitive
task. Two experiments were presented. In the first experiment, tactile memory deterioration, with
a visual or a tactile cue, was tested with different action-cue latencies (10 s and 20 s). In the second
experiment, we considered tactile memory deterioration when there was an increased cognitive load
as the participants played Tetris. Forty volunteers participated in the two experiments using purpose-
built tactile seats with nine motors controlled by an Arduino. The performance data (error and
reaction times) were analyzed statistically, and a NASA task load index (NASA-TLX) questionnaire
was administered to measure the subjective workload after each of the two experiments. The
findings highlighted that the directional tactile memory of the back can guide individuals to the
correct point on the screen and that it can be maintained for at least 20 s. There was no statistically
significant difference in the number of errors or reaction time with a visual or tactile action cue.
However, being involved in a concurrent cognitive task (playing Tetris) adversely affected the
reaction time, the number of errors, and the directional tactile memory, which degraded as the time
between the directional cue and the action cue increased. Participants perceived the performance
while playing Tetris as significantly more mentally and perceptually demanding, requiring more
mental and physical effort and being more frustrating. These trials revealed a new potential for a
human–machine interface system, leveraging directional tactile memory, which might be utilized to
increase the safety of autonomous vehicles.

Keywords: tactile memory; tactile feedback; tactile feedback; humane machine interaction

1. Introduction

Tactile feedback refers to the passive sensitivity experienced through touch recep-
tors [1] and tactile memory is the storage and retrieval of information received through the
sense of touch [2]. Tactile cues can improve the human–machine interface and help in the
execution of tasks, leaving the visual and auditory channels free during the execution of
tasks [3]. This approach has been used in many fields, including aerial and terrestrial [4]
navigation [5] and teleguidance navigation assistance for visually impaired people [6]. In
the current literature, tactile feedback is provided when an action is needed; however, it
lacks directional information for the individual to look at the area of interest the individual
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would look at while performing the task, and the usage of tactile memory encoding the
directional information [7–12].

Tactile feedback devices have been created for many parts of the body and applied
to the wrists, hands, torso, and feet [10–19]. Each part of the body has a different level
of sensitivity to different frequency levels, according to Caldwell et al. [20]. Waist belts
have been utilized in studies for tactile feedback, employing frequencies between 50 and
240 Hz [21,22]. The torso, in particular, provides a larger surface area in which it is possible
to provide several tactile cues, also allowing the arms and hands to be free for other tasks.
In the literature, several authors have utilized tactile feedback in the torso, often embedding
the vibrotactile motors in the chair in which the human is seated [23]. However, although
the torso can be used to provide directional feedback, the vibration mentioned above
leads to nausea [23]. Tactile feedback has been used on the palm, hands, fingertips, and
wrists [24–30]. Frequencies above 200 kHz applied to the hands can cause discomfort [24],
while the optimal perception is at 25–30 kHz. Recent studies from 2019 to 2021 have
extensively investigated tactile seat feedback, employing frequencies ranging from 65 kHz
to 300 kHz and utilizing various patterns [25,31–33]. Compared to the other possible
locations, the back caused the least discomfort and allowed the highest frequency. Also,
if an individual is seated, his/her back is in constant contact with the seat, and the back
provides the largest surface area, allowing directional tactile cues to be provided. Therefore,
the human back might be one of the best parts of the body that can be used to provide
directional tactile cues.

There are many applications where the elements of the environment need to be
taken into consideration when performing a task, such as in semi-autonomous vehi-
cles [34], flight control systems [35] and healthcare devices for surgery [36,37]; this is
particularly important for for autonomous agriculture machine operators [38]; visually
impaired individuals [39–41]; and construction workers [42]. In all these cases, tactile
memory could potentially make performing the task more efficient and safe.

Tactile memory has been investigated in the hands [3,14], measuring, for example,
recognition accuracy and task performance. Yet, the tactile memory of the human back has
never been investigated and could be a means for improving directional awareness as the
back has the largest surface area and encoding directional information is possible through
the back.

This paper introduces a human–machine interaction system that relies on the direc-
tional tactile memory experienced by users on their backs. Although tactile memory has
been investigated in the literature [14,43], it has been directed towards the hands and
forearms. Additionally, it has not been used to provide directional information. We define
Directional Tactile Feedback as the physical touch that provides directional information, and
Directional Tactile Memory as the storage and retrieval of directional information received
through the sense of touch, enabling the recall of specific spatial cues provided through
tactile feedback. In particular, we examined if the participants could remember the direction
provided by the haptic system, in which conditions, and for how long, with two studies.

First, we conducted a study to investigate whether directional tactile memory is
more effective when action is prompted by a visual or tactile action cue. Mahrer and
Miles [14] showed that when a second instance of tactile feedback is provided to the hands
it overwrites the first, but this has scarcely been explored in the back. Thus, we enquired
whether the tactile direction and the tactile action prompt on the back interfered with
each other, and whether instead, the action prompt would be more effective if provided
visually. Following this, we also determined the duration of this memory after a stimulus
is presented.

Second, on the strength of the previous results, we ran a follow-up experiment in
which we used a distraction task (playing the game Tetris) to increase the mental load
exerted on the subjects and assess the extent to which the tactile memory was still effective,
while they were immersed in another task.
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In the rest of the paper, we review the relevant literature; present the new human–machine
interface based on directional tactile memory at the back of the users; and the results of the
two studies. Finally, we discuss the theoretical implications of the findings.

1.1. Feedback Setup in Autonomous Vehicles and Construction and Industrial Construction Sites

Lylykangas et al. [44] compared different feedback modalities in a driving simulator
showing that visual alerts can sometimes be missed when they are in the peripheral vision
region of the driver, making them very dangerous to be used in takeover requests.

Audio feedback has the fastest reaction time in several publications [44–46], but it might
be challenging to use to provide an accurate directional alert in several locations [44,45,47].

According to the Wickens multi-resource theory [48] the least loaded modality adds
the least amount of workload. Calhoun et al. [47] and Gilson et al. [49] investigated
tactile feedback with the NASA task load index (NASA-TLX) questionnaire measure of
workload and compared it to audio. They found that tactile feedback adds the least
amount of workload. Also, tactile feedback is the least used channel when performing
any task compared to visual and audio. However, directional tactile feedback has never
been investigated, making directional tactile memory (DTM) a very attractive channel
to research.

There are examples in the literature investigating the effect of mental load on the
driver’s comprehension of tactile feedback. Petermeijer et al. [7] investigated static vibro-
tactile feedback in a single location and compared it to dynamic vibrotactile, where the
vibration point moved on the driver’s back towards the direction they should be looking.
The experiment was conducted in a baseline session without a mental workload, where
the subjects were asked to fill out a questionnaire after receiving the vibration pattern to
indicate its direction. Following this, a medium mental demand was added. The tactile
feedback warned the subjects to take a right or left lane while driving an automated vehicle.
Finally, the subjects were given a tactile directional alert while performing an N-back task
and driving the autonomous vehicle. An N-back task is performed by giving the driver
numbers from 0 to 9 in random order and the driver is required to repeat the number
uttered two digits before the last [7], and is used to impose mental demands. The results
showed that reaction times were faster for static vibrotactile alerts, and as the driver’s
mental workload increased, the correct response percentage decreased.

However, the effect of the directional tactile memory of the back of the driver, while
engaged in a highly demanding task, has not been investigated; nor has the effect of
different directional tactile setups.

In the construction setting, Yadaf et al. [50] used tactile feedback for construction
workers in hard hats and eyeglasses to explore using tactile feedback for seamless com-
munication on construction job sites. The work by Lim et al. [51] is an example of a study
providing tactile feedback to the back for ergonomic purposes, in simulated construc-
tion tasks like lifting and lowering, shoveling, and tying rebar, to explore the potential
of this intervention in teaching workers to minimize excessive trunk flexion exposures.
However, even in studies such as Lim et al.’s [51] the tactile feedback does not provide
directional information and is not in the form of tactile memory. In the industrial setting,
Heinz et al. [52] presented how tactile feedback has been used in work gloves, bracelets,
and shoes to provide workers with tactile information about their surrounding industrial
setup. Tactile feedback in an industrial setting has been used for teleportation control sys-
tems [53]; mid-air haptic feedback and glove haptics have been used in industrial settings
for better and safer usage of tooling [54]. However, the use of directional tactile memory
for industrial workers has not been investigated, which could improve their efficiency and
performance in industrial lines.

1.2. Tactile Memory Investigations

In experiments that investigated the effect of distracting tasks, such as articulacy
suppression [43] on tactile memory, tactile feedback was applied to the hands and forearms
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of the participant [14,15,55]. In Gilson and Baddeley [43] a tactile stimulus was applied to
the forearms and recalled after delays of 0, 3, 5, 10, 15, 30, 45, and 60 s while the subjects
were counting backward. The results showed that tactile memory lasts for 10 s even when
individuals are engaged in other tasks, and after 10 s the accuracy of delay decreased
gradually until reaching an asymptote (after 45 s). Mahrer and Miles [14] investigated
tactile memory in the hands while the first feedback was overwritten by a second instance
of tactile feedback, but they did not investigate feedback on the back. Erp et al. [56] tested
tactile memory in an experiment for the visually impaired by displaying objects through a
navigation belt around the torso, distracting sounds were used as the distractor task. Thus,
this paper will investigate directional tactile feedback, in several locations at the back of the
participant, in the absence and presence of a high mental workload task.

The only experiment in the literature that the investigated tactile memory of the back
was conducted by Howard et al. [57]. Tactile alerts of different frequencies were used
on the driver’s seat, mapping all the surroundings of the driver’s vehicle. These tactile
alerts varied in their update frequency from two to nine tactile updates in a 16 s interval,
providing 8 s as the greatest time interval between the tactile alert and the time required to
act [57]. The driver was instructed before the experiment to regain control when she/he
saw an advancing minivan in the left lane. The results showed that the reaction time
decreased when the tactile update’s frequency increased. The tactile warnings in Howard
et al.’s [57] study were mapping all the surroundings of the driver’s vehicle, not the area
of interest (AOI) to which the driver needed to be looking at any one time; hence, they
were not employing directional tactile feedback. Also, the percentage of correct responses
and the subject’s acceptance of different tactile update frequencies were not assessed, as in
this study.

1.3. Studies Contributions

In the previous sections, we have highlighted that to date, research has focused on
tactile memory in the hands and forearms, neglecting the human, which is the objective of
the experiments presented here.

The seat is the only location in constant contact with a driver and has the largest surface
area; therefore, it can be easily used to provide directional tactile stimuli pointing to the
area of interest (AOI), unlike the hands and forearms used in the past experiments [14,43].

Howard et al. [57] investigated the tactile memory of the back of the driver but mapped
all the vehicle’s surroundings and only provided up to 8 sec for the driver to respond. In
particular, they did not investigate directional tactile memory within the AOI (this requires
more precise pointing), nor whether directional tactile memory can be sustained beyond
8 s, as it is in the presented research (we test two different settings: 10 and 20 s).

Fitch et al. [58] examined tactile feedback on the back, and stated that the more tactile
patterns, the faster they degrade. The percentage of mistakes in detecting tactile feedback
rises as the number of patterns increases [58]. This suggests that the tactile patterns might
need to be provided in a simple form to produce a long-lasting effect. This experiment
will also provide findings into human abilities to retain directional tactile memory, to
provide a future roadmap into how tactile patterns on the back can be set up for directional
tactile memory.

In addition to this, we examined how to best administer the action cue to obtain faster
responses (with a tactile or a visual cue) and the effect of a distraction task on directional
tactile memory. We increased the precision of the configuration settings, extended the
length required to sustain the directional tactile memory of the back, and introduced a
mentally taxing task.

2. Experiment 1: Directional Tactile Memory

In this first experiment, our specific focus was on whether participants could remember
the location of a cue delivered with precise directional tactile feedback (applied to the back
of the volunteer) when the action cue modality varied between visual and tactile.
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Also, to assess the longevity of this memory, we introduced different time intervals
(10 s and 20 s) between the tactile location stimulus and the action cue. This allowed us
to examine whether directional tactile memory extends beyond the 8 s limit suggested by
Howard et al. [57].

In the first setting, the directional tactile stimulus (pressure in a location on the par-
ticipant’s back) corresponded to the AOI (location cue), and a visual stimulus (a yellow
flashlight) was utilized to prompt the subject into action (visual action cue). In the second
setting, we used the same location cue, and the action cue was provided by all motors
vibrating simultaneously at the back of the user to trigger the subject into action (tactile
action cue). Thus, we used an in between-subject design with repeated measures as shown
in Table 1.

Table 1. In between-subject design with repeated measures.

Experiment 1 (Time
in between Directional Tactile

Feedback and Action Cue)

Setting 1: Action
Cue Visual

Setting 2: Action
Cue Tactile

Group 1 (10 s) Location: Tactile cue
Action cue: Visual (54 trials)

Location: Tactile cue
Action cue: Tactile (54 trials)

Group 2 (20 s) Location: Tactile cue
Action cue: Visual (54 trials)

Location: Tactile cue
Action cue: Tactile (54 trials)

In our first experimental setup, the directional tactile stimulus (pressure applied to
a specific location on the participant’s back) served as the location cue, while a visual
stimulus (a yellow flashlight) was used to prompt the participant to take action (visual
action cue).

In the second setup, we maintained the same location cue, but the action cue was
provided by all motors vibrating simultaneously on the participant’s back, prompting them
to take action (tactile action cue).

To conduct this study, we employed an in between-subject design with repeated
measures, as outlined in Table 1.

We investigated the following research question.
RQ: What is the effect of timing (10 s or 20 s) and action cue type (visual or tactile) on

directional tactile memory pointing to the AOI at the back of the user?
H: The shorter the time, the better the memory recall. A visual action cue would

outperform a tactile action cue due to a better stimulus-response compatibility and a
second tactile action cue could affect the participant’s recorded tactile memory.

Therefore, we hypothesize that combining tactile memory (location) and visual feed-
back (action) would lead to the best performances. Also, a shorter time between location
and action cues would lead to a better performance.

2.1. Method Experiment 1

Participants: Forty volunteers were recruited through advertisements on social media,
university distribution lists, and word of mouth. The only study inclusion criterion was
being over 18 years of age. Participants were randomly allocated to an experimental group
using a simple randomization technique (Kim Shin, 2014) [59]. A gender-balanced sample
was not required as no hypothesis was formulated about the volunteers’ characteristics,
and the volunteers were accepted on a first-come, first-served basis. The average age was
(M = 28.25, SD = 13.3), and gender was (M = 29, F = 11). The participants were volunteers
and were not compensated for their time.

For sample size estimation, a prior power analysis was conducted using G*Power
version 3.1, as shown by Faul et al. [60]. A study effect size f = 0.5 was used, indicating a
moderate-to-large difference [61]. Multivariate analysis of variance (MANOVA) with three
groups and three measurements, for a significance criterion of α = 0.05 and Power = 0.95,
the minimum sample size needed to test the study hypothesis was N = 27; thus, a sample
size of 40 participants was considered more than sufficient.
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The study University College London data protection number is Z6364106/2021/08/48.

2.1.1. Tools Experiment 1

Background Questionnaire: In the background questionnaire, the participants were
asked about their age and gender.

NASA Task Load Index Questionnaire: The NASA task load index (NASA-TLX) ques-
tionnaire was administered after the trials. NASA TLX questionnaire was used to measure
the six dimensions for the subjective experience of workload: mental demand, physi-
cal demand, temporal demand, perceived performance, effort, and frustration level [62].
The NASA-TLX questionnaires were scaled from 1 to 20, 1 being the lowest score and
20 the highest in every attribute measured. The attributes measured were mental demand,
physical demand, temporal demand, performance, effort, and frustration [62].

Haptic feedback system: Nine coin vibration motors were embedded in a cushion placed
in the back of the chair where the participants were seated Figure 1. They were arranged
in a three-by-three matrix in a similar manner to the three-by-three matrix of buttons
displayed on the screen as shown in Figure 2. The haptic motors are separated by a 40 mm
inter-motor distance. The vibration motors operated at 3.3 V and were controlled by an
Arduino Mega 2560. Each motor was connected using a 2n2222 transistor to the Arduino
5 V output and a digital output pin as shown in Figure 1. Each motor vibrated for 2 s when
activated. A switch was used to start the vibration sequence.

Directional Tactile feedback: The directional tactile feedback was provided by one of the
motors vibrating for 2 s. The motor location corresponded to the AOI (one of the 9 boxes,
see Figure 2).

Visual Action Cue: The visual action cue was provided by a yellow flash that would
disappear when the users clicked on any of the nine boxes.

Tactile Action Cue: All motors vibrated for 500 milliseconds at the same time at the
back of the user to indicate the subject had to select a box.

Software: The PEBL (http://pebl.sourceforge.net/) open-source software program,
was used to design the experiment interface and run the experiment computationally.
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2.1.2. Procedure Experiment 1

On their arrival, participants were greeted, asked to provide their informed consent,
and allocated to a group at random.

In group one, as shown in Figure 3, the subjects received the action cue after the
directional tactile feedback with a gap of 10 s, and in group two after a gap of 20 s. The
experimenters also highlighted verbally that they could withdraw at any time. Each
volunteer was asked to sit on the chair with the tactile apparatus, with a 15′′ screen,
keyboard, and mouse placed on a desk in front of them. First, she/he was asked to
fill out the background questionnaire. Following this, the sequence of stimuli started,
and each user was asked to click on the box that corresponded to the directional tactile
location cue provided on the back when prompted by the action cue. Each subject received
fifty-four trials. After the experiment, the volunteers were asked to fill out the NASA TLX,
and were thanked for their participation.
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2.1.3. Study Variables

The independent variables were as follows.
Stimulus, the type of action cue administered. It can be visual or tactile.
Time, this refers to the experiment settings of 10 s or 20 s between the location cue and

the action cue.
Trial, volunteer’s trial number, how many times the volunteers had to select an AOI

on the screen, 54 times.
During the experiment, we recorded the following measures (dependent variables).
Reaction time (RT), this is the time from the end of the location cue administration until

the user clicks on the box on the screen in each trial, measured in milliseconds.
Absolute time (ART), this is the time measured from the start of the experiment until

the last button press is recorded, measured in milliseconds.
Error, this is the number of times the user made an error (did not click on the correct box).

Table 2 shows all the different variables used in the experiment.

Table 2. Experiment 1 variables.

Independent Variables (IV) Dependent Variables (DV)

Stimulus (visual or tactile)
Time (10 s or 20 s)

Trial (1 to 54)

Absolute Reaction Time
(ART)

Reaction time (RT) Error

2.1.4. Data Analysis Experiment 1

IBM SPSS V28 statistical analysis software was used to analyze the data. When a
participant did not give any response after the tactile feedback, the data were considered
as outliers, and removed. Any other outliers were not removed, and considered as nat-
ural variations in the dataset, as the dependent variables Error and ART were normally
distributed. The skewness of Error was found to be 0.020, and the skewness of ART was
0.732. The skewness of RT was found to be 10.12, indicating that the distribution was
right-skewed. Although, RT was not a normal distribution it was considered a natural
variation as there was a longer reaction time when a distractor task was included, or when
a second instance of tactile feedback was used as an action cue.
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2.1.5. Results Experiment 1

A Pearson correlation showed that the dependent variable Error was correlated with
ART and RT, see Table 3. Thus, a multivariate analysis of variance (MANOVA) could
be utilized to examine the effect of stimulus, time, and trials on the dependent vari-
ables ART, RT, and Error, see Table 2. It showed a significant multivariate effect for
Time (Pillai’s Trace = 0.424, F(6) = 132.261, p ≤ 0.001) and Trial (Pillai’s Trace = 0.934,
F(171) = 11.716, p ≤ 0.001). However, the Stimulus was not significant. Also, there was
a significant interaction between Time and Trial (Pillai’s Trace = 0.294, F(318) = 1.516,
p ≤ 0.001). The Bonferroni correction is reported in Table 4.

Table 3. Pearson correlation.

Pearson Correlation Stimulus Time Trial Error ART

Stimulus 1

Time −0.896 **

Trial −0.116 ** 0.097 **

Error 0.118 ** −0.091 ** −0.169 **

ART 0.066 ** 0.075 ** 0.817 ** −0.060 *

RT 0.192 ** −0.149 ** −0.082 ** 0.097 ** −0.003
** Correlation is significant at 0.01 level (2-tailed). * Correlation is significant at 0.05 level (2-tailed).

Table 4. Tests of between-subject effects.

Source Dep Variable Type III
Sum of Sq. df Mean Sq. F Sig. Partial

Eta Sq.

Time Error 0.692 2 0.346 1.457 0.23 0.002

ART 3 × 1013 2 1.48 × 1013 529.4 <0.001 0.4

RT 1.2 × 108 2 61,723,689 2.335 0.097 0.003

Trial Error 28 57 0.49 2.07 <0.001 0.07

ART 1.6 × 1014 57 2.7 × 1012 99.08 0 0.79

RT 3.7 × 109 57 65,197,953 2.466 <0.001 0.09

Time *
Trial Error 22.6 106 6.59 × 1010 2.4 0.76 0.06

ART 7 × 1012 106 6.59 × 1010 2.36 <0.001 0.15

RT 3.7 × 109 106 34,989,947 1.32 0.018 0.087

The descriptive statistics are in Table 5, showing that group one with setting 1, which
had a visual action cue, had fewer errors and faster reactions compared to setting 2, which
had a tactile action cue. This confirmed the earlier hypothesis that a shorter second tactile
feedback would affect the individual’s tactile memory.

Table 5. Descriptive statistics for Experiment 1.

Setting 1: Visual Setting 2: Tactile

Mean STD Mean STD

Error 1.44 0.49 1.56 0.49

ART 647.5 367.2 699.6 417.3

RT 1.04 1.5 6.6 3.65
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3. Experiment 2: Distractor Task

On the strength of the previous results, a follow-up experiment was run in which a
distraction task (playing the game Tetris), which requires pattern matching a shape into a
grid as fast and accurately as possible, was used to increase the mental load exerted on the
subjects and assess the extent to which their tactile memory was still effective, although
they were immersed in another task.

Thus, our experiment increased the cognitive load and formulated the following
research question and hypothesis.

RQ: Does a mentally taxing task (playing Tetris) affect directional tactile memory?
H: We hypothesize that a higher mental load increases the reaction time and the

number of errors made.

3.1. Method Experiment 2

Experiment 2 was run like Experiment 1 and on the same subjects, but using only a
tactile location cue and a visual action cue. The volunteers were divided into two groups
according to the timing (10 s or 20 s) between the location cue and the visual action cue
as in Experiment 1. Thus, the results can be compared (repeated measures). The subjects
were asked to play Tetris until they saw the visual action cue with their peripheral vision.
The same tactile feedback apparatus was utilized, but with two monitors, one for the Tetris
game on the right inside and one for the matrix of boxes on the left, see Figure 4. The same
background questionnaire was administered before the test and the NASA TLX was again
provided after the experiment. The volunteers completed 54 trials.
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3.1.1. Additional Tool

Tetris game: Tetris is a puzzle-like video game where the user needs to arrange falling
blocks of different shapes to best fill a full line in the provided grid.

3.1.2. Experiment 2 Variables

The variables considered for Experiment 2 were the same as in Experiment 1, where the
independent variable Experiment (1 or 2) was introduced to compare the two experiments.
The Stimulus variable was not utilized as we used only a visual action cue.
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3.1.3. Data Analysis Experiment 2

IBM SPSS v28 was used for statistical analysis. A one-way analysis of variance
(ANOVA) was utilized to see whether there was a difference between RT and Error between
Experiment 1 and Experiment 2. A power calculation showed that for a medium effect (0.5-
using Cohen et al.’s [61] criteria) α = 0.05 and Power = 0.80, the minimum sample size was
34. Thus, the sample size of N = 40 utilized for this comparison is adequate. The NASA
TLX questionnaire was also administered in Experiment 2 and the results are illustrated
in Figure 5. A one-way ANOVA was run to compare the mean results of the NASA TXL
between the two experiments.
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4. Results Comparison for Experiments 1 and 2
4.1. Reaction Time and Errors Comparison

A one-way ANOVA showed a significant difference between Experiments 1 and 2 for
RT F(1376) = 9.537, p = 0.002 < 0.001; and Error F(1376) = 4.929, p = 0.027 < 0.05. Considering
the descriptive statistics in Table 6 the results show that in Experiment 2, the number of
errors and the reaction time significantly increased.

Table 6. Descriptive statistics for Experiment 2.

Error RT

Mean STD Mean STD

Experiment 1 1.49 0.5 1509.06 2289.98

Experiment 2 1.78 0.42 2964.89 3546.82

4.2. NASA TLX Comparison

A Shapiro–Wilk test was run on the NASA TLX variables. It was found that most
variables were skewed, see Table 7.

Thus, a Mann–Whitney test was used to compare the NASA TLX questionnaire
administered after Experiment 1 and Experiment 2. The results indicated that there was
no significant difference between the perceived physical and temporal demands, nor was
the performance perceived differently. However, there was a significant difference in the
perceived mental load z = −2.788, p = 0.005; effort z = −3.118, p = 0.002; and frustration
z =−2.298, p = 0.022.
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Table 7. Shapiro–Wilk test of normality.

Shapiro–Wilk Statistic df Sig.

Mental 0.954 43 0.084

Physical demand 0.921 43 0.006

Temporal demand 0.913 43 0.003

Performance 0.955 43 0.089

Effort 0.963 43 0.178

Frustration 0.855 43 <0.001

In Table 6, the descriptive statistics show that participants perceived Experiment 2
as more mentally, physically, and temporally demanding; it required more effort and was
more frustrating, and the reaction time and errors accordingly increased. However, the
participants similarly judged their performances, see Figure 5.

5. Discussion

This study investigated whether tactile feedback directed at the back of individuals
could be retained for up to 20 s to direct them to nine locations on a screen. Additionally,
we examined the effect of using a visual versus a tactile action cue on tactile memory. We
hypothesized that individuals receiving directional tactile feedback would perform better
(in terms of reaction time and number of errors) with a 10 s delay compared to a 20 s
delay due to the expected deterioration of tactile memory over a longer period. We also
hypothesized that performance would be better with a visual action cue compared to a
second tactile action cue, as the second tactile feedback might overwrite the first. Finally, we
hypothesized that adding a mentally taxing task would deteriorate performance compared
to an experiment without such a task. This hypothesis is crucial for understanding how
distractions affect tactile memory in real-world settings like industrial environments or
autonomous vehicles.

The results revealed that directional tactile memory could be retained for both 10
and 20 s. As shown in Table 4, the duration (10 vs. 20 s) did not have a statistically
significant effect on errors or reaction time. However, the trial number had a statistically
significant effect, indicating that participants improved as the trials progressed. Contrary
to our initial hypothesis, tactile memory survived for both 10 and 20 s without a statistical
difference in performance. This finding opens up the possibility of investigating how long
tactile memory can be retained while maintaining performance in different tasks. This
would be beneficial if applied to individuals performing another task such as driving,
as the tactile feedback would not need to be provided every 10 s which would cause a
mental overload [63,64], irritation [44], and the second tactile feedback would overwrite
the first [14].

In previous studies, Picard et al. [65] explored short-term tactile memory by presenting
patterns to the hand and measuring recall, finding a memory span of 2.18 s. Similarly,
Gilson et al. [43] examined short-term tactile memory by assessing recall of the location of a
tactile stimulus on the forearm after various delays while participants counted backwards.
Gilson et al. reported that tactile memory lasted up to 10 s and performance asymptoted
after 45 s, suggesting that information did not completely disappear before this duration.
Our findings suggest that directional tactile memory to the back can survive up to 20 s,
suggesting an intriguing avenue for future research. It would be valuable to investigate how
long tactile memory can be retained when provided directionally to the back, expanding
our understanding beyond the contexts studied by Picard et al. [65] and Gilson et al. [43].

Humacher et al. [66] and Gilson et al. [43] investigated the effect of distracting tasks
on tactile memory; however, the tactile feedback was directed to the subject’s hands and
forearms only, not towards the back as in our experiment. Gilson et al. [43] found that
the mean error in locating the position of tactile feedback increased significantly with a



Electronics 2024, 13, 2482 13 of 17

distraction task (counting backward). Specifically, after 30 s, the mean error was 17 cm
without a distraction task and 24 cm with a distraction task. In our study, comparing the
results of Experiment 1 (without a distraction task) and Experiment 2 (with a distraction
task), we found that performance deteriorated with the added cognitive load. As shown
in Table 6, the mean error increased from 1.49 to 1.78, and reaction time increased from
1.5 s to 3 s. This demonstrates the effect of distraction on tactile memory retention and has
implications for human–machine interaction systems in self-driving vehicles or industrial
settings. The NASA TLX questionnaire results further confirmed that participants found
the task significantly more mentally challenging, requiring more effort, and frustrating
when combined with a distracting task (see Figure 5).

Previous studies by Mahrer et al. [14] showed that the sensory traces of the first tactile
sequence are overwritten by subsequent tactile feedback. Our hypothesis supported this
finding. Mahrer et al. found that the correct recognition rate of tactile patterns improved
from 1.69 to 2 when tactile interference was included. Table 5 shows that when a visual
action cue was used, the mean error was 1.44, which increased to 1.56 when tactile feedback
was used as the action cue. Reaction time increased from 1.04 s to 6.6 s when tactile
feedback was used, indicating that secondary tactile feedback deteriorates tactile memory.
This guides future designs to use visual or audio modalities as action cues accompanying
tactile memory.

Our experiment showed that directional tactile memory when applied to the back
can survive up to 20 s without a significant effect on the measured performance, contrary
to previous studies that focused on the hands and forearms. These studies, including
Gilson et al. [43], showed that performance deteriorated significantly after 10 s, especially
with a distraction task. Other tactile memory experiments [14] had shown that a second
instance of tactile feedback overwrites the first and deteriorates tactile memory; this was
proven to also be the case with the directional tactile memory of the back.

5.1. Theoretical Implication

Directional tactile memory has been successfully used for the first time in the research
presented here to attempt to direct subjects’ attention to nine different locations on the
screen. The findings validate the possibility of using the directional tactile memory of the
back in different applications, as it has been proven to last up to 20 s. The design of the
tactile feedback would need to use audio or visual cues as the action cue to prevent the
initial tactile sensory traces from being overwritten.

5.2. Limitations and Future Work

The study findings could be further extended. Although 4 cm was used as inter-motor
distance as recommended by Jones et al. [36], subjects in some trials failed to distinguish
the location of a vibrating motor and mistook it for a neighboring row or column.

The subjects, on average, could identify directions using the tactile setup. However, at
times, there was confusion between neighboring rows and columns. This could perhaps be
remedied by having two different frequencies used in the tactile feedback of neighboring
rows and columns.

Future work could also try to direct users to blind spots and increase the number of
locations pointed to on the screen. Additionally, a longer delay in the action cue, beyond
20 s, could be studied. As a further delay could have a statistically significant effect
on tactile memory. Further research is needed to confirm the results in the context of
autonomous vehicles.

The experiments presented in this paper were conducted in a lab and could be repeated
in a driving simulator to assess the driving performance when tactile memory is used,
mindful that a higher cognitive load deteriorates directional tactile memory. The area of
interest (AOI) could be identified in the driving scene, industrial lines, construction sites,
and for the visually impaired or any task being performed, and traced to the driver’s back
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seat to provide a directional cue that the individual should focus on when performing
the task.

6. Conclusions

A human–machine interaction system that capitalizes on directional tactile memory
is presented and validated in this paper. The results demonstrate that directional tactile
feedback on the back of the users can be utilized to point people to nine different locations
on the screen, with tactile memory lasting for up to 20 s, with no statistical difference in the
performance between 10 and 20 s.

Due to the experimental setup, the mean reaction time was 1 s compared to 6.6 s when
the experiment had a tactile action cue showing how severely a second tactile cue affects
the performance. Further investigations are needed to better understand how long tactile
memory can survive in different settings such as autonomous vehicles, industrial lines,
and surgical rooms. It has been shown that a distractor task in this experiment affected
the participant’s tactile memory and the participant’s perceived mental load, effort, and
frustration increased with the presence of a distractor task.

Therefore, tactile memory has shown that it can direct individuals in different tasks.
However, further research is needed to understand how long directional tactile memory
can survive, and how it can cope with different types of tasks, and the best pattern and
frequency setup that would be suitable for every specific task.

Although this is the first experiment investigating the directional tactile memory of
the back and the effect of a complicated task on tactile memory and task performance, more
work needs to be performed to understand the effect of complicated tasks such as driving,
or industrial machine operation, on tactile memory and the performance of different tasks.
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