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Abstract. In the present paper, we study sharp isoperimetric inequal-
ities for the first Steklov eigenvalue σ1 on surfaces with fixed genus and
large number k of boundary components. We show that as k → ∞ the
free boundary minimal surfaces in the unit ball arising from the max-
imization of σ1 converge to a closed minimal surface in the boundary
sphere arising from the maximization of the first Laplace eigenvalue on
the corresponding closed surface. For some genera, we prove that the
corresponding areas converge at the optimal rate log k

k
. This result ap-

pears to provide the first examples of free boundary minimal surfaces in
a compact domain converging to closed minimal surfaces in the bound-
ary, suggesting new directions in the study of free boundary minimal
surfaces, with many open questions proposed in the present paper. A
similar phenomenon is observed for free boundary harmonic maps asso-
ciated to conformally-constrained shape optimization problems.

1. Introduction

1.1. Background. Since the 18th century, minimal surfaces have played a
central role in geometry and analysis, among other areas of mathematics
and physics. While early investigations focused on minimal surfaces in Eu-
clidean space, the twentieth century saw an increased interest in the study of
minimal surfaces and higher-dimensional minimal submanifolds in compact
Riemannian manifolds, with a fundamental special case being the study of
minimal submanifolds in the sphere Sn. Indeed, in addition to their intrinsic
geometric interest, minimal submanifolds in Sn are an unavoidable object of
study for those investigating analytic aspects of minimal submanifolds, since
cones over minimal varieties in the sphere generate the blow-up models for
singularities of minimal submanifolds in any ambient space.

In recent decades, the study of minimal submanifolds in spheres has been
greatly enriched by the discovery of an intimate link between minimal sur-
faces in spheres and certain natural shape optimization problems for Lapla-
cian eigenvalues. On a closed Riemannian surface (M, g), denote by

0 = λ0(M, g) < λ1(M, g) ⩽ λ2(M, g) ⩽ . . .↗ +∞
1



2 M. KARPUKHIN AND D. STERN

the spectrum of the positive Laplacian ∆g = δgd. Normalizing by the area,
one obtains a sequence of scale-invariant quantities, of which the most fun-
damental is the first non-trivial normalized eigenvalue

λ̄1(M, g) := λ1(M, g)Areag(M).

About fifty years ago, Hersch observed in the influential paper [Her] that
λ̄1(S2, g) ⩽ 8π for any metric g on S2, with equality only for round metrics.
This paved the way for the study of the maximization problem for λ̄1(M, g)
over metrics on a surface of fixed topological type, and the associated max-
ima

Λ1(M) := sup
g∈Met(M)

λ̄1(M, g).

Early key contributions were made by Yang-Yau [YY], who showed that
Λ1(M) < ∞ for orientable M (see [K1] for the non-orientable case), and
Li-Yau [LY], whose introduction of the conformal volume led to the charac-
terization of the round metric as the unique λ̄1-maximizing metric on RP2,
among other important consequences.

In the ’90s, a significant breakthrough was made by Nadirashvili [N2],
who realized that metrics maximizing the normalized Laplacian eigenvalues
λ̄1(M, g) are induced by branched minimal immersions to the unit sphere of
area 1

2Λ1(M) –an observation which he used to confirm Berger’s conjecture

that the flat equilateral metric on T2 maximizes λ̄1. The only other sur-
faces whose λ̄1-maximizing metrics have been identified are M = S2,RP2,
the Klein bottle K [EGJ, JNP, CKM], and the orientable surface of genus
two [JLNNP, NS, R]. By the work of Petrides [P1], for general M the
supremum Λ1(M) is achieved by a λ̄1-maximizing metric–possibly with
conical singularities–provided that for any maximizing sequence of metrics
λ̄1(M, gj) → Λ1(M) the sequence of conformal classes [gj ] does not escape to
infinity in the moduli space. In [P1], Petrides has shown that for orientable
surfaces such topological degeneration does not occur provided a certain gap
condition on the value of Λ1(M) is satisfied. The gap condition essentially
amounts to strict monotonicity of Λ1 in genus of M , as described in (2.3).
He then observed that the gap condition holds for infinitely many values of
the genus, thus proving the existence of λ̄1-maximizing metric for infinitely
many topological types, and it is expected that the gap condition holds for all
surfaces M . The corresponding results for non-orientable surfaces were ob-
tained in [MS]; see Section 2.5 for more details. Let us also remark that the
corresponding theory for higher eigenvalues has seen a lot of recent progress;
see [P2, KNPP, KNPP2, K2]. Moreover, it has been observed [ESI] that the
induced metric on any minimally immersed closed submanifold in Sn is a
(typically non-maximizing) critical point for one of the functionals λ̄i, so in
principle all immersed minimal submanifolds in the sphere may arise from
variational methods for λ̄i. In the setting of surfaces with boundary (N, g),
one finds a strong analogy between closed minimal surfaces in the sphere
and free boundary minimal surfaces–critical points for the area functional
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among relative 2-cycles–in Euclidean balls. In recent years, much activity in
this direction has been stimulated by the work of Fraser and Schoen [FS1],
who demonstrated that metrics maximizing normalized Steklov eigenvalues

σ̄i(N, g) = σi(N, g)Length(N, g),

where σi(N, g) are eigenvalues of the Dirichlet-to-Neumann map C∞(∂N) →
C∞(∂N), are induced by free boundary minimal immersions to Euclidean
balls. In addition to solving several important problems related to optimal
bounds for Steklov eigenvalues, their work reinvigorated the study of free
boundary minimal submanifolds in general; see the survey [Li] for a discus-
sion of many results in this direction obtained over the last decade. For the
purposes of this paper, let us note that the supremum

Σ1(N) := sup
g
σ̄1(N, g)

of the first nontrivial normalized Steklov eigenvalue over metrics on a surface
with boundary N is finite [GP1, FS2, Med]. The existence theory for metrics
achieving Σ1(N) is analogous to that for metrics achieving Λ1(M). Namely,
it is shown in [P3] that a σ̄1-maximizing metric exists provided certain gap
conditions are satisfied (see (2.4) and (2.6)) and it follows from [KS] that
the gap conditions are satisfied for infinitely many N . More precisely, let
M be a closed surface and let Nk be a surface with boundary obtained by
removing k disjoint disks from M , so that Nk is orientable if and only if M
is orientable, and Nk has k boundary components and the same genus asM .
According to [KS], if the the gap condition for Λ1(M) holds (in the sense of
Definition 2.21), for example, ifM = S2,RP2,T2,K, or an orientable surface
of genus 2, then gap conditions for Σ1(Nk) are satisfied for an infinite set
of values of k, therefore, the σ̄1-maximizing metrics and the corresponding
free boundary minimal surfaces exist. We refer to Section 2.5 for a more
detailed description of those results.

In the present paper, we establish an explicit link–beyond the well-known
analogy–between the free boundary minimal surfaces in Euclidean balls aris-
ing from maximization of σ̄1 and the closed minimal surfaces in Sn aris-
ing from maximization of λ̄1. Namely, building on the recent results of
[GL, GKL, KS, KNPS], for M satisfying the gap condition and any se-
quence kj → ∞ for which σ̄1(Nkj )-maximizing metrics exist, we show that

the free boundary minimal surfaces in Bn+1 arising from maximization of
σ̄1 on Nkj converge subsequentially as kj → ∞, in the varifold sense, to a

closed minimal surface in Sn arising from maximization of λ̄1 onM . We also
obtain sharp estimates for the rate at which their areas 1

2Σ1(Nkj ) converge

to 1
2Λ1(M).
In particular, while the explicit maximizers for σ̄1 are known only for

the disk, the annulus, and the Möbius band [FS1], our results provide an
asymptotic description of the σ̄1-maximizing metrics on surfaces with many
boundary components in every case where the maximizing metric for λ̄1
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is known on the corresponding closed surface (namely, at the moment, for
M = S2,RP2,T2,K, or the orientable surface of genus two). Moreover, to our
knowledge, these results provide the first examples of families of compact free
boundary minimal surfaces in a manifold with boundary limiting to closed
minimal surfaces in the boundary, suggesting a number of new questions
and lines of investigation in the study of free boundary minimal surfaces
(see Section 1.5 below).

1.2. Convergence of σ̄1-maximizing maps. Recall that for a closed sur-
face M , we denote by Nk the compact surface with boundary obtained by
removing k disjoint disks from M . The following surprising identities were
recently established in [GL, KS],

(1.1) Σ1(Nk) < Λ1(M);

(1.2) lim
k→∞

Σ1(Nk) = Λ1(M);

see also [GKL] for a more streamlined proof of (1.2).
Suppose that M satisfies the gap condition in the sense of Definition 2.21

and {kj} is a sequence such that σ̄1-maximizing metric exists on Nkj . Since

the corresponding free boundary minimal surfaces are of bounded area 1
2Σ1(Nkj ) <

1
2Λ1(M) <∞ in a ball Bn+1 of fixed dimension n, it follows that these mini-
mal surfaces must converge subsequentially in the varifold sense (see Section
2.7 below for relevant definitions) to some limit varifold in Bn+1 satisfying a
weak version of the free boundary stationary condition. By (1.2), we see that
this limit varifold must have area 1

2Λ1(M), and since closed minimal sur-
faces in Sn satisfy the weak definition of free boundary stationary varifolds
in Bn+1, it is natural to expect that these free boundary minimal surfaces
converge as kj → ∞ to the closed minimal surface in Sn realizing Λ1(M).
For M = S2 this was posed as a conjecture in [GL]. In the first result of the
present paper we resolve this conjecture for an arbitrary closed surface M
and prove the following theorem. (See Section 2.7 and Theorem 2.26 for a
more detailed statement.)

Theorem 1.1. LetM be a closed surface satisfying the gap condition of Def-
inition 2.21. Then, there exists a sequence kj → ∞ such that σ̄1-maximizing
metrics on Nkj exist. Furthermore, for an appropriate n = n(M) ∈ N and

for any such sequence the (branched) free boundary minimal surfaces in Bn+1

inducing the σ̄1-maximizing metrics on Nkj converge, up to a choice of a
subsequence, in the varifold sense to a closed (branched) minimal surface
in Sn inducing the λ̄1-maximizing metric on M . Moreover, as a conse-
quence, their supports converge in the Hausdorff distance, and the boundary
measures converge to twice the area measure of the limit surface.

Remark 1.2. The gap condition is known to hold on all surfaces for which
the λ̄1-maximization problem has been solved: namely, S2, RP2, T 2, the
Klein bottle K, and the oriented surface of genus two. Petrides observed
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in [P1] that there are infinitely many closed, oriented surfaces M satisfying
the gap condition, see Section 2.5. Thus, the above theorem gives infin-
itely many examples of sequences of free boundary minimal surfaces in the
ball converging to a minimal surface in the boundary sphere. Moreover, it
is expected that all M satisfy the gap condition, so that the convergence
statement holds for all closed surfaces M .

Remark 1.3. As is customary in the theory of varifolds, the surfaces in
Theorem 1.1 should be understood with the appropriate multiplicity; see
Section 2.7. For example, if M = M2 is the orientable surface of genus
2, then the limiting surface is S2 with multiplicity 2; see Open Question 6
below.

Remark 1.4. Note that one should not expect to improve the convergence
statement far beyond varifold convergence: in particular, note that a free
boundary surface in Bn+1 cannot be C1 close to any surface in Sn near its
boundary, and it is clear from direct examination of the minimal surface
equations in Rn+1 and Sn that a minimal surface in Bn+1 is nowhere close
to a minimal surface in Sn in a C2 sense. Nonetheless, one can of course
ask for a more refined picture of the convergence given in Theorem 1.1; see
Section 1.5 below for some open questions in this direction.

IfM is a sphere S2, a projective plane RP2, a torus T2 or a Klein bottle K,
then the branched minimal surface corresponding to λ̄1(M)-maximal metric
is unique up to an isometry of Rn+1, see e.g. [CKM]. Since O(n + 1) is
compact, the convergence of Theorem 1.1 holds along the full sequence after
applying a suitable element of O(n + 1) to each member of the sequence.
Moreover, in all these examples, the limit surface and the value of n are
known explicitly.

• If M = S2, then n = 2 and the limit surface is the whole sphere.
Furthermore, Proposition 8.1 of [FS1] implies that all of these free
boundary minimal surfaces are embedded. In particular, we have
the following corollary.

Corollary 1.5. For a sequence kj → ∞, maximization of σ̄1 gives rise to an
embedded free boundary minimal surface in B3 of genus 0 with kj boundary
components, such that as j → ∞ these surfaces converge in the varifold
sense to the boundary sphere S2 = ∂B3.

Remark 1.6. Note that Corollary 1.5 and the relation (1.2) are in contra-
diction with [FS1, Theorem 1.6]. We refer to the appendix in [GL] for the
explanation.

Remark 1.7. Approximate pictures of these free boundary minimal surfaces
are obtained in [GL, KOO] using numerical computations. After our paper
was completed, Kapouleas and Zou used gluing methods to construct other
families of free boundary minimal surfaces in B3 converging to the boundary
[KZ], which seem to be distinct from those given by σ̄1-maximization.
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• IfM = RP2, then n = 4 and the limit surface is the Veronese surface.
• If M = K, then n = 4 and the limit surface is one of the minimal
Klein bottles constructed by Lawson in [L], in his notation τ̃3,1. Note
that the same surface is conjectured to be the Klein bottle with the
smallest Willmore energy.

• IfM = T2, then n = 5 and the limit surface is the so-called “Bryant-
Itoh-Montiel-Ros” torus. It is characterized by the fact that the
induced metric is the flat metric corresponding to the equilateral
lattice.

We remark that, using arguments similar to those in [FS1, Proposition
8.1], it is possible to show that the free boundary immersions corresponding
to M = RP2,K,T2 are unbranched as soon as they are linearly full, i.e.
not contained in a proper linear subspace of Rn+1. However, embeddedness
seems to be a more subtle issue; see Open Question 3.

In Section 2.8 below, we observe that a variant of the phenomenon de-
scribed in Theorem 1.1 also holds for the conformally-constrained λ̄1-maximization
and σ̄1-maximization problems under certain natural assumptions, in which
case one finds a sequence of free boundary harmonic maps on domains
Ωk ⊂ M converging to a harmonic map u : M → Sn associated to the
conformally-constrained λ̄1-maximization problem.

1.3. Refined asymptotics for Σ1(Nk). In our second result we provide a

sharp rate of convergence for the limit (1.2), namely, we identify log k
k as the

decay rate of the correction term.

Theorem 1.8. Let M be a closed surface for which there exists a λ̄1-
maximizing metric and let Nk be a compact surface with boundary obtained
by removing k disjoint disks from a closed surface M . Then the following
holds.

(1) There exists a constant C = C(M) > 0 such that for all k > 0 one
has

(1.3) Σ1(Nk) ⩾ Λ1(M)− C
log k

k
.

(2) Let M be a sphere S2, a projective plane RP2, a torus T2 or a Klein
bottle K. Then there exists a constant c = c(M) > 0 such that for
all k > 0 one has

(1.4) Σ1(Nk) ⩽ Λ1(M)− c
log k

k
.

Remark 1.9. If, furthermore, there exists a σ̄1-maximizing metric on Nk,
then in terms of the free boundary minimal immersion uk : Nk → Bn+1

realizing Σ1(Nk) and the minimal immersion u : M → Sn realizing Λ1(M),
this tells us that the areas satisfy

(1.5) Area(u(M))−Area(uk(Nk)) ⩽ C(M)
log k

k
,
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and this convergence rate is sharp for M = S2,RP2,T2, or K.

Remark 1.10. The proof of (1.4) is based on a refinement of the quantitative
stability of λ̄1-maximal metrics as defined in [KNPS], and the surfaces listed
in the assumptions are precisely those for which quantitative stability is ver-
ified in [KNPS]. However, it is interesting to note that the results of [KNPS]
alone do not suffice to establish the sharp bound (1.4); see the discussion in
Section 5.1.

Remark 1.11. Inequality (1.4) is a quantitative improvement over (1.1). The
only other known result of this type is [GKL, Theorem 1.8], where the correc-
tion term decays exponentially with k. We note that a variant of (1.3) also
holds for the conformally-constrained maximization problem (see Proposi-
tion 4.2), and the corresponding variant of the upper bound (1.4) holds for
many non-maximizing conformal classes–e.g., for any conformal class admit-
ting a minimal immersion to Sn by first eigenfunctions (see Remark 5.14).

1.4. Ideas of the proofs. For the remainder of the introduction we write
k instead of kj to simplify the notation. To prove Theorem 1.1, we begin by
applying uniformization results of [Ma] and [Ha] to identify σ̄1-maximizing
metrics (Nk, g̃k) on Nk conformally with a domain Ωk ⊂ (M, gk) given by
removing disjoint geodesic disks from a constant curvature metric gk on M .
Combining (1.2) with the stability results of [KNPS], we are able to deduce
that the the conformal classes [gk] converge subsequentially to [g], and the
boundary length measures dsg̃k of ∂Ωk converge in W−1,2(M, g) to the area
measure dvgmax of a λ̄1-maximizing metric gmax ∈ [g] on M .

We then show that there exists a metric g̃ onM with respect to which the
harmonic extension ûk : M → Bn+1 of the branched free boundary minimal
immersions uk : (Nk, g̃k) → Bn+1 by σ1(Nk, g̃k)-eigenfunctions have vanish-
ing energy in the complementM \Ωk, and use the strongW−1,2 convergence
dsg̃k → dvgmax to deduce that the maps ûk converge strongly (subsequen-
tially) in W 1,2(M, g̃) to a minimal immersion (M, gmax) → Sn by first eigen-
functions of ∆gmax . The convergence of the associated varifolds then follows
by standard arguments from the strong convergence ûk → u and the van-
ishing of the energy

∫
M\Ωk

|dûk|2gk → 0.

The proof of the lower bound (1.3) in Theorem 1.8 is constructive–namely,

we produce a metric on Nk satifying σ̄1 ⩾ Λ1(M) − C log k
k . As in [GL], we

begin by removing several small geodesic disks–of radius k−α for α suffi-
ciently large–with respect to a constant curvature metric conformal to a
λ̄1-maximizing metric gmax, to produce a domain Ωk ⊂M diffeomorphic to
Nk. We then choose a conformal metric g̃k on this domain with the property
that the pairing ⟨µk, φ⟩ of the resulting length measure µk = dsg̃k of ∂Ωk
with a smooth function φ ∈ C∞(∂Ωk) is given by the integral

∫
Ωk
φ̂dvgmax

of the harmonic extension φ̂ over Ωk with respect to gmax.
To show that the resulting metric (Ωk, g̃k) satisfies σ̄1(Ωk, g̃k) ⩾ Λ1(M)−

C log k
k , we first argue that the restriction to ∂Ωk of the first eigenfunctions for
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∆gmax are–in an appropriate sense–approximate eigenfunctions, i.e. quasi-
modes, of the Dirichlet-to-Neumann map for (Ωk, g̃k), with the normalized

eigenvalue lying in
[
Λ1 − C log k

k ,Λ1 + C log k
k

]
. Denoting by m the multiplic-

ity of the first eigenvalue of ∆gmax , we then deduce that there must exist at

least m Steklov eigenvalues in
[
Λ1 − C log k

k ,Λ1 + C log k
k

]
, and employ a con-

tradiction argument to conclude that the first normalized Steklov eigenvalue

σ̄1(Ω, g̃k) must lie in
[
Λ1 − C log k

k ,Λ1 + C log k
k

]
, as desired.

To prove the upper bound (1.4) in Theorem 1.8, we need to show that if
M = S2,RP2,T2, or K, then every metric g on Nk must satisfy σ̄1(Nk, g) ⩽
Λ1(M) − c log kk . To this end, we again begin by identifying a given metric
(Nk, g) conformally with the complement of geodesic disks for some constant
curvature metric onM . Building on the techniques of [KNPS], we then show
that for any such domain Ωk with conformal metric g̃k, there exists a λ̄1-
maximizing metric gmax on M such that the gap Λ1(M) − σ̄1(Ωk, g̃k) is
bounded below by Areagmax(M \Ωk) and the square of the W−1,2(M, gmax)-
distance between the length measure dsg̃k of ∂Ωk and an appropriate mul-
tiple of the area measure dvgmax . The area bound Areagmax(M \ Ωk) ⩽
C (Λ1(M)− σ̄1(Ωk, g̃k)) is then used to show that a certain test function φk
(related to the logarithm of the distance to the centers of the disks compris-
ing the complement M \ Ωk) satisfies

c
log k

k
⩽

⟨φk, dsg̃k − dvgmax⟩
∥φk∥W 1,2(M,gmax)

⩽ ∥dsg̃k − dvgmax∥W−1,2(M,gmax),

from which the desired bound follows.

1.5. Discussion and Open Questions. Item (2) of Theorem 1.8 imme-
diately suggests the following question:

Open Question 1. Does the inequality (1.4) hold for all closed surfaces
M?

One of the ways to resolve this question would be to prove an appropriate
quantitative stability result relating the difference Λ1(M) − σ̄1(Ω, g̃) for a
domain Ω ⊂ M to the W−1,2(M, gmax) difference between the measures
dvgmax and dsg̃ and the area of M \ Ω with respect to some λ̄1-maximizing
metric gmax on M . It could be illuminating to investigate this problem first
for surfaces of genus 2, where the λ̄1-maximizing metrics are known, but do
not meet the criteria needed to apply our methods of proof for (1.4).

It is also natural to ask to what extent the estimates of Theorem 1.8 can
be sharpened. In this direction, the following question is an obvious place
to begin.

Open Question 2. Does the limit

lim
k→∞

(Λ1(M)− Σ1(Nk))
k

log k
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exist? If so, then find its value.

An explicit answer to this question will likely go hand-in-hand with a
sharper geometric picture of the associated σ̄1-maximizing metrics, see Ques-
tion 4 below.

There are many natural questions concerning the limiting behavior of the
free boundary minimal surfaces realizing Σ1(Nk). From the perspective of
geometric measure theory, one of the first questions one might pose concerns
the persistence of singularities of these surfaces in the limit as k → ∞.

Open Question 3. If the limiting minimal surface in Sn realizing Λ1(M) is
embedded, does it necessarily follow that the free boundary minimal surfaces
in Bn+1 realizing Σ1(Nk) are embedded for k sufficiently large?

Remark 1.12. Note that the standard persistence-of-singularities result for
stationary varifolds in a fixed domain does not hold for families of free
boundary stationary varifolds in Bn+1 approaching a stationary varifold in
Sn: for an elementary counterexample, note that the boundary of an in-
scribed regular k-gon in the 2-dimensional unit disk B2 gives a singular free
boundary stationary geodesic network, which approaches the (smooth, mul-
tiplicity one) boundary circle as k → ∞. However, it is straightforward to
check that the embededdness of the limit surface in Sn–by Allard regularity
and standard monotonicity results–rules out the possibility of singularities
with density larger than 2 in nearby free boundary minimal surfaces in Bn+1;
moreover, these free boundary minimal surfaces must look roughly conical
at all small scales (though perhaps with different cones at different scales)
near a singularity of density equal to 2, so the conditions under which sin-
gularities could disappear in the limit appear to be quite restrictive.

The following question is inspired by Corollary 1.5 and concerns a finer
structure of free boundary minimal surfaces corresponding to σ̄1(Nk)-maximal
metrics. We formulate the question forM = S2, but, of course, similar prob-
lems can be posed for other closed surfaces.

Open Question 4. Let Ωk ⊂ B3 be an embedded free boundary min-
imal surface of genus 0 with k boundary components corresponding to a
σ̄1-maximizing metric. Prove or disprove the following.

(1) Ωk is unique up to isometries of B3.
(2) All boundary components are approximately of the same size. In par-

ticular, let Lj,k, j = 1, . . . , k be the lengths of boundary components
of Ωk, then there exist c, C > 0 such that for all j, k

c

k
⩽ Lj,k ⩽

C

k
.

More precisely, show that

lim
k→∞

sup
1⩽j⩽k

Lj,k∑j
j=1 Lj,k

=
1

k
.
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(3) The boundary ∂Ωk is dense on the scale 1√
k
inside S2, i.e. there

exists C > 0 such that the C√
k
-tubular neighborhood of ∂Ωk contains

S2.
(4) For large k, each boundary component is close to a half-catenoid, i.e.

the blow-ups of boundary components on the scale 1
k converge to the

the unique rotationally symmetric free boundary minimal surface in
the half-space.

The numerical examples of [GL, KOO] point to the fact that the topol-
ogy of Ωk alone does not guarantee uniqueness for free boundary minimal
surfaces in B3. For example, numerical computations of [GL] suggest that
for k = 8, 20 there exist free boundary minimal surfaces of genus 0 and k-
boundary components with the symmetry group of cube and dodecahedron
respectively. At the same time, the computations in [KOO] indicate that
these surfaces are not Steklov maximizers and that, instead, the bound-
ary components of the maximizers are distributed more irregularly. This
resulted in the observation in [KOO, Section 5] that centers of mass of
boundary components form a solution to a point distribution problem–in
particular, the Thompson problem was suggested as a candidate. While
the sample size in [KOO] is too small to formulate an exact open question,
the possibility is too tantalizing to ignore. Thus, the following question is
purposefully open-ended.

Open Question 5. In the notation of Question 4, show that the centers of
mass of the boundary components of Ωk are located according to a solution
of some k-point distribution problem of S2.

Another special case which merits further study is the genus 2 setting.
When M is the orientable surface of genus 2, then Λ1(M) = 16π, there
is a continuous family of λ̄1(M)-maximal metrics, and the corresponding
branched minimal immersions are simply branched covers of S2 with the
location of branch points varying within the family, see [JLNNP, NS, R].
The most symmetric member of the family is the co-called Bolza surface
with branch points at the vertices of an octahedron. At the same time, the
fact that the limiting map is a cover of S2 does not mean that n = 2 in
Theorem 1.1, although it seems reasonable to suggest that the immersion
corresponding to N2k could be a double branched cover of Ωk defined in
Question 4, at least for large k. If the answer to the latter question is
positive, it would be interesting to understand the location of the branch
points, even though it is likely such covers are not unique, similarly to the
closed case. We collect these thoughts below.

Open Question 6. Let M be an orientable surface of genus 2 and let Nk

be a surface with boundary obtained by removing k disjoint disks from M .
Let uk be a branched free boundary immersion corresponding to a σ̄1(Nk)-
maximizing metric.
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(1) Is the map uk unique, up to isometries of Rn+1? What are the
possible limits of uk, e.g. is it true that the Bolza cover is the only
accumulation point of {uk}?

(2) Is it true that for large enough k the image of uk is contained in B3?
(3) More specifically, is it true that for large enough k the maps u2k are

branched covers over surfaces Ωk defined in Question 4? If so, then
what are the locations of branch points?

(4) Similarly, is there any relation between u2k+1 and the surfaces Ωj?

Finally, let us close by posing a question which should be of general in-
terest to the minimal surface community, independent of any connections to
spectral geometry.

Open Question 7. Given a smooth, convex domain P ⊂ Rn+1 and a min-
imal submanifold M ⊂ ∂P in ∂P , does there exist a family of free boundary
minimal surfaces in P approachingM in a varifold sense? As a special case,
do there exist free boundary minimal hypersurfaces in P approaching ∂P in
the varifold sense? (Note that Corollary 1.5 gives a positive answer in the
case P = B3.)

Remark 1.13. Näıvely, one might hope to approach this via novel gluing
methods, or perhaps some variational scheme.
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2. Preliminaries

2.1. Uniformization theorems for surfaces. Recall the notation used
in the introduction, where Nk is a compact surface obtained by removing k
disjoint disks from a closed surface M .

Uniformization theorems are concerned with choosing a canonical metric
in each conformal class of metrics. For example, the classical uniformization
theorem states that given a conformal class C on M there exists a unit
area metric g ∈ C of constant Gauss curvature. Furthermore, if M ̸= S2,
then such a metric is unique, whereas on S2 is is unique up to a conformal
automorphism. We denote by Metcan(M) the space of metrics of unit area
and constant Gauss curvature on M .

The most commonly used uniformization theorem for surfaces with bound-
ary states that for any conformal class C on N there is a unit area metric
g ∈ C with constant Gauss curvature and geodesic boundary (see, e.g.,
[OPS]). In the present paper we use another, perhaps lesser-known, uni-
formization result.

Theorem 2.1 ([Ma, Ha]). Let (Nk, C) be a compact surface with k boundary
components endowed with a conformal class C. Then there exists a closed
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Riemannian surface (M, g) of unit area and constant curvature, a collection
Bi ⊂ M , i = 1, . . . , k of embedded open non-empty geodesic disks with dis-
joint closure, and a conformal diffeomorphism F : (N, C) → (Ωk, g), where

Ωk = M \
⋃k
i=1Bi. Moreover, for any two such conformal diffeomorphisms

F : (N, C) → (Ωk, g), F
′ : (N, C) → (Ω′

k, g
′), there exists a conformal auto-

morphism G : (M, g) → (M ′, g′) such that G ◦ F = F ′.
In other words, (N, C) can be (uniquely) conformally identified with a

complement of k geodesic disks in a closed surface endowed with a metric of
constant curvature.

Remark 2.2. Theorem A in [Ma] as originally stated provides a biholomor-
phism of the interior of Nk onto the complement of closed disks, but stan-
dard results on boundary regularity of biholomorphisms imply that this ex-
tends to a diffeomorphism up to the boundary. For example, one can refer
to the introduction of [BK], where it is explained how the classical boundary
regularity for the Riemann mapping theorem implies the analogous result
for multiply connected planar domains. In particular, any biholomorphism
of open annuli extends to a diffeomorphism of their closures – a result which
we can apply to small annuli near the boundary circles of Nk.

As written, the original statement of Theorem A in [Ma] applies only to
Riemann surfaces, but it is straightforward to extend it to the nonorientable
case, as follows. Given a nonorientable compact surface N with boundary,
let π : Ñ → N be the oriented double cover, with free antiholomorphic
involution s : Ñ → Ñ such that s2 = id and π◦s = π. By Haas and Maskit’s
results for orientable surfaces, we know that there exists a closed surface
(M̃, g) of unit area and constant curvature, and geodesic disks Bi ⊂ M̃ with

disjoint closures, such that Ñ admits a conformal diffeomorphism

F̃ : (Ñ , C) → (Ω̃, g)

onto the complement Ω̃ = M̃ \
⋃
Bi. Moreover, observe that the composition

F̃ ◦ s : (N, C) → (Ω̃, g) with the antiholomorphic involution s gives another
conformal diffeomorphism, so by the uniqueness part of Maskit’s theorem,
there must exist a conformal diffeomorphism G : (M̃, g) → (M̃, g) such that

F̃ ◦ s = G ◦ F̃ . Without loss of generality, we may assume that G is an
isometry of (M̃, g); if M̃ ̸= S2, this is automatic, while if M̃ = S2, this may

be achieved by replacing F̃ with Φ◦F̃ for a suitable conformal automorphism
Φ: S2 → S2.

Evidently, this isometry G : (M̃, g) → (M̃, g) preserves the image Ω̃ =

M̃ \
⋃
Bi, reverses orientation, and satisfies G2 = id on Ω̃; hence G2 = id on

M̃ , by unique continuation. Moreover, since s has no fixed points on Ñ , G
cannot have fixed points in Ω̃. We claim now thatG has no fixed points in M̃ .
Indeed, if G fixes a point x ∈ M̃ \ Ω̃, then x must lie in the interior of one of

the disks Bi ⊂ M̃ \ Ω̃, and since G fixes the disjoint union
⋃
Bi, we see that

the restriction G|Bi
must then act as an antiholomorphic diffeomorphism
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of the closed disk Bi. However, it follows from the standard classification
of holomorphic automorphisms of the closed disk that any antiholomorphic
automorphism G of Bi must have fixed points on the boundary ∂Bi ⊂ ∂Ω̃,
which cannot occur since G acts freely on Ω̃.

We therefore see that the isometry G : (M̃, g) → (M̃, g) is an orientation-

reversing involution acting freely on M̃ , from which we obtain a smooth
quotient surface

p : (M̃, g) → (M, g) := (M̃, g)/G

of constant curvature (and area 1
2), such that the conformal diffeomorphism

F̃ : (Ñ , C) → (Ω̃, g) descends to a conformal diffeomorphism

F : (N, C) → (Ω, g) ⊂ (M, g),

where Ω := p(Ω̃) = M \ p (
⋃
Bi). Evidently, the image p

(⋃k
i=1Bi

)
of the

geodesic disks under the 2-fold covering map p is a union of k/2 geodesic
disks in (M, g), so that F gives the desired uniformization of (N, C). Unique-
ness of F up to conformal diffeomorphisms likewise follows from uniqueness
in the orientable case and the observation that any such uniformization
(N, C) → (Ω, g) lifts to an orientable uniformization (Ñ , C) → (Ω̃, g).

2.2. Eigenvalues of measures. In recent years, it has been observed that
the study of variational problems for Laplace and Steklov eigenvalues fit
into a useful, more general framework, based on assigning certain natural
spectra to Radon measures on Riemann surfaces. To be precise, let N be a
compact surface with boundary (possibly empty) and let C be a conformal
class on N . Given a Radon measure µ on N one can define the variational
eigenvalues

(2.1) λk(N, C, µ) = inf
Ek+1

sup
0̸=f∈Ek+1

∫
N |∇f |2gdvg∫
N f

2dµ
,

where g ∈ C is any representative of the conformal class and Ek+1 ranges
over all (k+1)-dimensional subspaces of C∞(N)∩L2(N,µ); one then defines
the mass-normalized eigenvalues

λ̄k(N, C, µ) = λk(N, C, µ)µ(N).

We say that the measure µ is admissible ([Kok, KS, GKL]) if the identity
map on C∞(M) can be extended to a compact map W 1,2(M, g) → L2(µ),
g ∈ C. This definition does not depend on the choice of g ∈ C and essentially
guarantees that the eigenvalues λk(N, C, µ) behave similarly to the classical
eigenvalues of the Laplacian, see e.g. [GKL]. While many examples of ad-
missible measures lead to interesting eigenvalue problems [GKL, Section 4],
the following are the only examples used in the present paper.

Example 2.3. Let ∂N = ∅, µ be a volume measure of a smooth metric g ∈ C,
µ = dvg. Then the Rellich-Kondrachov compactness theorem implies that
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µ is admissible. In fact, then λk(N, C, µ) = λk(N, g) corresponds to the kth
nontrivial eigenvalue of the Laplacian ∆g.

Example 2.4. Let ∂N = ∅, µ = fdvg, where g ∈ C is a smooth metric,
f ⩾ 0 with zeroes of finite order at isolated points of N . Then µ is a volume
measure of the metric fg, which is a smooth metric outside of finitely many
conical singularities. The variational eigenvalues λk(N, C, µ) coincide with
the eigenvalues of the Friedrichs extension of ∆fg and we continue to write
λk(N, fg) = λk(N, C, µ).

Example 2.5. Let ∂N ̸= ∅, µ = ds∂Ng be the boundary length measure
of a metric g ∈ C. Then the Sobolev trace embedding implies that µ is
admissible and λk(N, C, µ) = σk(N, g). In particular, the Steklov eigenvalues
σk(N, g) depend only on the conformal class [g] and the restriction of g to
the boundary ∂N .

Example 2.6. Let (M, g) be a closed surface and let Ω ⊂ M be a smooth
domain. Let µ be the boundary length measure of ∂Ω, µ = ds∂Ωg . Consider

Ω ⊂ M as a manifold with boundary, then one has λ̄k(Ω, [g], µ) = σ̄k(Ω, g).
Furthermore, the definition (2.1) easily implies that

(2.2) σ̄k(Ω, g) = λ̄k(Ω, [g], µ) ⩽ λ̄k(M, [g], µ).

Remark 2.7 (Invariance under diffeomorphisms). Let N be a compact sur-
face, g ∈ Metcan(N) and µ be an admissible measure on N . If Φ: N → N1 is
a diffeomorphism, then it is easy to see that λ1(N, [g], µ) = λ1(N1, [(Φ

−1)∗g],Φ∗µ).
Furthermore, if f is an eigenfunction on N1, then Φ∗f is an eigenfunction
on N with the same eigenvalue. In particular, this induces the action of
Diff(N) on the set of pairs (g, µ) by

Φ · (g, µ) = ((Φ−1)∗g,Φ∗µ),

which preserves the variational eigenvalues.

Finally, we endow the space of all admissible measures with the topology
induced by the W−1,2

g (M)-norm. Namely, for any Radon measure µ we
define

∥µ∥W−1,2(M,g) = sup
u

∫
M
u dµ,

where the supremum is over all smooth functions u satisfying ∥u∥W 1,2(M,g) =

1. It is easy to see that any admissible µ has finite W−1,2(M, g)-norm.

2.3. Geometric characterization of maximal metrics: Laplacian. In
the next two sections we recall some key results on the connection between
eigenvalue optimization problems and minimal surfaces, starting with the
Laplace eigenvalues of closed surfaces.

Given a closed surface M consider again the supremum

Λ1(M) = sup
g
λ̄1(M, g);
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of the normalized first eigenvalue over all metrics on M , as well as the
conformally-constrained supremum

Λ1(M, [g]) = sup
h∈[g]

λ̄1(M,h),

where in the second quantity one can always assume g ∈ Metcan(M). For any
conformal class [g], the supremum is achieved by some metric, smooth up
to a finite number of conical singularities [KS, P1, KNPP2]; the existence
theory for Λ1(M) is more subtle, and is discussed in Section 2.5 below.
Furthermore, these singularities have integer angles: in particular, if h is
such a metric, then h = fg, where g ∈ Metcan(M) and f ∈ C∞(M) is given
by the energy density of a harmonic map M → Sn, with f > 0 outside
of finitely many branch points corresponding to the singularities of h; see
Example 2.4. If the metric h (possibly with isolated conical singularities)
is such that λ̄1(M,h) = Λ1(M) (or λ̄1(M,h) = Λ1(M, [g])), then we say
that h is a λ̄1-(conformally) maximal metric. Additionally, keeping in mind
Example 2.4, we also say that dvh is a λ̄1-(conformally) maximal measure.
We denote by Met0(M) ⊂ Metcan(M) the subset of unit-area, constant
curvature metrics corresponding to λ̄1-maximal conformal classes; i.e.

Met0(M) := {g ∈ Metcan(M) | Λ1(M, [g]) = Λ1(M)}.
Recall that a map u : (M, g) → Sn is called harmonic if the Rn-valued

Laplacian ∆gu satisfies

∆gu = |du|2gu,
which holds precisely when u is a critical point for the energy

Eg(u) =
1

2

∫
M

|du|2g dvg

among Sn-valued maps. This equation is conformally invariant on surfaces–
i.e. u is harmonic with respect to any other metric in the conformal class
[g]. In particular, setting gu = 1

2 |du|
2
gg one obtains ∆guu = 2u, so that the

components are the eigenfunctions of ∆gu with eigenvalue 2. If, furthermore,
λ1(M, gu) = 2, then we say that u is of spectral index 1 and write indS(u) =
1. Note that du = 0 only at isolated points of M , which correspond to
conical singularities of gu.

Theorem 2.8 ([ESI, FS3]). Let g be a λ̄1-conformally maximal metric.
Then there exists n > 0, a harmonic map u : (M, [g]) → Sn of spectral index
1 and α > 0 such that g = αgu. In particular, Λ1(M, [g]) = 2Eg(u).

Remark 2.9. Note that n is bounded by the multiplicity of the first eigen-
value of ∆gu , but is not necessarily equal to it [CKM, Remark 1.4]. The
multiplicity bounds of [Ch, Be, N1] imply that n is bounded from above
only in terms of the topology of M .

Conversely, for any harmonic map u : (M, g) → Sn of spectral index 1
satisfying 2Eg(u) = Λ1(M, [g]), the metric gu is λ̄1-conformally maximal.
We say that such a map u is a λ̄1-conformally maximal map.



16 M. KARPUKHIN AND D. STERN

A map u : (M, g) → (P, h) is called weakly conformal if u∗h = gu. On
surfaces, any weakly conformal harmonic map is a branched minimal im-
mersion and vice versa. The branch points of the immersion correspond to
the singularities of gu.

Theorem 2.10 ([N2, ESI, FS3]). Let g be a λ̄1-maximal metric. Then there
exists n > 0, a branched minimal immersion u : M → Sn of spectral index 1
and α > 0 such that g = αu∗gSn. In particular, Λ1(M) = 2Area(u(M)).

Conversely, for any branched minimal immersion u : M → Sn of spec-
tral index 1 satisfying 2Area(u(M)) = Λ1(M, [g]), the metric u∗gSn is λ̄1-
maximal. We say that such a map u is a λ̄1-maximal map.

2.4. Geometric characterization of maximal metrics: Steklov. The
variational theory for normalized Steklov eigenvalues is to a large extent
parallel to that of the Laplacian.

Given a connected compact surface with boundary N , we consider again
the supremum

Σ1(N) = sup
g
σ̄1(N, g);

of the first nontrivial (length-normalized) Steklov eigenvalue over all metrics
on N , as well as the conformally constrained supremum

Σ1(N, [g]) = sup
h∈[g]

σ̄1(N,h).

As was mentioned in the introduction, Σ1(N) < ∞ for any surface N . We
discuss the existence of metrics achieving Σ1(N) in Section 2.5 below; for
the conformally constrained supremum, one has the following.

Theorem 2.11 ([P3]). Assume that Σ1(N, [g]) > 2π. Then the supremum
is achieved by a smooth metric.

Remark 2.12. It is expected that Σ1(N, [g]) > 2π for N ̸= D and for any
conformal class [g], but as of this writing, this has only been verified for
some conformal classes on the annulus [KM].

If the metric g is such that σ̄1(N, g) = Σ1(N) (or σ̄1(N, g) = Σ1(N, [g])),
then we say that g is a σ̄1-(conformally) maximal metric. Additionally,
keeping in mind Example 2.5, we also say that ds∂Ng is a σ̄1-(conformally)
maximal measure. Note that by Example 2.5, if g is a σ̄1-(conformally)
maximal metric, then any h ∈ [g] with ds∂Nh = ds∂Ng is also σ̄1-(conformally)
maximal. For that reason, in the following we predominantly refer to σ̄1-
(conformally) maximal measures as opposed to metrics.

Recall that a map u : (N, g) → Bn+1 is called free boundary harmonic if
u(∂N) ⊂ Sn = ∂Bn+1 and {

∆gu = 0 in N ;

∂νgu ∥ u on ∂N ,
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where νg is the outer unit normal. Its energy satisfies

Eg(u) =
1

2

∫
N
|du|2g dvg =

1

2

∫
∂N

|∂νgu| dsg.

Similar to the harmonic maps, this definition only depends on the conformal
class [g] in our two-dimensional setting. In particular, setting µu = |∂νgu| dsg
one obtains that the components of u are Steklov eigenfunctions associ-
ated with the measure µu, whose eigenvalue is equal to 1. If, furthermore,
λ1(N, [g], µu) = 1, then we say that u is of spectral index 1 and write
indS(u) = 1.

Theorem 2.13 ([FS3, KM]). Let µ be a σ̄1-conformally maximal measure.
Then there exists n > 0, a free boundary harmonic map u : (N, [g]) → Bn+1

of spectral index 1 and α > 0 such that µ = αµu. In particular, Σ1(N, [g]) =
2Eg(u).

Remark 2.14. Similarly to Remark 2.9, the number n is bounded only in
terms of the topology of N , [FS1, J, KKP]. Furthermore–and crucially for
the purposes of the present paper–the upper bound does not depend on the
number of boundary components of N .

Conversely, for any free boundary harmonic map u : (N, g) → Bn+1 of
spectral index 1 satisfying 2Eg(u) = Σ1(N, [g]), the measure µu is σ̄1-
conformally maximal. We refer to such maps u as σ̄1-conformally maximal
maps.

Theorem 2.15 ([FS3, KM]). Let µ be a σ̄1-maximal measure. There ex-
ists n > 0, a free boundary branched minimal immersion u : N → Bn+1

of spectral index 1 and α > 0 such that µ = αdsu∗gSn . In particular,
Σ1(N) = 2Area(u(N)).

For any free boundary branched minimal immersion u : N → Bn+1 of
spectral index 1 satisfying 2Area(u(N)) = Σ1(N), the measure ds∂Nu∗(gSn ) is

σ̄1-maximal. We say that such a map u is σ̄1-maximal.

2.5. Existence of maximal metrics. In this section we review the ex-
istence theory for λ̄1 and σ̄1-maximizing metrics established in [P1, P3],
following the discussion in [KS, Section 5.2]. We start with orientable sur-
faces, where the results are easier to state. Let Mγ be an orientable surface
of genus γ and set Λ1(γ) := Λ1(Mγ), and Λ1(−1) := 0 for convenience. Simi-
larly, if Nγ,k is an orientable surface of genus γ with k boundary components
we set Σ1(γ, k) := Σ1(Nγ,k), and Σ1(−1, k) = Σ1(γ, 0) := 0.

Theorem 2.16 ([P1, P3]). Suppose that

(2.3) Λ1(γ) > Λ1(γ − 1).

Then there exists a λ̄1-maximizing metric on Mγ, possibly with isolated con-
ical singularities.
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Similarly, if

(2.4) Σ1(γ, k) > max{Σ1(γ, k − 1),Σ1(γ − 1, k + 1)},
then there exists a σ̄1-maximizing metric on Nγ,k.

It is known that (2.3) holds for γ = 0, 1, 2 and Petrides observed in the
introduction to [P1] that it holds for an infinite sequence of genera, see
also [KS, Section 5.2]. Furthermore, a similar result can be proven for gap
conditions (2.4).

Proposition 2.17 (Theorem 5.9 in [KS]). Let γ ⩾ 0 be such that the gap
condition (2.3) is satisfied. Then there is a sequence kj → ∞, such that for
γ and those kj the inequality (2.4) is satisfied.

We now pass to non-orientable surfaces. Let M̂γ be a closed nonorientable
surface of genus γ, i.e. such that its orientable double cover has genus γ,

and set Λ̂1(γ) := Λ1(M̂γ), Λ̂1(−1) := 0. Similarly, if N̂γ,k is an orientable

surface of genus γ with k boundary components we set Σ̂1(γ, k) := Σ1(N̂γ,k),

Σ̂1(−1, k) = Σ̂1(γ, 0) := 0.

Theorem 2.18 ([MS]). Suppose that

(2.5) Λ̂1(γ) > max
{
Λ̂1(γ − 1),Λ1

(⌊γ
2

⌋)}
.

Then there exists a λ̄1-maximizing metric on M̂γ, possibly with isolated con-
ical singularities.

We remark that in [MS], the genus of a non-orientable surface is defined
as γ + 1 in our notation, so that (2.5) has a different form in [MS]. As far
as we are aware, the analogue of the gap condition (2.4) for non-orientable
surfaces has not appeared explicitly in the literature. However, the analysis
of degenerating sequences of conformal classes has been performed in [Med]
and it can be shown using these techniques that the following holds.

Theorem 2.19. Suppose that

Σ̂1(γ, k) > max
{
Σ̂1(γ, k − 1), Σ̂1(γ − 1, k), Σ̂1(γ − 2, k + 1),

Σ1

(⌊
γ − 1

2

⌋
, k + 1

)
,Σ1

(⌊γ
2

⌋
, k
)}

.
(2.6)

Then there exists a σ̄1-maximizing metric on N̂γ,k.

Furthermore, the following result can be proven in the same way as [KS,
Theorem 5.9].

Proposition 2.20. Let γ ⩾ 0 be such that the gap condition (2.5) is sat-
isfied. Then there is a sequence kj → ∞, such that for γ and those kj the
inequality (2.6) is satisfied.

We summarize our discussion as follows.
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Definition 2.21. We say that a closed orientable surface of genus γ satisfies
the gap condition if (2.3) holds. Similarly, we say that a closed non-orientable
surface of genus γ satisfies the gap condition if (2.5) holds.

Combining Propositions 2.17 and 2.20 we obtain.

Proposition 2.22. Suppose that M is a closed surface satisfying the gap
condition in the sense of Definition 2.21 and Nk is a surface with boundary
obtained by removing k disjoint disks from M . Then there is a sequence
kj → ∞, such that for all j there exists a σ̄1-maximizing metric on Nkj .

2.6. Convergence of Σ1(Nk). In the present section we explain the ideas
behind the identities (1.1), (1.2).

In [KS], the following regularity/rigidity result for conformally λ̄1-maximal
measures is obtained as a byproduct of a new characterization of Λ1(M, [g])
via the min-max theory of harmonic maps.

Theorem 2.23 (Regularity of maximal measures, [KS]). Let M be a closed
surface and C be a conformal class on M . Then for any admissible measure
µ on M one has

(2.7) λ̄1(M, C, µ) ⩽ Λ1(M, C)

with equality iff µ is a λ̄1-conformally maximal measure, i.e. µ = dvg, where
g is a λ̄1-conformally maximal metric.

The meaning of this theorem is as follows: even after relaxing the opti-
mization problem for λ̄1(M, g) to include (admissible) measures, the set of
maximizers (and, as a result, the optimal value) does not change. Now, let
Ω ⊂ M be a smooth domain. Combining (2.2) with (2.7) (and noting that
the length measure realizing Σ1 cannot coincide with a smooth λ̄1-maximal
measure) gives

Σ1(Ω, C) < Λ1(M, C),
where we abuse notation slightly by letting C denote the conformal class
on Ω induced by the inclusion Ω ⊂ (M, C). Taking the supremum over all
conformal classes C yields (1.1).

The relation (1.2) follows from the following theorem.

Theorem 2.24 ([GL]). For any closed surface (M, g) there exists a sequence
of domains Ωk ⊂M , such that

(2.8) σ̄1(Ωk, g) → λ̄1(M, g)

as k → ∞. The domains Ωk are obtained by removing many small disks
from M .

As in the introduction, let M be a closed surface, and denote by Nk the
compact surface with boundary obtained by removing k disjoint disks from
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M . It is easy to see that the sequence Σ1(Nk) is non-decreasing; thus, taking
the supremum over all g in (2.8) yields

lim
k→∞

Σ1(Nk) ⩾ Λ1(M),

which combined with (2.7) yields (1.2).
For convenience, we formulate the following corollary of the proof of The-

orem 2.24.

Proposition 2.25. For any closed surface (M, g) there exists a sequence of
domains Ωk ⊂M , such that

lim
k→∞

Σ1(Ωk, [g]) = Λ1(M, [g]).

2.7. Varifold convergence of σ̄1-maximal maps. Let us recall some ba-
sic notions from the theory of varifolds, following [CM, Chapter 3]. Let
π : G2(n+1) → Rn+1 denote the bundle of (tangent) 2-planes over Rn+1. A
2-varifold T is a Radon measure on G2(n+1). The weight measure of T is the
pushforward νT := π∗(T ). Given a Sobolev map v ∈ W 1,2(N,Rn+1) from a
surface (N, g) (possibly with boundary) to Rn+1, one defines the associated
2-varifold Tv ∈ C0

0 (G2(n+ 1))∗ by∫
G2(n+1)

fdTv :=

∫
N∩{Jv(x)>0}

f(v(x), dv(TxN))Jv(x)dvg,

where Jv(x) denotes the Jacobian determinant

Jv(x) :=
√

detg(dvtxdvx) =
√
detg(v∗gRn+1)(x).

Note that, while Jv(x) and dvg depend on the metric g, their product does
not, and in the case where v : N ↪→ Rn+1 is a smooth embedding, the
preceding definition is equivalent to setting

Tv(U) = Area(U ∩ Tv(N)),

by the area formula. Similarly, if v is a branched d-sheeted covering over
the image, then

Tv(U) = dArea(U ∩ Tv(N)).

A sequence of varifolds Tk is said to converge to T if they weak-∗ converge
as measures. A sequence of surfaces Ni ⊂ Rn+1 (possibly with multiplic-
ity) arising as images of branched conformal immersions is likewise said to
converge to M ⊂ Rn+1 in the varifold sense if the corresponding varifolds
converge.

Recall now the setup from Section 2.6: M is a closed surface, Nk is the
compact surface with boundary obtained by removing k disjoint disks from
M . Assume that M satisfies the gap condition as in Definition 2.21, then
there is a λ̄1-maximal metric realized by a branched minimal immersion
u : M → Sn to the sphere, with associated varifold T . Let kj → ∞ be
a sequence for which a σ̄1-maximal metric exists on Nkj (as provided by
Proposition 2.22). To simplify notation we often omit the index j in the
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following. Choose a σ̄1-maximal map uk : Nk → Bnk+1. While in principle
the dimension of the ball nk +1 does depend on k, Remark 2.14 guarantees
that nk are bounded independent of k. Thus, without loss of generality,
one can assume nk ≡ n. This allows us to define the 2-varifolds Tk in
Bn+1 ⊂ Rn+1 associated to uk. Thus, the exact statement of Theorem 1.1
is as follows:

Theorem 2.26. Assume thatM satisfies the gap condition of Definition (2.21),
and consider a sequence kj → ∞ for which there exist σ̄1-maximal metrics
on Nkj . Then there exists a λ̄1-maximal map u : M → Sn, such that, up to
a choice of a subsequence, the varifolds Tkj associated to σ̄1(Nkj )-maximal
maps ukj converge to the varifold T associated with u.

We record several consequences of the varifold convergence, which may
paint a clearer picture for readers unfamiliar with varifolds.

Corollary 2.27. Along the converging subsequence Tk ⇀
∗ T one has

(1) the free boundary branched minimal surfaces uk(Nk) ⊂ Bn+1 con-
verge to the branched minimal surface u(M) ⊂ Sn in the Hausdorff
distance;

(2) the boundary length measures of uk(Nk) converge to the twice the
area measure of u(M).

Proof. To prove (1), assume the contrary, i.e. there exist a further subse-
quence, δ > 0 and a point xk ∈ uk(Nk) at a distance ⩾ δ from support of
the limit varifold spt(T ) = u(M). Passing to yet another subsequence, we
may assume that xk converges to some point y = limk→∞ xk a distance ⩾ δ
from u(M).

Now, let 0 < f ∈ C0
0 (Bn+1) be equal to 1 on the ball of radius δ/2 around

y and 0 outside the ball of radius δ. Let νk, ν be the weight measures
of Tk and T respectively. If y lies in the interior of Bn+1, then we may
assume without loss of generality that Bδ(y) ⊂ Bn+1, and the monotonicity
formula for minimal surfaces (see e.g. [CM, Proposition 1.12], implies that

νk(f) ⩾
πδ2

4 . If instead y ∈ Sn, we may argue similarly, using a well-known
boundary variant of the monotonicity formula for free boundary minimal
surfaces (cf., e.g. [Br] for the sharpest version in the unit ball) to deduce
that νk(f) ⩾ cδ2 > 0 in that case as well. At the same time, the varifold
convergence yields

cδ2 ⩽ νk(f) → ν(f) = 0,

which is a contradiction.
To show (2) let f ∈ C0

0 (Rn+1) and consider the vector field X(x) = fx
on Rn+1. Then the first variation formula implies∫

∂uk(Nk)
f =

∫
uk(Nk)

(
2f + ⟨x,∇uk(Nk)f⟩

)
.
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Define F ∈ C0
0 (G2(n + 1)) by F (x,Π) = ⟨x,∇Πf(x)⟩, where ∇Πf(x) is the

projection of ∇f(x) onto Π. Then the varifold convergence implies∫
uk(Nk)

⟨x,∇uk(Nk)f⟩ =
∫
F dTk →

∫
F dT =

∫
u(M)

⟨x,∇u(M)f⟩ = 0,

since x ⊥ TSn ⊃ Tu(M). At the same time, since νk ⇀
∗ ν one has∫

uk(Nk)
2f →

∫
u(M)

2f,

which completes the proof. □

2.8. Convergence of σ̄1-conformally maximal maps. Let (M, C) be a
closed surface with a fixed conformal class C. Consider domains Ω ⊂ M
with the restricted conformal class, which we denote by the same letter C.
By Proposition 2.25 there exist sequences Ωk ⊂M satisfying

Σ1(Ωk, C) → Λ1(M, C).

In particular, since Λ1(M, C) ⩾ 8π, Theorem 2.11 implies that for large
enough k there exist a σ̄1(Ωk, C)-conformally maximal map uk : (Ωk, C) →
Bnk+1. By Remark 2.14, we can assume nk ≡ n is independent of k. The
following theorem describes convergence properties of the sequence {uk}.

Theorem 2.28. Let (M, C) be a closed surface with a fixed conformal class,
g ∈ C. Let Ωk ⊂M be a sequence of domains such that

(2.9) Σ1(Ωk, C) → Λ1(M, C).

Assume further that the σ̄1(Ωk, C)-conformally maximal maps uk : (Ωk, C) →
Bn+1 admit an extension ûk ∈W 1,2

g (M,Bn+1) such that

(2.10) lim
k→∞

Eg(ûk;M \ Ωk) = 0.

Then there exists a λ̄1(M, C)-conformally maximal map u : (M, C) → Sn,
such that, up to a choice of a subsequence, ûk → u in W 1,2

g (M,Bn+1).

Remark 2.29. It is plausible that the condition (2.10) is superfluous, i.e. it
could be a consequence of (2.9).

3. Convergence of σ̄1-maximal maps

3.1. Qualitative stability of λ̄1-maximal metrics. A key ingredient in
the proof of Theorem 2.26 is the following qualitative stability result for
globally λ̄1-maximizing measures, see [KNPS, Theorem 1.2, Theorem 1.14].

Theorem 3.1 ([KNPS]). Suppose that M satisfies the gap condition as in
Definition 2.21. Let µk be a sequence of admissible probability measures on
M and gk ∈ Metcan(M) a sequence of constant curvature metrics such that

λ1(M, [gk], µk) → Λ1(M)
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as k → ∞. Then there exist Φk ∈ Diff(M), g ∈ Met0(M) and a λ̄1-maximal
probability measure µmax such that, up to a choice of a subsequence, the pairs

(g̃k, µ̃k) := Φk · (gk, µk)
satisfy

(3.1) ∥g̃k − g∥C1(g) + ∥µ̃k − µmax∥W−1,2(g) → 0.

If M = S2, then one can additionally choose µmax = dvg.

Remark 3.2. The gap condition onM ensures that the sequence of conformal
classes [gk] does not escape to infinity in the moduli space of conformal
classes.

Remark 3.3. For a closed surfaceM ̸= S2 one has µmax = fdvg, f ∈ C∞(M)
and the set of λ̄1-maximal measures is compact (up to the action by diffeo-
morphisms). In particular, ∥f∥∞ ⩽ C, where C only depends on M . The
last statement of the theorem implies that the same inequality can be used
on S2.

For technical reasons, we find it convenient to replace the W−1,2(g) dis-
tance in the conclusion (3.1) with a slightly different (but equivalent) one,
which has the advantage of being conformally invariant, in addition to sim-
plifying some computations.

Definition 3.4. Let ν, µ be two probability measures on M and let g be a
metric on M . Then we set

∥ν − µ∥Ẇ−1,2(g) := sup

{∫
M
f d(µ− ν) | f ∈ C∞(M), ∥df∥L2(g) = 1

}
.

Extended to measures of arbitrary mass, this definition would yield a
pseudometric; for probability measures, however, we have the following.

Lemma 3.5. For any probability measures µ, ν on M , one has

∥ν − µ∥W−1,2(g) ⩽ ∥ν − µ∥Ẇ−1,2(g) ⩽

√
1 +

1

λ1(M, g)
∥ν − µ∥W−1,2(g).

Proof. Recall that the W−1,2(g) norm is given by

∥ν − µ∥W−1,2(g) := sup

{∫
M
f d(µ− ν) | f ∈ C∞(M), ∥f∥W 1,2(g) = 1

}
,

where the W 1,2(g) norm of a function f is given as usual by

∥f∥2W 1,2(g) := ∥f∥2L2(g) + ∥df∥2L2(g).

In particular, comparing with the definition of Ẇ−1,2(g) and noting that
∥df∥L2(g) ⩽ ∥f∥W 1,2(g) holds trivially, the first inequality

∥ν − µ∥W−1,2(g) ⩽ ∥ν − µ∥Ẇ−1,2(g)
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is immediate.
For the latter inequality, note that since ν and µ are probability measures,

one has ∫
M
f d(µ− ν) =

∫
M
(f + c) d(µ− ν)

for any constant c; as a consequence, one can equivalently characterize the
Ẇ−1,2(g) metric via

∥ν−µ∥Ẇ−1,2(g) = sup

{∫
M
f d(µ− ν) | f ∈ C∞(M), ∥df∥L2(g) = 1,

∫
M
fdvg = 0

}
.

But for f ∈ C∞(M) satisfying
∫
M fdvg = 0, we of course have

λ1(M, g)∥f∥2L2(g) ⩽ ∥df∥2L2(g),

so that ∥f∥W 1,2(g) ⩽
√

1 + 1
λ1(M,g) , and the desired bound follows easily

from definitions. □

Lemma 3.5 implies that in the conclusion of Theorem 3.1 one can replace
W−1,2 by Ẇ−1,2-distance, i.e.

(3.2) ∥µ̃k − µmax∥Ẇ−1,2(g) → 0.

A result similar to Theorem 3.1 holds in a fixed conformal class, see
[KNPS, Theorem 1.9]. We assume that M ̸= S2, since in that case there is
only one conformal class, and the result is already covered by Theorem 3.1.

Theorem 3.6. Assume M ̸= S2. Let g ∈ Metcan(M) and µk be a sequence
of admissible probability measures such that

λ1(M, [g], µk) → Λ1(M, [g]).

Then there exists a conformally λ̄1-maximal probability measure in [g] such
that, up to a choice of a subsequence, µk → µmax in W−1,2(M, g).

Note that by the discussion above, the W−1,2-distance can be replaced
by Ẇ−1,2-distance.

3.2. Proof of Theorem 2.26. In this section we work under the assump-
tions of Theorem 2.26, i.e. that M satisfies the gap condition as in Def-
inition (2.21), and kj → ∞ is a sequence for which there exist σ̄1(Nkj )-
maximal metrics, whose existence is guaranteed by Proposition 2.22. In
the following we omit the subscript j to simplify the notation. Let hk be
a σ̄1-maximal metric on Nk, so that Σ1(Nk) = σ̄1(N,hk), normalized to
have Length(∂Nk, hk) = 1. By Theorem 2.1 (Nk, hk) can be conformally
identified with a domain Ωk ⊂ (M, gk), where gk ∈ Metcan(M).

Denote by µk the push-forward F∗(ds
∂Nk
hk

) of the boundary length measure

ds∂Nk
hk

by the conformal embedding F : (N,hk) → (M, gk). By Remark 2.7
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and relation (1.2), we obtain admissible probability measures µk supported
on ∂Ωk satisfying

Σ1(Nk) = λ1(Ωk, [gk], µk) → Λ1(M)

as k → ∞. By inequality (2.2), one further has that λ1(M, [gk], µk) →
Λ1(M) and, therefore, the measures µk satisfy the conditions of Theorem 3.1.
It turns out that the biggest challenge in proving Theorem 2.26 is showing
that the σ̄1-maximal maps corresponding to hk have a small energy extension
toM . This is item (2) of the following proposition, whose proof we postpone
to the next subsection.

Proposition 3.7. For every k in the subsequence there exist gk ∈ Metcan(M)
and a smooth domain Ωk ⊂ (M, gk) such that

(1) The σ̄1-maximal metrics hk on Nk are conformally equivalent to the
domain (Ωk, gk) ⊂ (M, gk);

(2) The corresponding (branched) free boundary minimal immersions
uk : Ωk → Bn+1 admit an extension ûk ∈ W 1,2(M,Bn+1; gk) such
that

Egk(ûk;M \ Ωk) → 0

as k → ∞.
(3) There exist g ∈ Met0(M) and a λ̄1-maximizing probability measure

µmax–so that λ̄1(M, [g], µmax) = Λ1(M)–for which gk → g in C1(g)
and ∥µk − µmax∥Ẇ−1,2(g) → 0.

In particular, items (2) and (3) imply that Eg(ûk;M) → 1
2Λ1(M).

Item (3) is a direct consequence of item (1) and Theorem 3.1, since by
Remark 2.7 we can assume without loss of generality that Φk = id. Note
that we do not explicitly require here that the domains Ωk are complements
of geodesic discs, although the full power of Theorem 2.1 is used in the proof
of item (2) in Section 3.3 below (and again in Section 5). For now, let us
show how Proposition 3.7 implies Theorem 2.26.

For the remainder of the section we work with the metric g, in particu-
lar, W 1,2(M) refers to the Sobolev space with respect to g. Items (2) and
(3) imply that the sequence ûk is uniformly bounded in W 1,2(M,Bn+1).
Therefore, up to a choice of a subsequence, ûk converges weakly to a map
u ∈W 1,2(M,Bn+1).

Lemma 3.8. The limit map u is a weakly conformal harmonic map (i.e., a
branched minimal immersion) to the sphere M → Sn = ∂Bn+1, whose com-
ponents are λ1(M, [g], µmax)-eigenfunctions. Furthermore, ûk → u strongly
in W 1,2(M,Bn+1).

Proof. Since |ûk|2 ⩽ 1 are uniformly bounded inW 1,2(M), up to a choice of a
subsequence, we may assume that |ûk|2 converge to |u|2 weakly inW 1,2(M),
and since µmax ∈W−1,2(M), it follows that∫

M
(1− |u|2) dµmax = lim

k→∞

∫
M
(1− |ûk|2) dµmax.
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Moreover, since µk → µmax in W−1,2(M) and |ûk|2 are uniformly bounded
in W 1,2(M), one further has

lim
k→∞

∫
M
(1− |ûk|2) dµmax = lim

k→∞

∫
M
(1− |ûk|2) dµk = 0,

where in the last step we used that |ûk|2 ≡ 1 on supp(µk) ⊂ ∂Ωk. Recalling
that (1− |u|2) ⩾ 0, we obtain u ∈W 1,2(M, Sn).

Next, for any v ∈ C∞(M,Rn+1) one has∫
M
⟨du, dv⟩ dvg = lim

k→∞

∫
M
⟨dûk, dv⟩ dvg

(since Eg(ûk;M \ Ωk) → 0) = lim
k→∞

∫
Ωk

⟨duk, dv⟩ dvg

(since gk → g in C1(g)) = lim
k→∞

∫
Ωk

⟨duk, dv⟩ dvgk .

In particular, since the components of the maps uk : Ωk → Bn+1 are Steklov
eigenfunctions corresponding to the eigenvalue λ1(Ωk, [gk], µk) = Σ1(Nk),
and limk→∞Σ1(Nk) = Λ1(M) by (1.2), this gives∫

M
⟨du, dv⟩dvg = lim

k→∞
Σ1(Nk)

∫
Ωk

⟨uk, v⟩ dµk

(since supp(µk) ⊂ ∂Ωk) = Λ1(M) lim
k→∞

∫
M
⟨ûk, v⟩ dµk.

In particular, since dµk → dµmax in W−1,2 and ∥⟨ûk, v⟩∥W 1,2 ⩽ C, and
using the fact that ⟨ûk, v⟩⇀ ⟨u, v⟩ weakly in W 1,2, we deduce that∫

M
⟨du, dv⟩dvg = Λ1(M) lim

k→∞

∫
M
⟨ûk, v⟩ dµmax =

= Λ1(M)

∫
M
⟨u, v⟩ dµmax.

As a result, since λ1(M, [g], µmax) = Λ1(M), the components of u are
λ1(M, [g], µmax)-eigenfunctions. In particular, since µmax = dvgmax for the
maximizing metric gmax ∈ [g], this implies

0 = ∆gmax(|u|2) = 2Λ1(M)− 2|du|2gmax
,

i.e. ∆gmaxu = |du|2gmax
u, which implies that u ∈W 1,2(M, Sn) is harmonic.

Now, since

lim
k→∞

Eg(ûk;M) =
1

2
Λ1(M) =

Λ1(M)

2

∫
|u|2 dµmax =

1

2

∫
M

|du|2 dvg = Eg(u;M),

we see that there is no energy drop in the limit, and ûk → u strongly in
W 1,2(M,Bn+1).

Finally, using the facts that ûk → u strongly in W 1,2(M,Bn+1), gk → g
in C1(g), Egk(ûk;M \ Ωk) → 0, and the branched free boundary minimal
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immersions uk are conformal on (Ωk, gk), we have the L
1 convergence of the

stress-energy tensors

dutdu− 1

2
|du|2gg = lim

k→∞
dûtkdûk −

1

2
|dûk|2gkgk

= lim
k→∞

(
dutkduk −

1

2
|duk|2gkgk

)
· 1Ωk

= 0,

confirming that u is weakly conformal–hence a branched, minimal immersion
u : M → Sn by λ1(M, [g], µmax)-eigenfunctions, as desired.

□

The varifold convergence statement of Theorem 2.26 now follows by fairly
standard arguments.

Proposition 3.9. Up to a choice of a subsequence, the 2-varifolds Tk asso-
ciated to the branched free boundary minimal immersions uk : Ωk → Bn+1

converge as varifolds

Tk ⇀
∗ T

to the varifold T associated to the λ̄1-maximal map u :M → Sn.

Proof. It is well-known that strong W 1,2-convergence of maps M → Rn+1

from a closed surface M implies convergence of the associated varifolds in
Rn+1; see e.g. [CM, Section 3.6], where a much stronger result is proved
for maps from the sphere M = S2 (easily adapted to maps from any closed
surface). Thus, as a consequence of Lemma 3.8, we see that the varifolds

T̂k associated to the maps ûk :M → Bn+1 converge as varifolds T̂k ⇀
∗ T to

the varifold T associated with the limiting λ̄1-maximal map u :M → Sn.
Moreover, since Eg(ûk;M \ Ωk) → 0 as k → ∞, letting Tk denote the

varifolds associated to the free boundary (branched) minimal immersions
uk : Ωk → Bn+1, we see that, for any f ∈ C0(G2(n+ 1)),

|⟨T̂k − Tk, f⟩| =

∣∣∣∣∣
∫
M\Ωk

f(ûk(x), dûk(TxM))Jûk(x)dvg

∣∣∣∣∣
⩽ ∥f∥C0

∫
M\Ωk

1

2
|dûk|2gdvg

→ 0 as k → ∞.

Thus, the varifold limit of the sequence Tk coincides with that of T̂k, giving
us the desired convergence Tk ⇀

∗ T .
□

3.3. Small energy extension. In this section we prove item (2) of Propo-
sition 3.7 using items (1), (3) and Theorem 2.1. We first observe that by
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Theorem 2.1 we can assume that the complement of Ωk is a collection of
geodesic disks in the metric gk, which we denote by

M \ Ωk =
k⋃
j=1

Bj,k,

where Bj,k = Brj,k(pj,k; gk) is the disk of radius rj,k > 0 and center pj,k ∈M
in the metric gk. Recall moreover that item (3) of Proposition 3.7 gives

(3.3) ∥µk − µmax∥Ẇ−1,2(g) → 0.

We argue now that the radii rj,k of the disks Bj,k must vanish as k → ∞, as
does the contribution of each individual boundary component ∂Bj,k to the
total length µk(∂Ωk).

Lemma 3.10. One has

(3.4) lim
k→∞

max
1⩽j⩽k

rj,k = 0

and

(3.5) lim
k→∞

max
1⩽j⩽k

µk(∂Bj,k) = 0.

Proof. We first observe that, given a sequence of radii rn and points pn ∈M
with µmax(Brn(pn; g)) → 0, one has rn → 0. Indeed, otherwise there exists
a sequence rn ⩾ ρ > 0 and pn → p ∈ M such that µmax(Brn(pn; g)) →
0. Then for large enough n one has Brn(pn; g) ⊃ Bρ/2(p; g). As a result,
µmax(Bρ/2(p; g)) = 0, which contradicts the fact that µmax = dvgmax = f dvg,
where f ⩾ 0 has only finitely many zeroes.

Let us now prove (3.4). Recall that gk → g in C1(g), and therefore

Brj,k/2(pj,k; g) ⊂ Bj,k

for k sufficiently large. Consider the Lipschitz functions

fj,k(x) =


1, if distg(x, pj,k) <

rj,k
4 ;

0, if distg(x, pj,k) >
rj,k
2 ;

2−
4distg(x, pj,k)

rj,k
, otherwise.

By direct computation, it is easy to see that ∥dfj,k∥L2(g) ⩽ C for C inde-

pendent of j and k, and therefore ∥dfj,k∥L2(gk) ⩽ C ′ independent of j and

k as well, since gk → g in C1. At the same time, since fj,k vanishes on the
support of µk, one has∫

fj,k d(µmax − µk) ⩾ µmax(Brj,k/4(pj,k; g)).
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Combining these estimates one obtains

0 < µmax(Brj,k/4(pj,k; g)) ⩽
∫
fj,k d(µmax − µk)

⩽ ∥µk − µmax∥Ẇ−1,2(gk)
∥dfj,k∥L2(gk)

⩽ C∥µk − µmax∥Ẇ−1,2(gk)
→ 0

as k → ∞, which implies (3.4) by the observation at the beginning of the
proof.

To prove (3.5) note that

Bj,k ⊂ B2rj,k(pj,k; g)

for large enough k. Consider the function

f̃j,k(x) =


1, if distg(x, pj,k) < 2rj,k;

0, if distg(x, pj,k) > 4rj,k;

2−
distg(x, pj,k)

2rj,k
, otherwise.

Once again, it is easy to see that ∥df̃j,k∥L2(gk) ⩽ C. Furthermore, µmax =
f dvg ⩽ C dvg for large enough k, therefore,∣∣∣∣∫ f̃j,k d(µmax − µk)

∣∣∣∣ ⩾ µk(∂Bj,k)− C Areag(B4rj,k(pj,k; g)).

Thus,

µk(∂Bj,k)− C Areag(B4rj,k(pj,k; g)) ⩽ C∥µk − µmax∥Ẇ−1,2(gk)
→ 0,

as k → ∞, and since, by (3.4),

max
j

Areag(B4rj,k(pj,k; g)) ⩽ C ′max
j
r2j,k → 0

as k → ∞, it follows that

lim sup
k→∞

max
j
µk(∂Bj,k) ⩽ C lim

k→∞
max
j

Areag(B4rj,k(pj,k; g)) → 0,

as desired.
□

Recall that if uk : Ωk → Bn+1 is the σ̄1-maximal map corresponding to

µk, then the induced boundary length measure ds∂Ωk

u∗k(gRn+1 )
coincides with

Σ1(Nk)µk. Thus, identity (3.5) can be equivalently stated as

lim
k→∞

max
1⩽j⩽k

Length(uk(∂Bj,k)) = 0.

Lemma 3.11. There exists an extension ûk ∈ W 1,2(M,Bn+1) of uk ∈
W 1,2(Ωk,Bn+1) such that

lim
k→∞

Area(ûk(M \ Ωk)) = 0.
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Proof. The argument is standard, but we recall it here for completeness.
Consider the curve

γj,k := uk|∂Bj,k
: ∂Bj,k → Bn+1,

of length

lj,k =

∫
∂Bj,k

|γ′j,k(s)|ds = Σ1(Nk)µk(∂Bj,k).

The diameter diam(Cj,k) of the image Cj,k = γj,k(∂Bj,k) clearly satisfies

diam(Cj,k) ⩽
1

2
lj,k,

so there exists a point zj,k ∈ Bn+1 such that Cj,k ⊂ Blj,k/2(zj,k) (indeed, one

can take any zj,k ∈ Cj,k).
We then define the extension ûk on Bj,k to be the cone over Cj,k centered

at zj,k, i.e. in geodesic polar coordinates centered at pj,k we set

ûk(r, θ) = zj,k +
r

rj,k
(uk(rj,k, θ)− zj,k).

Since |u(rj,k, θ)− zj,k| ⩽
lj,k
2

, one has

Area(ûk(Bj,k)) ⩽ C

∫ 2π

0

∫ rj,k

0

r

r2j,k
|u(rj,k, θ)− zj,k||uθ(rj,k, θ)| dr dθ ⩽

⩽
Clj,k
4

∫ 2π

0
|uθ(rj,k, θ)| dθ =

Cl2j,k
4

.

As a result,

Area(ûk(M \ Ωk)) ⩽
C

4

k∑
j=1

l2j,k ⩽
CΣ1(Nk)

4
µk(∂Ωk) max

1⩽j⩽k
lj,k → 0,

since µk is a probability measure and Σ1(Nk) → Λ1(M). □

The final obstacle is that the extensions constructed in the previous lemma
could be far from being conformal and, thus, the area bound does not imply
the energy bound. However, this can be easily remedied by changing the
metric gk in the interior of the holes.

Lemma 3.12. There exists a metric ĝk on M such that ĝk = gk on Ωk and

lim
k→∞

Eĝk(ûk;M \ Ωk) = 0

Proof. Fix j, k. It is sufficient to construct a metric h on Bj,k such that
h = gk near ∂Bj,k and

(3.6) Eh(ûk;Bj,k) ⩽ C

(
Area(ûk(Bj,k)) +

1

k2

)
.

We construct a metric satisfying (3.6) and then arrange it to agree with gk
near the boundary. First, one can approximate ûk ∈ Lip(Bj,k,Rn+1) by a
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smooth map v (see e.g. [EG, p. 251]) arbitrarily close in Lipschitz norm,
which in turn can be approximated by a smooth immersion to Rn+1 × R2.
Indeed, if v ∈ C∞(Bj,k,Rn+1), then vε(x) := (v(x), εx) is obviously an
immersion for any ε > 0 (where Bj,k is identified with the unit disk so that
Bj,k ⊂ R2). Setting h0 = v∗εgeuc for small enough ε > 0, we obtain a metric
satisfying (3.6).

Let δ > 0 be such that

Egk(ûk;Bj,k \Brj,k−δ(pj,k)) ⩽
1

k2
.

Define a discontinuous metric h1 to be gk on Bj,k \ Brj,k−δ(pj,k) and h0
otherwise, then h1 satisfies the requirements of the claim. Then a suitable
mollification of h1 yields the desired smooth metric h.

□

As a final step of the proof we apply the uniformization theorem for
closed surfaces to the pair (M, ĝk) to replace a smooth metric ĝk by g̃k ∈
Metcan(M). This completes the proof, up to a slight abuse of notation
g̃k 7→ gk.

3.4. Proof of Theorem 2.28. The proof of Theorem 2.28 follows the same
ideas, but is substantially simpler. We outline the main steps. One applies
the conformal qualitative stability of Theorem 3.6 to obtain an analogue of
Proposition 3.7. However, since the small energy extension is an assump-
tion (2.10) of Theorem 2.28, we do not need to prove item (2). After that,
using the same arguments as in Lemma 3.8 with only minor modifications
completes the proof.

4. Lower bounds for Σ1(Nk)

In this section, we prove the lower bound (1.3) for Σ1(Nk) given in The-
orem 1.8, by producing a metric on Nk whose first normalized Steklov
eigenvalue is within C log k

k of the maximal normalized Laplacian eigenvalue
Λ1(M). The bound is a consequence of the following more general result.

Theorem 4.1. Let (M, g0) be a closed surface of unit area and constant
curvature Kg0 ≡ 2πχ(M). Then for any k ∈ N we can find a collection
of disjoint geodesic disks Br1(p1), . . . Brk(pk) in the metric g0 such that the
domain

Ωk :=M \
k⋃
j=1

Brj (pj),

satisfies the following. For any Λ > 0 and any metric g ∈ [g0] smooth up
to a finite number of conical singularities with integer angles, there exist
C = C(M, g,Λ) and g̃k ∈ [g0] such that

Length(∂Ωk, g̃k) ⩾ Area(M, g)− C

k2



32 M. KARPUKHIN AND D. STERN

and for any i > 0 such that λi(M, g) ⩽ Λ one has

|σi(Ωk, g̃k)− λi(M, g)| ⩽ C
log k

k
.

Applying this theorem to a unit area λ̄1-conformally maximal metric in
the conformal class [g0] one obtains the following conformally constrained
version of the bound (1.3).

Proposition 4.2. Let (M, g0) be a closed surface of unit area and constant
curvature Kg0 ≡ 2πχ(M). Then there exists C = C(M, g0) such that for
any k ∈ N we can find Ωk ⊂M and g̃k ∈ [g0] satisfying

σ̄1(Ωk, g̃k) ⩾ Λ1(M, [g0])− C
log k

k
.

Note that the lower bound (1.3) of Theorem 1.8 is an immediate corollary
of Proposition 4.2, simply by taking [g0] to be a maximizing conformal class,
so that Λ1(M, [g0]) = Λ1(M). The remainder of this section is therefore
devoted to the proof of Theorem 4.1.

To begin, we observe that without loss of generality one can assume that
Area(M, g) = 1. Then we write

g = fg0,

where f ∈ C∞(M) is a non-negative function with isolated zeroes of finite
order. Denote by Vλ ⊂ C∞(M) the λ-eigenspace for ∆g-i.e.,

Vλ := {ϕ ∈ C∞(M) | ∆g0ϕ = λfϕ},
and for any given Λ <∞, let

V0⩽λ⩽Λ :=
⊕

0⩽λ⩽Λ

Vλ.

Even when f vanishes at some finite collection of points, so that g is not
a classical Riemannian metric, it is still easy to see that V0⩽λ⩽Λ is a finite-
dimensional subspace of C∞(M). Indeed, smoothness of solutions to ∆g0ϕ =
λfϕ follows from standard elliptic regularity theory (see, e.g. [GT, Chapter
8]), while finite-dimensionality follows from the bound

∥dϕ∥2L2
g0

⩽ Λ∥ϕ∥2L2
g
⩽ ∥f∥C0Λ∥ϕ∥2L2

g0
for all ϕ ∈ V0⩽λ⩽Λ,

which together with Rellich’s compactness theorem implies that the W 1,2-
unit ball in V0⩽λ⩽Λ is compact. As a consequence, any two norms on V0⩽λ⩽Λ

must be equivalent, and since ∥dϕ∥L2 + |
∫
ϕdvg| defines such a norm, it

follows that there exists some C(M, g,Λ) such that

∥ϕ∥C2 ⩽ C(∥dϕ∥L2 + |
∫
M
ϕdvg|)

for all ϕ ∈ V0⩽λ⩽Λ. In particular, if ϕ ∈ Vλ for λ > 0, then
∫
ϕdvg = 0, so

that

(4.1) ∥ϕ∥C2 ⩽ C(M, g,Λ)∥dϕ∥L2 for all ϕ ∈ Vλ
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for all ϕ ∈ Vλ with 0 < λ ⩽ Λ.

Remark 4.3. Throughout this section, all function spaces and associated
norms (W 1,2, Lp, Ck, etc) will be defined with respect to the constant
curvature metric g0 unless otherwise indicated.

Before beginning the proof of Proposition 4.2 in earnest, we find it useful
to record the following elementary estimates for the areas and boundary
lengths of geodesic disks.

Lemma 4.4. Let (M, g0) be a closed surface of unit area and constant
curvature Kg0 ≡ 2πχ(M), and injectivity radius inj(M). Then there is a
constant r0(χ(M)) > 0 such that for any geodesic disk Br(x) ⊂ M with
r < min{r0, inj(M)}, we have

(4.2)
3

4
· 2πr ⩽ Length(∂Br(x)) ⩽

5

4
· 2πr

and

(4.3)
3

4
πr2 ⩽ Area(Br(x)) ⩽

5

4
πr2.

Proof. Since (M, g0) has curvature Kg0 ≡ 2πχ(M), standard computations
(e.g., applying the Gauss-Bonnet formula to geodesic disks) show that the
length function

L(t) := Length(∂Bt(x))

satisfies the equation

L′′(t) + 2πχ(M)L(t) = 0

when t < inj(M), with L(0) = 0 and L′(0) = 2π. In particular, for t <
inj(M), it follows that

L(t) =

√
2π

|χ(M)|
sinh

(√
2π|χ(M)|t

)
when χ(M) < 0,

L(t) = 2πt if χ(M) = 0,

and

L(t) =

√
2π

χ(M)
sin
(√

2πχ(M)t
)

when χ(M) > 0.

The estimate (4.2) for r < min{r0(χ(M)), inj(M)} follows by direct in-
spection of these functions. Likewise, since d

dr Area(Br(x)) = L(r) for
r < inj(M), the estimate (4.3) follows by integation of (4.2). □
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4.1. Choosing the domain Ωk. To prove Theorem 4.1, we first select
the desired domain Ωk in a manner similar to the construction in [GL],
by removing several small disks centered at a collection of k maximally
separated points.

Lemma 4.5. For k ⩾ k0(M, g0) sufficiently large, there exist points p1, . . . , pk ∈
M and universal constants 0 < c0 ⩽ C0 <∞ such that

dist(pi, pj) ⩾
c0√
k

when i ̸= j,

and

M ⊂
k⋃
j=1

BC0/
√
k(pj).

Proof. The proof follows elementary covering arguments, but we give it here
for completeness. Given

0 < R <
1

2
min{r0(χ(M)), inj(M)},

let BR(x1), . . . , BR(xℓ(R)) be a maximal disjoint collection of disks of radius
R. By maximality, we see that

M ⊂
ℓ(R)⋃
j=1

B2R(xj),

and since–by Lemma 4.4–the area of a geodesic diskBt(x) with t < min{r0, inj(M)}
satisfies

(4.4)
3π

4
t2 ⩽ Area(Bt(x)) ⩽

5π

4
t2,

it follows that

1 = Area(M, g0) ⩽
ℓ(R)∑
j=1

Area(B2R(xj))

⩽ ℓ(R)
5π

4
4R2 = ℓ(R)5πR2.

In particular, taking Rk = 1√
5πk

for k ⩾ k0(M, g0) sufficiently large, we see

that

ℓk := ℓ(Rk) ⩾ k.

For each T ∈ (Rk,min{r0, inj(M)}), let ST ⊂ {x1, . . . , xℓk} be a maximal
subcollection such that {BT (xj) | xj ∈ ST } is disjoint. It follows from
disjointness and Lemma 4.4 that

1 = Area(M, g0) ⩾
∑
x∈ST

Area(BT (x))

⩾ |ST | ·
3π

4
T 2,
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so that the number of points |ST | in ST is bounded above by 4
3πT 2 . In

particular, taking Tk =
2√
3πk

, we have

mk := |STk | ⩽ k.

Writing STk = {x1, . . . , xmk
} ⊂ {x1, . . . , xℓk}, note that the maximality in

the definition of STk implies that dist(xj , STk) ⩽ 2Tk for all 1 ⩽ j ⩽ ℓk, and
consequently

mk⋃
j=1

B2Tk+2Rk
(xj) ⊃

ℓk⋃
j=1

B2Rk
(xj) ⊃M.

Thus, since mk ⩽ k ⩽ ℓk, we can arbitrarily extend STk ⊂ SRk
to a set of k

points

STk ⊂ {x1, . . . , xk} ⊂ {x1, . . . , xℓk},
which necessarily satisfy

dist(xi, xj) ⩾ 2Rk =
2√
5πk

for i ̸= j

and

M ⊂
k⋃
j=1

B2(Rk+Tk)(xj) ⊂
k⋃
j=1

B8/
√
3πk(xj),

so that the conclusion of the lemma is satisfied by {p1, . . . , pk} = {x1, . . . , xk}
with c0 =

1√
5π

and C0 =
8√
3π
.

□

Now, fix a collection of points {p1, . . . , pk} satisfying the conclusions

of Lemma 4.5. Since dist(pi, pj) ⩾ c0√
k
> 4k−3/2 for k ⩾ k0, the disks

B2k−3/2(p1), . . . , B2k−3/2(pk) are disjoint, and we can consider the domain

(4.5) Ωk :=M \
k⋃
j=1

Bk−3/2(pj).

In what follows, we will make use of the following simple lemma, stating that
the norm of the harmonic extension operator W 1,2(Ωk) → W 1,2(M \ Ωk) is
bounded independent of k.

Lemma 4.6. There exists a constant C1 < ∞ such that for k ⩾ k0, any
χ ∈W 1,2(Ωk), the harmonic extension χ̂ ∈W 1,2(M \Ωk) to M \Ωk satisfies

(4.6) ∥dχ̂∥L2(M\Ωk) ⩽ C1∥dχ∥L2(Ωk).

Proof. Denote by C0 any constant such that the harmonic extension operator

W 1,2(D2(0) \D1(0)) ∋ χ 7→ χ̂ ∈W 1,2(D1(0))

from the Euclidean annulus D2(0) \D1(0) in R2 to D1(0) satisfies

∥dχ̂∥L2(D1) ⩽ C0∥dχ∥L2(D2\D1).
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E.g., for a coarse bound, fix some function ψ ∈ C∞(D1(0)) with ψ ≡ 1
near ∂D1 and ψ ≡ 0 on D1/2(0), so that any χ ∈ W 1,2(D2 \D1) admits an

extension χ̃ ∈W 1,2(D1(0)) via χ̃(z) = ψ(z)χ(z/|z|2). Then clearly

∥dχ̂∥L2(D1) ⩽ ∥dχ̃∥L2(D1) ⩽ C(ψ)(∥χ∥L2(D2\D1) + ∥dχ∥L2(D2\D1)),

and by the Poincaré inequality on D2 \ D1, we can find c = c(χ) ∈ R and
some constant C ′′ for which ∥χ − c∥L2 ⩽ C ′′∥dχ∥L2 , so that applying the

preceding inequality with χ− c and χ̂− c = χ̂− c in place of χ gives

∥dχ̂∥L2 ⩽ C(ψ)(C ′′ + 1)∥dχ∥L2 = C0∥dχ∥L2 .

By the conformal invariance of the Dirichlet energy in dimension two, it
follows that

(4.7) ∥dχ̂∥L2(Dr(0)) ⩽ C0∥dχ∥L2(D2r(0)\Dr(0))

for any r > 0.
Using the exponential map, it is straightforward to extend this inequality

to (M, g0) for r > 0 small, see e.g. [GL, Lemma 3.4]. The desired statement
then follows from the fact that the balls B2k−3/2(pj) are disjoint. □

Remark 4.7. The choice of k−3/2 as the radius of the holes in the defini-
tion (4.5) is somewhat arbitrary. Any sufficiently large (fixed) power of 1

k

would suffice, and determining the optimal such power (perhaps k−1, as in
[GL]) could be an important step toward answering Open Question 2 in the
introduction.

4.2. Choosing the metric g̃k. Having chosen our domain Ωk ⊂ M , we
next need to produce a conformal metric g̃k. To this end, define ψk ∈
C∞(Ωk) to be the unique solution of

(4.8) ∆g0ψk = d∗dψk = −f in Ωk and ψk|∂Ωk
= 0,

where f is the conformal factor g = fg0. Setting

βk :=
∂ψk
∂ν

∈ C∞(∂Ωk),

we then see that

(4.9)

∫
∂Ωk

φβkdsg0 =

∫
Ωk

φ̂fdvg0 ,

for all φ ∈ C∞(∂Ωk) with harmonic extension φ̂ ∈ C∞(Ωk).
By definition of βk and the strong maximum principle (e.g. Lemma 3.4

in [GT]), we see that

βk > 0 on ∂Ωk,
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and applying (4.9) with φ = 1 gives∫
∂Ωk

βkdsg0 =

∫
Ωk

fdvg0

= Area(M, g)−
k∑
j=1

∫
B

k−3/2 (pj)
fdvg0

⩾ 1− C(M, g)k · k−
2·3
2 ,

so that

(4.10) 1 = Area(M, g) ⩾
∫
∂Ωk

βkdsg ⩾ 1− C

k2
.

We set g̃k = β̂2kg0, where β̂k is an arbitrary positive extension of βk to
C∞(M). In particular, the inequality (4.10) implies the first property of g̃k,

Length(∂Ωk, g̃k) ⩾ Area(M, g)− C

k2
.

In what follows, we argue that the Steklov eigenvalues of (Ωk, β̂
2
kg0) in the

interval [0,Λ] must lie within O
(
log k
k

)
of the Laplace eigenvalues of (M, g).

As a first step, we record the following L2 estimate for the function ψk
solving (4.8).

Lemma 4.8. Let ψk ∈ C∞(Ωk) be the unique solution of (4.8). Then

(4.11) ∥ψk∥L2(Ωk) ⩽ C(M, g)
log k

k
.

Proof. For each i = 1, . . . , k, let

Ui := BCk−1/2(pi) \Bk−3/2(pi),

so that

Ωk ⊂
k⋃
i=1

Ui.

For any x ∈M , we note that the quantity

N(x) := #{i ∈ {1, . . . , k} | x ∈ Ui}
satisfies a uniform bound

(4.12) N(x) ⩽ N0

independent of k. Indeed, if

x ∈ U1 ∩ · · · ∩ UN ⊂ BCk−1/2(p1) ∩ · · · ∩BCk−1/2(pk),

then since Lemma 4.5 guarantees dist(pi, pj) ⩾
c0√
k
for i ̸= j, it follows that

the disk B(C+c0)k−1/2(x) contains at least N = N(x) disjoint disks of radius
c0

2
√
k
, so that

N(x)
c20
k

⩽ C ′ (C + c0)
2

k
,
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from which (4.12) follows.
Now, since ψk vanishes on ∂Ωk, we may trivially extend ψk to a function

ψk in Lip(M) by setting

ψk|M\Ωk
≡ 0.

Now, for each i = 1, . . . , k, define a function ξi ∈ Lip(BCk−1/2(0)\Bk−3/2(0))
by setting

ξi := ψk ◦ exppi ,
and note that

(4.13) ∥ψk∥L2(Ui) ⩽ C∥ξi∥L2 , ∥dξi∥L2 ⩽ C∥dψk∥L2(Ui)

for a constant C = C(M, g0) (which could be taken arbitrarily close to 1 for
k sufficiently large).

Then a direct computation (which the reader may prefer to apply to a

smooth approximation of ξi) gives, for t ∈
[
k−3/2, Ck−1/2

]
,

d

dt

(
1

t

∫
∂Bt(0)

ξ2i

)
⩽

2

t

∫
∂Bt(0)

ξi
∂ξi
∂ν

(by Cauchy-Schwarz) ⩽ 2

(
1

t

∫
∂Bt(0)

ξ2i

)1/2(
1

t

∫
∂Bt(0)

|dξi|2
)1/2

,

or equivalently,

d

dt

(
1

t

∫
∂Bt(0)

ξ2i

)1/2

⩽

(
1

t

∫
∂Bt(0)

|dξi|2
)1/2

.

Since ξi|∂B
k−3/2 (0) ≡ 0, integrating the above over t ∈

[
k−3/2, s

]
gives(

1

s

∫
∂Bs(0)

ξ2i

)1/2

⩽
∫ s

k−3/2

t−1/2

(∫
∂Bt(0)

|dξi|2
)1/2

dt

(by Cauchy-Schwarz) ⩽

(∫ s

k−3/2

1

t
dt

)1/2
(∫ s

k−3/2

∫
∂Bt(0)

|dξi|2dt

)1/2

=
√
log(s/k−3/2)

(∫
Bs(0)\Bk−3/2 (0)

|dξi|2
)1/2

,

which we can rearrange to see that∫
∂Bs(0)

ξ2i ⩽ s log(sk3/2)

∫
Bs(0)\Bk−3/2 (0)

|dξi|2

⩽ Cs log(k)

∫
B

Ck−1/2 (0)\Bk−3/2 (0)
|dξi|2.
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Integrating once more over s ∈
[
k−3/2, Ck−1/2

]
gives∫

B
Ck−1/2 (0)\Bk−3/2 (0)

ξ2i ⩽
C2 log(k)

2k

∫
B

Ck−1/2 (0)\Bk−3/2 (0)
|dξi|2,

and using (4.13), it follows that∫
Ui

ψ
2
k dvg0 ⩽ C(M, g0)

log k

k

∫
Ui

|dψk|2g0 dvg0 .

Summing over i = 1, . . . , k and applying (4.12), we then conclude that

(4.14)

∫
Ωk

ψ2
kdvg0 ⩽ C

log k

k

∫
Ωk

|dψk|2g0dvg0 .

On the other hand, by (4.8) (and the fact that ∥f∥C2 ⩽ C(M, g)), we
have ∫

Ωk

|dψk|2 dvg0 = −
∫
Ωk

fψk dvg0 ⩽ C(M, g)∥ψk∥L2(Ωk),

so that

∥ψk∥2L2(Ωk)
⩽ C

log k

k

∫
Ωk

|dψk|2g0 dvg0 ⩽ C ′ log k

k
∥ψk∥L2(Ωk),

from which the desired estimate follows. □

Remark 4.9. Note that the proof of the preliminary estimate (4.14) does not

require that ψk is a solution of (4.8), and only uses that ψk ∈ W 1,2
0 (Ωk).

Thus, we see that ∫
Ωk

φ2 dvg0 ⩽ C
log k

k

∫
Ωk

|dφ|2g0 dvg0

holds for any φ ∈W 1,2
0 (Ωk).

In the proof of Proposition 4.2, the following L∞ estimate for ψk will also
be useful.

Lemma 4.10. The function ψk ∈ C∞(Ωk) given by (4.8) satisfies a bound
of the form

∥ψk∥L∞ ⩽ C

√
log k

k
for some constant C = C(M, g).

Proof. We proceed by a Moser iteration-type argument. For any φ ∈W 1,2
0 (Ωk),

we may extend φ to all of M by setting φ ≡ 0 on M \ Ωk, and apply the
Sobolev embedding theorem for W 1,1(M, g0) → L2(M, g0) to the square φ2

to see that

∥φ2∥L2 ⩽ C∥φ2∥L1 + C∥d(φ2)∥L1

= C

∫
M
φ2 + 2C

∫
|φ||dφ|

⩽ C
(
∥φ∥2L2 + ∥φ∥L2∥dφ∥L2

)
.
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Moreover, using Remark 4.9 to bound the ∥φ∥L2 terms, it follows that

(4.15) ∥φ∥2L4 ⩽ C

√
log k

k
∥dφ∥2L2

for all φ ∈W 1,2
0 (Ωk).

Now, for each integer p ⩾ 1, recalling that ∆|ψk| = −∆ψk = f , we
compute∫

Ωk

|d(ψpk)|
2 =

∫
Ωk

p2|ψk|2p−2|dψk|2 =
p2

2p− 1

∫
Ωk

⟨d
(
|ψk|2p−1

)
, d|ψk|⟩

=
p2

2p− 1

∫
Ωk

|ψk|2p−1∆|ψk| =
p2

2p− 1

∫
Ωk

f |ψk|2p−1

⩽ C
p2

2p− 1
∥ψk∥2p−1

L2p Area(M)
1
2p

which together with (4.15) (taking φ = ψpk) yields

(4.16) ∥ψk∥2pL4p ⩽ C0p

√
log k

k
∥ψk∥2p−1

L2p .

Next, set

q0 := sup

{
q ∈ (1,∞) | ∥ψk∥Lq ⩽

√
log k

k

}
;

we know from Lemma 4.8 that q0 > 2 (for k ⩾ k0(M, g0) sufficiently large),

and if q0 = ∞, then it follows that ∥ψk∥L∞ = limq→∞ ∥ψk∥Lq ⩽
√

log k
k ,

giving the desired estimate. Thus, we can assume without loss of generality
that there is a finite q0 ∈ [2,∞) such that

∥ψk∥Lq0 =

√
log k

k
and ∥ψk∥Lq >

√
log k

k
for all q > q0.

Now, taking p = q/2 for q ⩾ q0 in (4.16) gives

∥ψk∥qL2q ⩽
C0q

2

√
log k

k
∥ψk∥q−1

Lq ⩽
C0q

2
∥ψk∥qLq .

In particular, taking the q-th root of both sides gives

(4.17) ∥ψk∥L2q ⩽ (C0q/2)
1/q∥ψk∥Lq

for all q ⩾ q0, and the standard iteration argument starting at q = q0 then
gives, for all j ∈ N

(4.18) ∥ψk∥L2ℓq0
⩽

ℓ−1∏
j=0

(
C02

j−1q0
) 1

2jq0

 ∥ψk∥Lq0 .
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Taking the logarithm of the product term on the right-hand side of (4.18),
we see that

log

ℓ−1∏
j=0

[C02
j−1q0]

1

2jq0

 =

ℓ−1∑
j=0

log(C0) + log(q0) + (j − 1) log(2)

2jq0
⩽

⩽
1

q0
(log(C0) + log(q0))

∞∑
j=0

1

2j
+

log(2)

q0

∞∑
j=0

j − 1

2j
=

=
2 (log(C0) + log(q0))

q0
⩽ C1,

where in the final inequality we used the fact that q0 ⩾ 2 and the bounded-
ness of log x

x over 1 ⩽ x <∞. Returning to (4.18), it follows that

∥ψk∥L2ℓq0
⩽ eC1∥ψk∥Lq0 = eC1

√
log k

k
,

and taking ℓ→ ∞ yields ∥ψk∥L∞ ⩽ eC1

√
log k
k , as desired.

□

4.3. Proof of Theorem 4.1. With Lemma 4.8 in place, we next show that
the restriction to ∂Ωk of the λ-eigenspace, λ ⩽ Λ, for ∆g

Vλ := {ϕ ∈ C∞(M) | ∆g0ϕ = λfϕ}

are O
(
log k
k

)
-quasimodes of the Dirichlet-to-Neumann operator on (Ωk, g̃k)

with eigenvalue λ, and use this to deduce the existence of at least dim(V )

Steklov eigenvalues on (Ωk, g̃k) in the range
[
λ− C log k

k , λ+ C log k
k

]
.

For convenience we consider the norm adapted to the Steklov problem on
(Ωk, g̃k): for any harmonic χ ∈W 1,2(Ωk), we set

∥χ∥Lk
:= ∥χ∥L2(∂Ωk,g̃k) + ∥dχ∥L2(Ωk,g0).

Lemma 4.11. For any ϕ ∈ Vλ and any harmonic function χ ∈ W 1,2(Ωk),
there is a constant C = C(M, g,Λ) such that

(4.19)

∣∣∣∣∫
Ωk

⟨dϕ, dχ⟩ − λ

∫
∂Ωk

βkχϕ

∣∣∣∣ ⩽ C
log k

k
∥dϕ∥L2(M)∥χ∥Lk

.

Moreover, for any ϕ ∈ Vλ, we have

(4.20) ∥dϕ∥2L2(M) ⩽

(
λ+ C

log k

k

)∫
∂Ωk

βkϕ
2,

In particular (4.19) can be rewritten as

(4.21)

∣∣∣∣∫
Ωk

⟨dϕ, dχ⟩ − λ

∫
∂Ωk

βkχϕ

∣∣∣∣ ⩽ C ′(M, g,Λ)
log k

k
∥ϕ∥L2(∂Ωk,g̃k)∥χ∥Lk

.
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Proof. Given ϕ ∈ Vλ, let χ ∈ W 1,2(Ωk) be harmonic, and let χ̂ ∈ W 1,2(M)
be the harmonic extension to M \ Ωk; recall that

∥dχ̂∥L2
g0

(M) ⩽ C∥dχ∥L2
g0

(Ωk),

by Lemma 4.6; moreover, applying e.g. [KS, Theorem 3.15] with L(χ̂) :=
1

Areag(Ωk)

∫
Ωk
χ̂dvg, we see that

∥χ̂− L(χ̂)∥L2
g0

(M) ⩽ C∥f∥L2
g0
∥dχ̂∥L2

g0
(M),

which together with the estimate above gives

(4.22) ∥χ̂∥
W 1,2

g0
(M)

⩽ C ′∥χ∥
W 1,2

g (Ωk)
.

Next, note that∣∣∣∣∫
Ωk

(⟨dϕ, dχ⟩ − λfϕχ)

∣∣∣∣ = ∣∣∣∣∫
Ωk

div(χdϕ)

∣∣∣∣ = ∣∣∣∣∫
∂Ωk

χ
∂ϕ

∂ν

∣∣∣∣ =
=

∣∣∣∣∣
∫
M\Ωk

(⟨dχ̂, dϕ⟩ − λfϕχ̂)

∣∣∣∣∣ ⩽ C(M, g,Λ)∥ϕ∥C1 |M \ Ωk|1/2∥χ̂∥W 1,2(M).

In particular, by (4.1), (4.22), and the fact that

Area(M \ Ωk) ⩽
k∑
j=1

Area(Bk−3/2(pj)) ⩽ Ck1−
2·3
2 =

C

k2
,

it follows that

(4.23)

∣∣∣∣∫
Ωk

(⟨dϕ, dχ⟩ − λfϕχ)

∣∣∣∣ ⩽ C

k
∥dϕ∥L2∥χ∥W 1,2

g (Ωk)
.

Next, recalling the definition (4.8) of ψk and βk =
∂ψk
∂ν , and keeping in mind

that χ is harmonic, we compute∫
∂Ωk

βkϕχ =

∫
∂Ωk

∂ψk
∂ν

ϕχ

=

∫
Ωk

(−∆ψk)ϕχ+

∫
Ωk

⟨dψk, d(ϕχ)⟩

=

∫
Ωk

λfϕχ+

∫
Ωk

ψk∆(ϕχ)

=

∫
Ωk

λfϕχ+

∫
Ωk

ψk (λfϕχ− 2⟨dϕ, dχ⟩) ,

so that ∣∣∣∣∫
∂Ωk

βkϕχ−
∫
Ωk

λfϕχ

∣∣∣∣ ⩽ ∣∣∣∣∫
Ωk

ψk (λfϕχ− 2⟨dϕ, dχ⟩)
∣∣∣∣ ⩽

⩽ C∥ψk∥L2(Ωk)∥ϕ∥C1

(
∥dχ∥L2(Ωk) + ∥χ∥L2(Ωk,g)

)
.
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To relate the right hand side to the Lk-norm, we write

∥χ∥2L2(Ωk,g)
=

∫
Ωk

fχ2 = −
∫
Ωk

χ2∆ψk =

∫
∂Ωk

βkχ
2 + 2

∫
Ωk

ψk|dχ|2.

As a result, Lemma 4.10 implies that ∥χ∥2L2(Ωk,g)
⩽ C∥χ∥2Lk

. Combining

with (4.23), (4.1) and Lemma 4.8, this implies that

(4.24)

∣∣∣∣∫
Ωk

⟨dϕ, dχ⟩ − λ

∫
∂Ωk

βkϕχ

∣∣∣∣ ⩽ C
log k

k
∥dϕ∥L2(M)∥χ∥Lk

for any harmonic χ ∈W 1,2(Ωk), as desired.
To prove (4.20), first note that

∥dϕ∥2L2(M) = λ

∫
M
fϕ2 = λ

∫
Ωk

fϕ2 + λ

∫
M\Ωk

fϕ2

(by (4.1)) ⩽ λ

∫
Ωk

fϕ2 + C∥dϕ∥2L2(M)Area(M \ Ωk)

⩽ λ

∫
Ωk

fϕ2 + C ′∥dϕ∥2L2(M) ·
1

k2
,

so that (
1− C ′

k2

)
∥dϕ∥2L2(M) ⩽ λ

∫
Ωk

fϕ2.

On the other hand, we see that∫
Ωk

fϕ2 =

∫
Ωk

(−∆ψk)ϕ
2

=

∫
Ωk

(
div(ϕ2dψk)− ⟨dψk, d(ϕ2)⟩

)
=

∫
∂Ωk

∂ψk
∂ν

ϕ2 −
∫
Ωk

ψk∆(ϕ2),

so that ∫
Ωk

fϕ2 −
∫
∂Ωk

βkϕ
2 = −

∫
Ωk

ψk∆(ϕ2)

⩽ C∥ψk∥L2(Ωk)∥ϕ∥
2
C2 ,

and by (4.1) and Lemma 4.8, it follows that∫
Ωk

fϕ2 ⩽
∫
∂Ωk

βkϕ
2 + C ′ log k

k
∥dϕ∥2L2(M).

Combining this with the preceding estimates, we deduce that(
1− C ′

k2

)
∥dϕ∥2L2(M) ⩽ λ

∫
∂Ωk

βkϕ
2 + C ′ log k

k
∥dϕ∥2L2(M),
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and consequently(
1− C ′′ log k

k

)
∥dϕ∥2L2(M) ⩽ λ

∫
∂Ωk

βkϕ
2,

from which (4.20) readily follows.
□

Now, denote by

0 = σ0(Ωk, g̃k) < σ1(Ωk, g̃k) ⩽ · · ·

the Steklov spectrum of (Ωk, g̃k), and let φ0, φ1, . . . be an associated collec-
tion of eigenfunctions, normalized so that∫

∂Ωk

βkφiφj = δij .

For any λ ∈ Spec(∆g) ∩ (0,Λ] and η > 0, consider the space

Wλ,η := Span{φi | λ− η ⩽ σi ⩽ λ+ η}

spanned by all Steklov eigenspaces of (Ωk, g̃k) corresponding to eigenvalues
in [λ− η, λ+ η]. Using the preceding lemma, we can prove the following.

Lemma 4.12. There exists a constant C2(M, g,Λ) such that

dim
(
W
λ,C2

log k
k

)
⩾ dimVλ.

Proof. Fix η ∈ (0, 1), and let

λ− η ⩽ σm ⩽ · · · ⩽ σm+ℓ ⩽ λ+ η

be the portion of the Steklov spectrum of (Ωk, g̃k) lying in [λ − η, λ + η].
Consider the projection map

Πη : Vλ →Wλ,η

given by

Πηϕ :=

m+ℓ∑
i=m

(∫
∂Ωk

βkϕφi

)
φi.

Suppose that ϕ ∈ ker(Πη) is an element of the kernel. The harmonic exten-

sion ϕ̂ =
∑
aiφi of ϕ|∂Ωk

to Ωk can be written

ϕ̂ = ϕ̂− + ϕ̂+ :=
∑

σi<λ−η
aiφi +

∑
σi>λ+η

aiφi,

where ai = 0 if λ− η ⩽ σi ⩽ λ+ η. Setting

I± := {i ∈ N ∪ {0} | ±(σi − λ) > η},
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one then has

∣∣∣∣∫
Ωk

|dϕ̂±|2 − λ

∫
∂Ωk

βkϕ̂
2
±

∣∣∣∣ =
∣∣∣∣∣∣
∑
i∈I±

(σi − λ)a2i

∣∣∣∣∣∣ ⩾
⩾ min

i∈I±
{±(σi − λ)}

∑
i∈I±

a2i ⩾ η∥ϕ±∥2L2(∂Ωk,g̃k)
.

(4.25)

At the same time, since ϕ̂+ ⊥ ϕ̂− in L2(∂Ωk, g̃k), one has∫
Ωk

⟨dϕ, dϕ̂±⟩ =
∫
Ωk

⟨dϕ̂, dϕ̂±⟩ =
∫
Ωk

|dϕ̂±|2.

Therefore, Lemma 4.11 implies that∣∣∣∣∫
Ωk

⟨dϕ, dϕ̂±⟩ − λ

∫
∂Ωk

βkϕ̂ϕ±

∣∣∣∣ = ∣∣∣∣∫
Ωk

|dϕ̂±|2 − λ

∫
∂Ωk

βkϕ̂
2
±

∣∣∣∣ ⩽
⩽ C

log k

k
∥ϕ∥L2(∂Ωk,g̃k)∥ϕ̂±∥Lk

.

Combining this with (4.25) and adding up the inequalities for ϕ̂± yields

(4.26) η∥ϕ∥2L2(∂Ωk,g̃k)
⩽ C ′ log k

k
∥ϕ∥L2(∂Ωk,g̃k)∥ϕ̂∥Lk

.

Finally, the inequality (4.20) gives that

∥dϕ̂∥L2(Ωk) ⩽ ∥dϕ∥L2(M) ⩽ C∥ϕ∥L2(∂Ωk,g̃k),

which together with (4.26) implies

η∥ϕ∥2L2(∂Ωk,g̃k)
⩽ C ′′ log k

k
∥ϕ∥2L2(∂Ωk,g̃k)

.

If ϕ ̸= 0, dividing by ∥ϕ∥2L2(∂Ωk,g̃k)
on both sides yields η ⩽ C ′′ log k

k . In other

words, Πη : Vλ → Wλ,η must be injective whenever η > C ′′ log k
k , so setting,

e.g., C2 = 2C ′′, it follows that

dim(W
λ,C2

log k
k

) ⩾ dimVλ,

as desired.
□

Without loss of generality, we may assume that Λ ̸∈ Spec(∆g) (otherwise,
replace Λ by Λ+ε for small enough ε). With Lemma 4.12 in hand, we argue
finally that all Steklov eigenfunctions of (Ωk, g̃k) with eigenvalues below Λ
must lie in some W

λ,C2
log k
k

for k ⩾ k0 sufficiently large.
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Proof of Theorem 4.1. Let C2 = C2(M, g,Λ) be the constant from Lemma
4.12. Let N be the total dimension of ∆g-eigenspaces corresponding to the
eigenvalues in (0,Λ), i.e.

N =
∑

0<λ<Λ

dimVλ.

It follows from Lemma 4.12 that there are at least N nontrivial Steklov
eigenvalues of (Ωk, g̃k) in C2

log k
k -neighborhood of Spec(∆g)∩ (0,Λ]. We de-

fine a set S ⊂ N by saying that k ∈ S if there are other nontrivial Steklov
eigenvalues in the interval (0,Λ], i.e. if there are at least N + 1 such eigen-
values in (0,Λ]. To prove Theorem 4.1, it is sufficient to show that S is
finite. To achieve this, we show that σi(Ωk, g̃k) converge to λi(M, g), thus,
if S were infinite, there would be at least N + 1 eigenvalues of ∆g in (0,Λ],
contradicting the definition of N .

To be precise, assume by contradiction that S is infinite. Denote by
φk,1, . . . , φk,N+1 the corresponding Steklov eigenfunctions, normalized so
that ∫

∂Ωk

βkφk,iφk,j = δij ,

and let φ̂k,i ∈ W 1,2(M) denote the harmonic extension into M \ Ωk; note
then that

(4.27) ∥φ̂k,i∥W 1,2(M) ⩽ C∥φk,i∥W 1,2(Ωk) ⩽ C,

by Lemma 4.6.
Since S is infinite, we can pass to a subsequence kj ∈ S such that

φ̂kj ,i ⇀ φ̂i ∈W 1,2(M)

weakly in W 1,2 and strongly in L2 as kj → ∞. (In what follows, we write
kj = k for simplicity.) For any χ ∈ C∞(M), we note then that∣∣∣∣∫

M
⟨dφ̂k,i, dχ⟩ − σi(Ωk, g̃k)

∫
M
fφ̂k,iχ

∣∣∣∣
⩽

∣∣∣∣∫
Ωk

⟨dφk,i, dχ⟩ − σi(Ωk, g̃k)

∫
Ωk

fφk,iχ

∣∣∣∣
+

∣∣∣∣∣
∫
M\Ωk

(⟨dφ̂k,i, dχ⟩ − σi(Ωk, g̃k)fφ̂k,iχ)

∣∣∣∣∣
⩽σi(Ωk, g̃k)

∣∣∣∣∫
∂Ωk

βkφk,iχ−
∫
Ωk

fφk,iχ

∣∣∣∣
+ C∥χ∥C1∥φ̂k,i∥W 1,2 Area(M \ Ωk)1/2.

In particular, since

Area(M \ Ωk) ⩽
C

k2
→ 0
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as k → ∞ and, by definition of βk =
∂ψk
∂ν ,∣∣∣∣∫

∂Ωk

βkφk,iχ−
∫
Ωk

fφk,iχ

∣∣∣∣ =

∣∣∣∣∫
Ωk

⟨dψk, d(χφk,i)⟩
∣∣∣∣

=

∣∣∣∣∫
Ωk

ψk∆(χφk,i)

∣∣∣∣
=

∣∣∣∣∫
Ωk

ψk(φk,i∆χ− 2⟨dχ, dφk,i)
∣∣∣∣

⩽ C∥ψk∥L2∥χ∥C2∥φk,i∥W 1,2 → 0

as k → ∞ by Lemma 4.8, it follows that

lim
k→∞

∣∣∣∣∫
M
⟨dφ̂k,i, dχ⟩ − σi(Ωk, g̃k)

∫
M
fφ̂k,iχ

∣∣∣∣ = 0

for any χ ∈ C∞(M). Thus, the weak limit φ̂i of φ̂k,i along the subsequence
kj ∈ S satisfies

(4.28) ∆g0φ̂i = σ̃ifφ̂i,

where

(4.29) σ̃i := lim
k→∞

σi(Ωk, g̃k) ⩽ Λ.

Moreover, we see that∣∣∣∣∫
M
fφ̂iφ̂j − δij

∣∣∣∣ ⩽ ∣∣∣∣∫
Ωk

fφ̂iφ̂j −
∫
∂Ωk

βkφk,iφk,j

∣∣∣∣
+ C∥φ̂i∥L∞∥φ̂j∥L∞ Area(M \ Ωk)

⩽
∫
Ωk

f |φ̂iφ̂j − φk,iφk,j |+
∣∣∣∣∫

Ωk

fφk,iφk,j −
∫
∂Ωk

βkφk,iφk,j

∣∣∣∣
+ ∥φ̂i∥L∞∥φ̂j∥L∞ · C

k2
,

and in view of the (strong) L2 convergence φk,i · 1Ωk
→ φ̂i, it follows that∣∣∣∣∫

M
fφ̂iφ̂j − δij

∣∣∣∣ ⩽ lim
k→∞

∣∣∣∣∫
Ωk

fφk,iφk,j −
∫
∂Ωk

βkφk,iφk,j

∣∣∣∣
= lim

k→∞

∣∣∣∣∫
Ωk

ψk∆(φk,iφk,j)

∣∣∣∣
(since ∆φk,i = 0) = 2 lim

k→∞

∣∣∣∣∫
Ωk

ψk⟨dφk,i, dφk,j⟩
∣∣∣∣

⩽ C lim
k→∞

∥ψk∥L∞

√
σi(Ωk, g̃k)σj(Ωk, g̃k)

(by Lemma 4.10) ⩽ C lim
k→∞

√
log k

k
= 0,

so that the functions {φ̂i}N+1
i=1 are orthonormal in L2(M, g).
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Similarly, since
∫
Ωk
fφk,i =

∫
∂Ωk

βkφk,i = 0, it is easy to see that∫
M
fφ̂i = lim

k→∞

∫
Ωk

fφk,i = 0,

so that each φ̂i is likewise orthogonal to the constant functions in L2(M, g).

Putting all this together, we see that {φ̂i}N+1
i=1 gives an L2(M, g)-orthonormal

collection of eigenfunctions for ∆g corresponding to eigenvalues in (0,Λ]
by (4.29). But there are only N such eigenfunctions, a contradiction.

□

5. Upper bounds for Σ1(Nk)

In this section, we complete the proof of Theorem 1.8, by proving the
upper bound (1.4), which we reformulate as the following proposition.

Proposition 5.1. Let M = S2,RP2,T2, or the Klein bottle K, and let Nk be
the compact surface with boundary given by removing k disjoint disks from
M . Then there exists a constant c(M) > 0 such that for any metric g on
Nk,

(5.1) σ̄1(Nk, g) ⩽ Λ1(M)− c(M)
log k

k
.

As discussed in the introduction, it is quite possible that the estimate
holds for all closed surfaces M , not just those listed here. From the argu-
ments below, it follows that the upper bound (1.4) holds for allM satisfying
the hypotheses of Theorem 6.1 in [KNPS]–i.e., all those M for which the
minimal surfaces in Sn realizing Λ1(M) have maximal possible Morse index
n+ 1 + dim(M(M)) as critical points of the area functional, where M(M)
denotes the moduli space of conformal structures on M .

5.1. Refined quantitative stability for Steklov-maximizing metrics.
As an important first step toward proving Proposition 5.1, we need to refine
the quantitative stability results of [KNPS] for nearly λ̄1-maximizing met-
rics. The difference between the results of [KNPS] and those below is that
here we are interested in obtaining lower bounds on the gap

Λ1(M)− λ̄1(Ω, [g], µ)

between the maximum Λ1(M) and the normalized first eigenvalue restricted
to a domain Ω ⊂ M for a measure µ supported on Ω ⊂ M , whereas the
results in [KNPS] provide lower bounds for the gap Λ1(M) − λ̄1(M, [g], µ).
While the proofs are quite similar, we note that the refinement is necessary
to obtain the sharp upper bound, as a direct application of the results in
[KNPS] seems to yield at best the non-sharp bound Σ1(Nk) ⩽ Λ1(M)− c

k .
We begin with the following straightforward adaptation of Lemma 2.1 in

[KNPS].
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Lemma 5.2. Let Ω ⊂ M be a smooth domain in a closed Riemannian
surface (M, g), and let µ be an admissible measure supported in Ω with the
first nontrivial eigenvalue

σ1 := λ1(Ω, [g], µ).

If u ∈W 1,∞(M, Sn) is a sphere-valued map such that∫
M
udµ = 0,

then

(5.2) ∥σ1µ− |du|2gdvg⌊Ω∥2(W 1,2(Ω,g))∗ ⩽ ∥u∥2W 1,∞(g) (2Eg(u; Ω)− σ1µ(M)) .

Proof. Denote by V ⊂ W 1,2(Ω,Rn+1) the subspace of maps v : Ω → Rn+1

for which ∫
vdµ = 0,

and consider the quadratic form Q on V given by

Q(v, v) :=

∫
Ω
|dv|2gdvg − σ1

∫
Ω
|v|2dµ.

By definition of σ1, it is clear that Q is nonnegative definite on V , and
therefore the Cauchy-Schwarz inequality for the associated bilinear form
gives

(5.3)

∣∣∣∣∫
Ω
⟨du, dv⟩gdvg − σ1

∫
Ω
⟨u, v⟩dµ

∣∣∣∣ ⩽√Q(u, u)
√
Q(v, v).

Now, let u ∈ V ∩W 1,∞(M,Sn), as in the hypotheses of the lemma. Then
since |u| ≡ 1, we have

Q(u, u) = 2Eg(u; Ω)− σ1µ(M),

and for any v ∈W 1,2(Ω,Rn+1), applying (5.3) to u and the map

v1 = v − 1

µ(M)

∫
Ω
vdµ,

we see that∣∣∣∣∫
Ω
⟨du, dv⟩gdvg − σ1

∫
Ω
⟨u, v⟩dµ

∣∣∣∣ =

∣∣∣∣∫
Ω
⟨du, dv1⟩gdvg − σ1

∫
Ω
⟨u, v1⟩dµ

∣∣∣∣
⩽

√
Q(v1, v1)

√
2Eg(u; Ω)− σ1µ(M)

⩽ ∥dv∥L2(Ω)

√
2Eg(u; Ω)− σ1µ(M).

In particular, taking v = φu for some φ ∈ W 1,2(Ω), and recalling that
⟨du, d(φu)⟩ = φ|du|2 since |u| ≡ 1, it follows that∣∣∣∣∫

Ω
φ|du|2gdvg − σ1

∫
Ω
φdµ

∣∣∣∣ ⩽ ∥d(φu)∥L2(Ω)

√
2Eg(u; Ω)− σ1µ(M).
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In particular, since

∥d(φu)∥2L2(Ω) =

∫
Ω
φ2|du|2g + |u|2|dφ|2gdvg ⩽ ∥u∥2W 1,∞(g)∥φ∥

2
W 1,2(Ω,g),

it follows that

|⟨φ, |du|2gdvg − σ1µ⟩|
∥φ∥W 1,2(Ω,g)

⩽ ∥u∥W 1,∞(g)

√
2Eg(u; Ω)− σ1µ(M),

which is precisely what we wanted to show. □

As an immediate consequence, for surfaces of genus 0, we have the follow-
ing stability estimate–which, combined with uniformization and the stan-
dard Hersch trick, will suffice for our purposes in the genus 0 case.

Proposition 5.3. Let Ω ⊂ S2 be a domain in the round unit sphere (S2, g0) ⊂
R3, and let g̃ ∈ [g0] be a conformal metric such that the identity map
I : S2 ↪→ R3 satisfies ∫

S2
Idµ = 0,

where µ is the length measure µ = dsg̃ of ∂Ω. Then for the first nontrivial
Steklov eigenvalue σ1 = σ1(Ω, g̃), we have

(5.4) ∥σ1µ− 2dvg0⌊Ω∥2(W 1,2(Ω,g0))∗
+ 6Areag0(M \ Ω) ⩽ 3 (8π − σ̄1(Ω, g̃))

Proof. Applying Lemma 5.2 with µ = H1
g̃⌊∂Ω and the identity map u = I,

for which |du|2g0 ≡ 2 and 2Eg0(u; Ω) = 2Areag0(Ω), we see that (5.2) gives

∥σ1µ− 2dvg0⌊Ω∥2(W 1,2(Ω,g0))∗
⩽ 3 (2Areag0(Ω)− σ̄1(Ω, g̃))

= 3 (8π − 2Areag0(M \ Ω)− σ̄1(Ω, g̃)) ,

from which the desired estimate immediately follows. □

To obtain analogous estimates in the cases where M = RP2,T2, or the
Klein bottle K, we combine Lemma 5.2 with the techniques of [KNPS, Sec-
tion 6]. The case ofM = RP2–which carries only one conformal structure–is
in principle simpler, but we group it with the others for convenience.

Proposition 5.4. Let M be a closed surface homeomorphic to RP2, T2, or
the Klein bottle K, and let g1 ∈ Metcan(M) be a unit-area, constant curvature
metric on M . There exist constants C(M), δ1(M) ∈ (0,∞) such that the
following holds. If Ω ⊂M is a smooth domain inM with a conformal metric
g̃ ∈ [g1] such that

σ̄1(Ω, g̃) ⩾ Λ1(M)− δ1,

then there exists a λ̄1-maximal metric gmax conformal to some g0 ∈ Metcan(M),
such that

(5.5) ∥g0 − g1∥2C1(g0)
⩽ C (Λ1(M)− σ̄1(Ω, g̃))
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and the length measure µ = dsg̃ of ∂Ω, normalized by σ1 = σ1(Ω, g̃) satisfies
(5.6)
∥σ1µ−λ1(gmax)dvgmax∥2(W 1,2(Ω,g0))

∗+Areag0(M\Ω) ⩽ C (Λ1(M)− σ̄1(Ω, g̃)) .

Proof. The proof follows closely that of [KNPS, Theorem 1.17], with Lemma
5.2 replacing [KNPS, Lemma 2.1] at the final step. As discussed in [KNPS,
Section 6], the minimal immersions u : M → Sn that induce the λ̄1-maximizing
metrics on M = RP2, T2, and K all have maximal Morse index as crit-
ical points of the area functional, in the sense that indA(u) = n + 1 +
dim(M0(M)), whereM0(M) = Metcan(M)/Diff0(M) denotes the Teichmüller
space of conformal structures on M . In particular, these minimal immer-
sions satisfy the hypotheses of [KNPS, Lemma 6.5].

Following the proof of [KNPS, Theorem 6.1], let Cmax ⊂ M0(M) denote
the set of (equivalence classes of) conformal structures ⟨g⟩ achieving the
maximum Λ1(M, [g]) = Λ1(M). By [KNPS, Lemma 6.5], there exists a
neighborhood U of Cmax in M0(M) and a family of maps

(5.7) U ∋ τ 7→ Fτ ∈ C∞(M, Sn)

such that the constant curvature metric gτ conformal to F ∗
τ (gSn) lies in τ ∈

M0(M), for every ⟨g0⟩ ∈ Cmax the map F⟨g0⟩ = u0 is a minimal immersion

inducing the λ̄1-maximizing metric, and denoting by

Bn+1 ∋ a 7→ Ga ∈ Conf(Sn)

the canonical family of conformal dilations, for every (a, τ) ∈ Bn+1×U such
that

(5.8) Area(Ga ◦ Fτ ) ⩾
1

2
[Λ1(M)− δ0(M)],

for a small constant δ0(M) > 0, we have

(5.9) ∥gτ−g0∥2C1(g0)
+∥Ga◦Fτ−u0∥2C2(g0)

⩽ C(M)[Λ1(M)−2Area(Ga◦Fτ )],

for some ⟨g0⟩ ∈ Cmax with u0 = F⟨g0⟩.
Now, let Ω ⊂ M and g̃ ∈ [g1] be as in the hypotheses of the proposition,

with µ = dsg̃. It follows from (2.2) that

(5.10) Λ1(M)− δ1 < σ̄1(Ω, g̃) ⩽ λ̄1(M, [g1], µ).

Theorem 3.1 then implies that for δ1 = δ1(M) > 0 sufficiently small, one
has

⟨g1⟩ ∈ U ,
where U is the neighborhood of Cmax given above. Assume now that (5.10)
holds, and let F1 = F⟨g1⟩ be the map associated to ⟨g1⟩ as in (5.7). We
know then that F1 ◦Φ: (M, g1) → Sn is conformal for some diffeomorphism
Φ ∈ Diff0(M), and since the desired estimates (5.5)-(5.6) are invariant under
the change

(Ω, g̃, g1, g0) 7→
(
Φ−1(Ω),Φ∗g̃,Φ∗g1,Φ

∗g0
)
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for any diffeomorphism Φ ∈ Diff(M), we may assume without loss of gener-
ality that

F1 : (M, g1) → Sn

is conformal.
By the standard Hersch trick (see, e.g., [LY]), there must exist a conformal

dilation Ga ∈ Conf(Sn) for which the map

u1 := Ga ◦ F1

satisfies ∫
Ω
u1dµ = 0 ∈ Rn+1.

Therefore, by the definition of σ1, we see that

2Area(u1(M)) = 2Eg1(u1(M)) ⩾ σ1

∫
|u1|2dµ = σ̄1(Ω, g̃),

so that, by (5.10),

Area(u1(M)) ⩾
1

2
(Λ1(M)− δ1) .

In particular, taking δ1(M) < δ0(M), we see that (5.8) is satisfied, so there
exists a minimal immersion u0 : M → Sn inducing a λ̄1-maximizing metric
gmax and a unit-area constant curvature metric g0 ∈ [gmax] such that
(5.11)
∥g1 − g0∥2C1(g0)

+ ∥u1 − u0∥2C2(g0)
⩽ C (Λ1(M)− 2Area(u1(M))) ⩽ Cδ1(M).

As an immediate consequence, we have

∥g1 − g0∥2C1(g0)
⩽ C (Λ1(M)− σ̄1(Ω, g̃)) ,

giving the first desired estimate (5.5).
Now, by Lemma 5.2, we have that

∥σ1µ− |du1|2g1dvg1⌊Ω∥[W 1,2
g1

(Ω)]∗ ⩽ ∥u1∥W 1,∞(g1) (2Eg1(u1; Ω)− σ̄1(Ω, g̃))
1/2

⩽ C (2Area(u1(Ω))− σ̄1(Ω, g̃))
1/2 ,

where in the last line we used the conformality of u1 and the fact that
∥u1∥C1(g1) ⩽ 2∥u0∥C1(g0) ⩽ C ′(M) for δ1(M) sufficiently small, by (5.11).
Furthermore, It follows from (5.11) that

1

2
∥ · ∥(W 1,2(Ω,g1))∗ ⩽ ∥ · ∥(W 1,2(Ω,g0))∗ ⩽ 2∥ · ∥(W 1,2(Ω,g1))∗

provided δ1(M) is sufficiently small, so that
(5.12)

∥σ1µ− |du1|2g1dvg1⌊Ω∥(W 1,2(Ω,g0))
∗ ⩽ C (2Area(u1(Ω))− σ̄1(Ω, g̃))

1/2 .

Repeatedly using (5.11), we also see that

∥|du1|2g1dvg1 − |du0|2g0dvg0∥(W 1,2(Ω,g0))
∗ ⩽ C (Λ1(M)− 2Area(u1(M)))1/2 ,
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and recalling that |du0|2g0dvg0 = 2dvgmax , we can combine this with the
preceding estimate to find that

∥σ1µ− 2dvgmax∥2(W 1,2(Ω,g0))
∗ ⩽ C ′[Λ1(M)− 2Area(u1(M))]

+ C ′[2Area(u1(Ω))− σ̄1(Ω, g̃)]

= C ′[Λ1(M)− σ̄1(Ω, g̃)]− 2C ′Area(u1(M \ Ω));

i.e.,
(5.13)
∥σ1µ−2dvgmax∥2(W 1,2(Ω,g0))

∗+2C ′Area(u1(M \Ω)) ⩽ C ′ (Λ1(M)− σ̄1(Ω, g̃)) .

Finally, it follows from (5.11) that

gmax = u∗0(gSn) ⩽ 2u∗1(gSn)

provided δ1(M) is sufficiently small, and we know that

g0 ⩽ C(M)gmax,

since the maximizing metrics on RP2, T2, and K are smooth. Hence, we
have

Areag0(M \ Ω) ⩽ C Area(u1(M \ Ω)),
and combining this with (5.13), we arrive at the desired estimate (5.6). □

Remark 5.5. Using the techniques of [KNPS, Section 2.3] in place of [KNPS,
Section 6], it is straightforward to prove a simpler, conformally-constrained
version of the preceding lemma for those conformal classes induced by (non-
branched) minimal immersionsM → Sn by first eigenfunctions on any closed
surface M . Combining this with the estimates of Subsection 5.2 below, one
can easily prove a conformal analog of Proposition 5.1 for such conformal
classes. Namely, if (M, [g1]) is a conformal class arising from a minimal
immersion M → Sn by first eigenfunctions, then for any g ∈ [g1] and any
domain Ωk ⊂M with k boundary components, one has

(5.14) σ̄1(Ωk, g) ⩽ Λ1(M, [g1])− c(M, [g1])
log k

k
.

5.2. Structure of nearly-σ̄1-maximizing metrics with many bound-
ary components. We collect now some of the key estimates which, to-
gether with Proposition 5.4 and Proposition 5.3, yield the proof of Proposi-
tion 5.1.

Let g1 ∈ Metcan(M) be a unit-area metric of constant curvature K =
2πχ(M) on the closed surface M , with injectivity radius

inj(M, g1) ⩾ ι0 > 0.

In particular, there exists C = C(ι0) > 0 such that for any φ ∈W 1,2(M, g1)
one has

(5.15) ∥φ∥W 1,2(M,g1) ⩽ C
(
∥dφ∥L2(M,g1) + ∥φ∥L1(M,g1)

)
.
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Given a collection of disjoint geodesic ballsBr1(p1), . . . , Brk(pk) in (M, g1),
set

B := Br1(p1) ∪ · · · ∪Brk(pk)
and

Ω :=M \ B.
For some small δ > 0, suppose that

(5.16) Areag1(B) ⩽ δ.

Let µ be an admissible measure supported on ∂Ω and 0 ⩽ ρ ∈ C∞(Ω) a
non-negative function such that

(5.17) |⟨φ, σdµ− ρdvg1⟩|2 ⩽ δ∥φ∥2W 1,2(Ω,g1)

for every φ ∈ W 1,2(Ω) and some constant σ > 0. For the application we
have in mind, one should think of σ as the the first eigenvalue of µ on Ω,
i.e. σ = λ1(Ω, [g1], µ).

By Lemma 4.4, we know that there exists r0(χ(M)) depending only on
the curvature of (M, g1) such that a geodesic ball Bt(x) of radius t <
t0(χ(M), ι0) = min{ι0, r0} in (M, g1) has area

3π

4
t2 ⩽ Areag1(Bt(x)) ⩽

5π

4
t2.

In particular, provided

δ <
3π

4
t20

in (5.16), it follows that

(5.18)
3π

4

k∑
j=1

r2j ⩽ Areag1(B) ⩽ δ.

Denote by S the collection S := {p1, . . . , pk} of all centers of the disks
Brj (pj), and consider the subset

(5.19) S′ :=

{
pi ∈ S | ri ⩾

√
δ

k1/4

}
.

It follows from (5.18) that

(5.20) |S′| ⩽ 4

3π

√
k,

and it is of course possible that S′ = ∅. In general, we have the following.

Lemma 5.6. Let (M, g1), Ω, µ, and ρ be as above satisfying (5.16)-(5.17)
with

δ <
1√
k
⩽ t0(χ(M), ι0).
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Then

σµ

 ⋃
pj∈S′

Brj (pj)

 ⩽ C (1 + ∥ρ∥L∞) δ1/2k1/4

for some constant C = C(χ(M), ι0).

Proof. Let χ ∈ C∞(R) be a smooth, decreasing function such that

χ(t) ≡ 1 for t ⩽

√
4δ

3π
,

χ(t) ≡ 0 for t ⩾ 2

√
4δ

3π
,

and

|χ′| ⩽ 10√
δ
.

Denoting by dS′ ∈ Lip(M) the distance function

dS′(x) = min
{
distg1(x, pi) | pi ∈ S′} ,

let

φ := χ ◦ dS′ .

Since each rj ⩽
√

4δ
3π by (5.18), it follows from the definition of φ that

φ ≡ 1 on
⋃
pj∈S′

Brj (pj),

and consequently

(5.21) µ

 ⋃
pj∈S′

Brj (pj)

 ⩽ ⟨φ, µ⟩.

On the other hand, since 0 ⩽ φ ⩽ 1, |dφ| ⩽ 10√
δ
, and φ is supported on⋃

pj∈S′ B√16δ/3π
(pj) by construction, we see that

∥φ∥L1(M,g1) ⩽
∑
pj∈S′

Areag1

(
B√

16δ/3π
(pj)

)
⩽ C|S′|δ

and

∥dφ∥2L2(M,g1)
⩽

100

δ

∑
pj∈S′

Areag1

(
B√

16δ/3π
(pj)

)
⩽ C ′|S′|.

In particular, combining this with (5.15) and (5.20), it follows that

∥φ∥2W 1,2(Ω,g1)
⩽ C|S′| ⩽ C

√
k

and ∫
Ω
ρφdvg1 ⩽ C∥ρ∥L∞ |S′|δ ⩽ C ′∥ρ∥L∞δ

√
k;
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putting this together with (5.21) and (5.17), we find that

σµ

 ⋃
pj∈S′

Brj (pj)

 ⩽ ⟨σµ, φ⟩

⩽ |⟨σµ− ρdvg1 , φ⟩|+
∫
Ω
ρφdvg1

⩽
√
δ∥φ∥W 1,2(Ω,g1) + C∥ρ∥L∞δ

√
k

⩽ C
(
δ1/2k1/4 + ∥ρ∥L∞δ

√
k
)
.

Finally, recalling that δ
√
k < 1 by assumption, we have that δ

√
k ⩽ δ1/2k1/4,

and the desired estimate follows.
□

Lemma 5.7. Let (M, g1), Ω, µ, and ρ be as above satisfying (5.16)-(5.17)
with

δ <
1√
k
⩽ t0(χ(M), ι0).

Then we have

(5.22) σµ(M) ⩽ C
(1 + ∥ρ∥L∞)

log k

(
kδ +

√
δk log k

)
for some C = C(χ(M), ι0) <∞.

Proof. Denote by dS ∈ Lip(M) the distance to the full set {p1, . . . , pk} of
centers of the geodesic disks Br1(p1), . . . , Brk(pk), and define a test function
φ ∈ Lip(M) by

φ(x) := max
{
log
(√

δ/dS(x)
)
, 0
}

if dS(x) ⩾

√
δ

k

and

φ(x) := log(k) if dS(x) <

√
δ

k
.

On ∂Brj (pj), note that

φ ≡ log
(√

δ/rj

)
⩾ log

(
k1/4

)
.

Appealing to Lemma 5.6–and the nonnegativity of φ–it then follows that

⟨σµ, φ⟩ ⩾ log
(
k1/4

)
σµ

 ⋃
pj∈S\S′

Brj (pj)


= log

(
k1/4

)σµ(M)− σµ

 ⋃
pj∈S′

Brj (pj)


⩾ log

(
k1/4

)
σµ(M)− C log

(
k1/4

)
(1 + ∥ρ∥L∞) δ1/2k1/4;
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i.e.,

(5.23) ⟨σµ, φ⟩ ⩾ 1

4
log(k)

(
σµ(M)− C(1 + ∥ρ∥L∞)δ1/2k1/4

)
.

Next, writing

LS(t) := H1({dS = t}) ⩽ H1

 k⋃
j=1

∂Bt(pj)

 ;

note that, since t < t0(χ(M), ι0) < min{r0(χ(M)), inj(M)}, Lemma 4.4
gives

LS(t) ⩽
k∑
j=1

H1(∂Bt(pj)) ⩽ k
5π

2
t.

By definition of φ, we can then employ the coarea formula for dS to see that∫
Ω
φdvg1 ⩽

∫
M
φdvg1

= log k

∫ √
δ/k

0
LS(t)dt+

∫ √
δ

√
δ/k

log(
√
δ/t)LS(t)dt

⩽
5π

2
k

(
log k

∫ √
δ/k

0
tdt+

∫ √
δ

0
log
(√

δ/t
)
tdt

)

=
5π

4
kδ

(
log k

k2
+

1

2

)
⩽

5π

4
kδ.

Similarly, since |dφ|2g1 = d−2
S χ{√

δ
k

⩽dS⩽
√
δ
}, we can compute

∫
Ω
|dφ|2g1 dvg1 ⩽

∫ √
δ

√
δ/k

1

t2
LS(t)dt ⩽

5π

2
k

∫ √
δ

√
δ/k

1

t
dt =

5π

2
k log k.

In particular, since φ ⩾ 0 and δ2k < 1, it follows from (5.15) that

∥φ∥2W 1,2(Ω,g1)
⩽ C0

(
k2δ2 + k log k

)
⩽ C ′

0k log k

and ∫
Ω
ρφ dvg1 ⩽ C0∥ρ∥L∞kδ.

From (5.17), we deduce that

⟨φ, σµ⟩ ⩽
∫
Ω
ρφdvg1 +

√
δ∥φ∥W 1,2(Ω,g1)

⩽ C0∥ρ∥L∞kδ + C0

√
δ (k log k)1/2

⩽ C1 (1 + ∥ρ∥L∞)
(
kδ +

√
δk log k

)
.

Finally, combining this with (5.23), we obtain

1

4
log(k)

(
σµ(M)− C(1 + ∥ρ∥L∞)δ1/2k1/4

)
⩽ C (1 + ∥ρ∥L∞)

(
kδ +

√
δk log k

)
,
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and noting that log k · δ1/2k1/4 ⩽ C
√
δk log k for k > 1, this in turn gives

σµ(M) ⩽ C
(1 + ∥ρ∥L∞)

log k

(
kδ +

√
δk log k

)
,

which is the desired estimate (5.22). □

5.3. Proof of Proposition 5.1. With the results of Sections 5.1 and 5.2
in place, the proof of Proposition 5.1 is now relatively straightforward.

Proof of Proposition 5.1. Let Nk be the compact surface with boundary
given by removing k disks from M = S2,RP2,T2, or K, and suppose that g
is a metric on Nk for which

(5.24) σ̄1(Nk, g) ⩾ Λ1(M)− η.

We wish to show that η ⩾ c log kk for some constant c = c(M) > 0.
By Theorem 2.1, we may identify (Nk, g) isometrically with a domain

(Ωk, g̃) satisfying the hypotheses of Proposition 5.3 or 5.4; i.e., we may
assume that there exists a unit-area, constant curvature metric g1 onM such
that g̃ ∈ [g1] and Ωk = M \ (B1 ∪ · · · ∪Bk), where {Bi}ki=1 is a collection
of disjoint geodesic disks in (M, g1). Moreover, if M = S2, we may assume
without loss of generality (by the standard Hersch trick) that the length
measure µk = dsg̃ of ∂Ωk satisfies the balancing condition

∫
S2 Idµk = 0.

If η < δ1(M), it then follows from Proposition 5.3 or 5.4 that there exists
a λ̄1-maximal metric gmax on M conformal to some g0 ∈ Metcan(M) such
that

(5.25) ∥g0 − g1∥2C1(g0)
⩽ C(M)η

and the length measure µk = dsg̃ of ∂Ωk satisfies

(5.26) ∥σ1µk − λ1(gmax)dvgmax∥2(W 1,2(Ω,g0))
∗ +Areag0(M \ Ωk) ⩽ C(M)η.

In particular, for η < δ2(M) sufficiently small, it follows from (5.25) that

(5.27) inj(M, g1) ⩾
1

2
inj(M, g0) ⩾ c0(M),

and
1

2
g1 ⩽ g0 ⩽ 2g1,

so we can replace Areag0 and
(
W 1,2(Ω, g0)

)∗
in (5.26) with Areag1 and(

W 1,2(Ω, g1)
)∗
, adjusting the constant C(M) on the right-hand side accord-

ingly. Moreover, writing

λ1(gmax)dvgmax = ρdvg1 ,

we see that

(5.28) ∥ρ∥L∞ ⩽ C(M).

Assume now that

η <
log k

k
.
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By (5.26) and the preceding observations, we then see that (M, g1), Ωk, µk,
and ρ satisfy the hypotheses of Lemma 5.7 for k ⩾ k0(M) sufficiently large,
with σ = σ1(Ω, g̃) and

δ = C(M)η.

In particular, since in this case we have ∥ρ∥L∞ ⩽ C(M) and inj(M, g1) ⩾
c0(M), it follows from Lemma 5.7 that

Λ1(M)− η ⩽ σ̄1(M, g̃) ⩽
C(M)

log k

(
kη +

√
ηk log k

)
,

so that

(5.29)
1

2
Λ1(M) ⩽ C(M)

(
kη

log k
+

√
kη

log k

)
⩽ C ′(M)

(
kη

log k

)1/2

,

using the assumption that η < log k
k . Squaring both sides and rearranging,

we obtain

(5.30) η ⩾

(
Λ1(M)

2C ′(M)

)2 log k

k
,

giving the desired bound.
□
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