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MARKOV ADDITIVE FRIENDSHIPS

LEIF DÖRING, LUKAS TROTTNER, AND ALEXANDER R. WATSON

Abstract. The Wiener–Hopf factorisation of a Lévy or Markov additive pro-

cess describes the way that it attains new extrema in terms of a pair of so-called

ladder height processes. Vigon’s theory of friendship for Lévy processes ad-
dresses the inverse problem: when does a process exist which has certain pre-

scribed ladder height processes? We give a complete answer to this problem

for Markov additive processes, provide simpler sufficient conditions for con-
structing processes using friendship, and address in part the question of the

uniqueness of the Wiener–Hopf factorisation for Markov additive processes.

1. Introduction

Lévy processes and Markov additive processes are a staple of applied probability
and have found a home in areas as diverse as queueing theory, stochastic finance
and fragmentation modelling. For many applications, it is beneficial to know how
the processes make new maxima (or minima), and a key tool for Lévy processes
is the theory of friendship, which makes it possible to build models which cross
levels in a prescribed way. In this article, we approach the theory of friendship
for Markov additive processes, beginning with a review of the situation for Lévy
processes, before exploring how this changes with the introduction of a Markov
component.

Lévy processes. The Wiener–Hopf factorisation is one of the central results in
fluctuation theory for Lévy processes. Its spatial version tells us that, for a Lévy
process ξ with characteristic exponent ψ(θ) := logE[eiθξ1 ], we have the identity

(1.1) ψ(θ) = −cψ−(−θ)ψ+(θ), θ ∈ R,
where the functions ψ± are the characteristic exponents of the ascending and de-
scending ladder height processes H±. The processes H+ and H− are (killed) sub-
ordinators whose ranges are the set of new suprema and infima of ξ, respectively,
and c > 0 is a constant whose value influences the time scale of H±. We refer to
[30, Chapter 6] for details. H+ and H− are of central importance for both theoret-
ical and practical considerations since they are the building block for first passage
identities of ξ [13]. However, for any given Lévy process ξ, the factorisation (1.1),
and the identities derived from it, are in most cases not explicit. Vigon flipped the
perspective on the Wiener–Hopf factorisation in his pioneering thesis [47]. Instead
of considering some fixed Lévy process ξ and looking for its Wiener–Hopf factors,
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Vigon starts with two subordinators H+ and H− and finds necessary and sufficient
criteria on their characteristics such that the right hand side of (1.1) determines the
Lévy–Khintchine exponent of some Lévy process ξ. Vigon calls such subordinators
friends (amis) and refers to the resulting Lévy process ξ as le fruit de l’amitié,
which we translate (more conservatively) as the bonding process.

We recall his results explicitly at this point. Let H+ and H− be two Lévy
subordinators with drifts and Lévy measures (d+,Π+) and (d−,Π−), respectively.
Let moreover †± = −ψ±(0) be their respective killing rates and denote by Π±(x) =
Π±(x,∞) the tails of Π±, where x > 0. We call H+ and H− compatible if d∓ >
0 implies that Π± has a càdlàg Lebesgue density ∂Π± on (0,∞), which can be
expressed as the right tail of a signed measure η±, i.e., ∂Π±(x) = η±(x,∞) for
x > 0. For the sake of notational consistency, if d∓ = 0 we let ∂Π± be some version
of the Lebesgue density of the absolutely continuous part of Π+

i . Then, we have
the following result.

Theorem 1.1 (Vigon’s theorem of friends). H+ and H− are friends if, and only
if, they are compatible and the function

Υ(x) = 1(0,∞)(x)
(∫ ∞

x+

(
Π−(y − x)− ψ−(0)

)
Π+(dy) + d−∂Π+(x)

)
+ 1(−∞,0)(x)

(∫ ∞

(−x)+

(
Π+(y + x)− ψ+(0)

)
Π−(dy) + d+∂Π−(−x)

)
,

is a.e. equal to a function decreasing on (0,∞) and increasing on (−∞, 0). More-
over, when H+ and H− are friends, we have for a.e. x ∈ R the identity

(1.2) 1(0,∞)(x)Π(x,∞) + 1(−∞,0)(x)Π(−∞, x) = Υ(x),

for the Lévy measure Π of the bonding Lévy ξ.

Remark 1.2. In Vigon’s original formulation, (1.2) holds everywhere rather than
almost everywhere, the reason being that it is claimed that the convolution x 7→
Π̃− ∗ Π+(x) is a càdlàg function. However, this fails, for example, when H± are
pure jump processes with jumps of size {1, 2} and Π±({1}) > Π±({2}) > 0, even
though these processes can be shown to be friends (they are philanthopes discrètes
[47]). In this example, the statement can be easily repaired by considering the
closed tails Π±([x,∞)) instead of the open tails Π±(x) = Π±((x,∞)), but it is not
clear that such an approach can work in general, for instance, when one of the Lévy
measures is singular continuous. We arrived at the above statement of the result
after consultation with Vigon, but we remark that the original formulation remains
valid when Π± are absolutely continuous.

Equation (1.2) is called équation amicale by Vigon and characterises the Lévy
measure of ξ in terms of the characteristics of its ascending and descending ladder
height processes. Aside from [47], this equation is proved in [48, Proposition 3.3]
and [14, Theorem 16]. A textbook treatment of the theorem of friends appears in
[30, Theorem 6.22].

The monotonicity conditions on Υ do not appear easy to handle at first sight.
However, they simplify dramatically for a certain class of processes. Vigon calls a
subordinator with decreasing Lévy density a philanthopist, and develops the follow-
ing neat result:
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Theorem 1.3 (Vigon’s theorem of philanthropy). Two philanthropists are always
friends.

For a direct proof of this result under under additional second moment assump-
tions we refer to [32, Theorem 4.4]. Let us also remark that the class of Laplace
exponents of philanthropists (or equivalently, Bernstein functions with decreasing
Lévy density) is known as the Jurek class of Bernstein functions [45].

The class of philanthropists is quite large and contains many tractable examples.
As a consequence, the theorem of philanthropy offers a new tool for the construction
of Lévy processes, quite different from the classical techniques of specifying the Lévy
triplet, transition semigroup or characteristic exponent. However, the form of the
équation amicale means that the Lévy measure of the bonding process may not
be simple to express, and there is a tradeoff between explicitness of the bonding
process and explicitness of the corresponding friends, regardless of which side of
the Wiener–Hopf factorisation we start on. One of the major achievements of this
approach is the class of hypergeometric Lévy processes, built from friendships of β-
subordinators [28, 26, 30] and motivated by the relation with killed and conditioned
stable processes (see [9] and [26, Theorem 1].)

Markov additive processes. Coming from this well-established theory for Lévy
processes, our goal in this paper is to extend Vigon’s theory of friends and phi-
lanthropy to the class of Markov additive processes (MAPs). A MAP (ξ, J) with
state space R × {1, . . . , n} can be thought of as a regime-switching Lévy process:
depending on the state (or phase) of a Markov chain J , the process ξ follows a
different Lévy process; see Section 2 for a full description. Many concepts in Lévy
process theory have direct analogues in the theory of MAPs. For any MAP (ξ, J)
there exists a matrix form of the characteristic exponent, which we call the MAP
exponent, Ψ : R → Cn×n, such that(

E0,i[exp(iθξt); Jt = j]
)
i,j∈[n]

= etΨ(θ), θ ∈ R, t ≥ 0,

where Px,i indicates that the process (ξ, J) is a.s. started in (x, i) ∈ R × [n]. We
will sometimes call the range of J the phase space. The Lévy measure Π of a Lévy
process ξ has a natural analogue in the Lévy measure matrix Π of a MAP (ξ, J),
which describes the jump structure of ξ in the Markovian environment governed
by J . Much as in the Lévy case, the new suprema of ξ can be described by MAP
subordinator (H+, J+), referred to as the ascending ladder height MAP ; likewise,
the new infima of the time-reversed process can be related to the descending ladder
height MAP (H−, J−). Again, we make these statements precise in Section 2.

Our question arises from considering the Wiener–Hopf factorisation of the MAP
exponent Ψ into the MAP exponents Ψ+,Ψ− of (H+, J+) and (H−, J−), respec-
tively. This states that, if ξ is nonlattice and J is irreducible with stationary
distribution π, then, for an appropriate time scaling of H+ and H−, we have the
matrix identity

(1.3) Ψ(θ) = −∆−1
π Ψ−(−θ)⊤∆πΨ

+(θ), θ ∈ R,
where ∆π is the diagonal matrix with entries given by the vector π. Note that
when the modulating space is one-dimensional, i.e., Jt = 1 for all t ≥ 0, the above
equality reduces to (1.1). The factorisation (1.3) was shown in matrix form in
[22, Theorem 1] for spectrally negative MAPs; in [12, Theorem 26] more generally,
under the condition that ξ is killed at the same (possibly zero) rate in all phases;
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and in [19, equation (19)] for ξ killed with positive rate in every phase. We will
show in Theorem 2.1 that (1.3) holds for any irreducible MAP, regardless of the
lifetimes of the Lévy components.

The Wiener–Hopf factorisation of MAPs has a long history. Of particular note
is [21, Theorem 3.28], which is the analogue of (1.3) for MAPs killed at constant,
positive rate, with a description given in terms of generators rather than matrix
exponents. This followed a series of investigations into discrete-time MAPs, some of
the earliest being [41, 2] for general phase space. In the setting of finite phase space
in discrete time, where things can be made more explicit, textbook treatments
of these problems can be found in [3, Chapter XI.2f] and [40, Chapter 5]. It
is also worth mentioning the works [5, 42], which investigated factorisations of
Markov chains in terms of embedded Markov chains obtained from time changes
via additive functionals. As a special case, [42, Theorem 1] can be applied to
obtain a factorisation of the generator matrix Ψ(0) of the modulator of a pure
drift MAP in terms of the diagonal drift matrix and intensity matrices associated
to the sub chains corresponding to positive and negative drift phases of the MAP.
However, this type of factorisation is structurally different from the Wiener–Hopf
factorisation (1.3) at θ = 0.

Even when compared to the already quite scarce number of explicit Wiener–Hopf
Lévy factorisations, the situation for MAPs is even more tenuous. Apart from the
deep factorisation of the stable process in [31], to the best of our knowledge there is
no known example of an explicit MAP Wiener–Hopf factorisation. As will become
apparent from our analysis this is not a mere artifact of the youth of the MAP
Wiener–Hopf factorisation, but also a consequence of the increased complexity due
to phase transitions.

Despite these difficulties, the theorem below, which is our main result, provides
a complete picture of friendship of MAPs. This is established in Section 3 in the
form of Theorems 3.10 and 3.11. The notation ∂Π± is a matrix of densities of the
elements of Π±, the appropriate elements of which exist under the conditions of
the theorem.

Theorem 1.4. Two MAP subordinators (H+, J+) and (H−, J−) are π-friends (in
the sense of Definition 3.1) if, and only if, they are π-compatible (in the sense of
Definition 3.7) and the matrix-valued function

Υ(x) =
{∫ ∞

x+

∆−1
π

(
Π−(y − x)−Ψ−(0)

)⊤
∆πΠ+(dy) +∆−

d ∂Π
+(x)

}
1(0,∞)(x)

+
{∫ ∞

(−x)+
∆−1
π

(
Π−(dy)

)⊤
∆π

(
Π+(y + x)−Ψ+(0)

)
+∆−1

π

(
∆+
d ∂Π

−(−x)
)⊤

∆π

}
1(−∞,0)(x),

is a.e. equal to a function decreasing on (0,∞) and increasing on (−∞, 0). More-
over, when (H+, J+) is a π-friend of (H−, J−), then for a.e. x ∈ R,

1(0,∞)(x)Π(x,∞) + 1(−∞,0)(x)Π(−∞, x) = Υ(x),

for the Lévy measure matrix of the bonding MAP (ξ, J).

The notions of π-friendship and π-compatibility, which we have not yet defined,
are made precise in Section 3. π-friendship is the obvious counterpart to friendship
of Lévy processes, meaning that the matrix Wiener–Hopf factorisation (1.3) holds.
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Meanwhile, π-compatibility is partly the analogue of Vigon’s compatibility of Lévy
processes, but also places more stringent requirements on the Lévy measure matrices
at and near zero and conditions on the rates of the Markov chains.

The second part of our work seeks an extension of Vigon’s theory of philanthropy;
that is, sufficient conditions that allow one to more easily establish that two MAP
subordinators are friends. The additional challenges of π-friendship make it difficult
to find ‘unilateral’ conditions, which can be verified separately for each of two
subordinators and lead to π-friendship between them. Instead, we introduce the
notion of π-fellowship, and Theorem 4.4 states that two mutual π-fellows are indeed
π-friends. Although this theory is harder to apply than in the Lévy case, we use it
to give general sufficient conditions for mutual π-fellowship (Theorems 4.8 and 4.12)
which in turn lead to explicit examples of spectrally positive MAPs with completely
monotone ascending ladder jump measures, as well as a class of MAPs with double
exponential jump structure and known Wiener–Hopf factorisation.

Finally, since our approach is to analyse the MAP Wiener–Hopf factorisation
equation (1.3), we need to know about the uniqueness of this in order to draw
probabilistic conclusions, and in Section 5 we prove this under a wide range of
assumptions, the main result being Theorem 5.7.

Context and applications. The theory of friendship is strongly connected with
research on self-similar Markov processes. Since Lamperti’s pioneering work [37] in
1972, it has been understood that the class of Lévy processes and that of self-similar
Markov processes with state space [0,∞) are in bijection by means of a sample path
transformation. It was this that inspired the construction, via friendship, of the
hypergeometric class of Lévy processes by Kuznetsov and Pardo [26]. This class
and its extensions [29, 33] can be used to characterise a number of modifications of
stable processes, among them killing and conditioning [8, 26], path-censoring [34]
and ricochet [7, 33].

Over the past two decades, Lamperti’s results have been extended to cover self-
similar Markov processes with more general state space, and the Lévy processes in
Lamperti’s representation are replaced by Markov additive processes [11, 10, 1]. For
instance, a Rd-valued self-similar Markov process corresponds to a Markov additive
process whose phase space is Sd−1. In d = 1, this is the discrete phase space
S0 = {−1, 1}, and this is the context of the Wiener-Hopf factorisations obtained
in [31, 35]. In higher dimensions, the MAP representation has still proved valuable
and factorisations can be found under isotropy assumptions, despite the challenges
of a continuous state space [36]. We expect that the theory of friendship developed
in this article, and extensions accounting for more general phase space, will be an
important tool in the study of self-similar Markov processes.
Outline. The remainder of the paper is structured as follows. Section 2 is devoted
to introducing notation and the most important facts on MAPs that we need in the
rest of the paper. Section 3 deals with friendship of MAPs and general consequences
thereof, while in Section 4 we explore π-fellowship and develop constructive criteria
for π-compatibility in order to generate examples of π-friendship, and thereby of
MAPs with explicit Wiener–Hopf factorisation. The final Section 5 discusses the
uniqueness of the matrix Wiener–Hopf factorisation, and verifies that this applies
to the examples found in previous sections.
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Notation. We collect some notational conventions that are used throughout the
paper. Small bold letters a represent column vectors in Rn and capitalized letters
A refer to matrices in Rn×n. The vectors containing only zeros and only ones
are denoted by 0 and 1, respectively. For measures µ± concentrated on R± \ {0},
where R+ := [0,∞),R− := (−∞, 0], we let µ+(x) := µ+((x,∞)) ≡ µ(x,∞) be the
right tail of µ+ for x > 0 and µ−(x) := µ−((−∞, x)) ≡ µ−(−∞, x) be the left tail
of µ− for x < 0. For a (signed) finite measure µ on R, its distribution function is
represented by µ(x) := µ((−∞, x]), x ∈ R. Moreover, for a given (signed) measure µ
on R, µ̃(dx) := µ(−dx) denotes the reflected measure and for a function f : R → R
we let f̃ := f(−·). Then, given a finite measure µ, we interpret µ̃ in the sense
of reflecting the distribution function of µ, i.e., µ̃(x) = µ(−x). For n ∈ N we let
[n] := {1, . . . , n}.

2. Fundamentals on Markov additive processes

A Markov additive process (MAP) with n phases is a strong Markov process
(ξ, J) = (ξt, Jt)t≥0 with state space R× [n] and lifetime ζ ∈ (0,∞], with probability
measures (Px,i)x∈R,i∈[n] and associated expectations (Ex,i)x∈R,i∈[n], adapted to a
filtration F = (Ft)t≥0 satisfying the usual hypotheses, with the property that

Ex,i
[
f(ξt+s − ξt, Jt+s)1{ζ>t}

∣∣ Ft] = E0,Jt
[
f(ξs, Js)

]
1{ζ>t}, s, t ≥ 0,

for all bounded measurable f . The process ξ is called the ordinator of the MAP,
and the process J the modulator. Any such MAP can be decomposed into a Markov
process on [n] with generator matrix Q = (qi,j)i,j∈[n] and killing rate †i in state i, a

collection of Lévy processes (ξ(i))i∈[n], and a collection of probability distributions
(Fi,j)i,j∈[n] with the convention Fi,i = δ0. Roughly speaking, the MAP evolves as
follows. J evolves as a Markov process with generator matrix Q. When Jt = i,
ξt evolves as ξ(i), and the process is killed at rate †i. When J jumps to state j,
which occurs with rate qi,j , ξ experiences a jump whose distribution is Fi,j , and

the evolution of ξ then begins to follow ξ(j).
The distribution of a MAP can be described more formally using the MAP

exponent of (ξ, J), which is a matrix-valued function Ψ such that

(etΨ(θ))i,j = E0,i
[
eiθξt ; Jt = j

]
.

The preceding description of the MAP then gives rise to the structure

Ψ(θ) = ∆ψ(θ) +Q⊙G(θ)−∆†,

where ∆v is the diagonal matrix whose (i, i)th entry is vi; ψi is the character-

istic exponent of the Lévy process ξ(i), satisfying etψi(θ) = E0[eiθξ
(i)
t ]; Gi,j(θ) =∫

eiθx Fi,j(dx); and ⊙ is the Hadamard (elementwise) product.
The jump behaviour of the MAP is encoded in its Lévy measure matrix Π,

defined by taking Πi,i to be equal to Πi, the Lévy measure (in the usual sense) of

the process ξ(i), and taking Πi,j = qi,jFi,j for i ̸= j.
This decomposition reveals that we can view (ξ, J) either as a killed Markov

process J on top of which we run unkilled Lévy processes, or as an unkilled Markov
process J on which we run killed Lévy processes, killing the whole MAP when one
of the component processes dies. We will typically take the former perspective.

We remark that, given only Ψ, one can readily obtain † = −Ψ(0)1 and Q =
Ψ(0) +∆†.
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If J is irreducible and π ∈ Rn is a stochastic vector on [n] with full support,
meaning that

∑n
i=1 π(i) = 1 and π(i) > 0 for all i, then we say that π is invariant

for J if

π⊤Q = 0⊤;

that is, π is an invariant distribution for an unkilled version of J . Under this con-
dition, we can speak about π-duality for the MAP [12, section A.2]. The function

Ψ̂(θ) = ∆−1
π Ψ(−θ)⊤∆π, θ ∈ R,

is the MAP exponent of some MAP (ξ̂, Ĵ) which can be obtained by time-reversal
and reflection:

E0,π
[
f(ξ(t−s)− − ξt, J(t−s)−; s ≤ t)1{ζ>t}

]
= E0,π

[
f(ξ̂s, Ĵs; s ≤ t)1{ζ̂>t}

]
holds for any functional f and t ≥ 0; here, P0,π =

∑n
i=1 π(i)P0,i. Moreover, π is

invariant for Ĵ , and Ĵ is also killed with rates †. We say that (ξ̂, Ĵ) is the π-dual
of (ξ, J).

A key aspect of the theory of MAPs is the Wiener–Hopf factorisation, which
expresses the characteristics of a MAP in terms of its ladder processes. We begin
with the local time at the supremum, which we define by stitching together the
local times of the constituent Lévy processes. During a given phase i, if ξ(i) is
such that 0 is regular for (0,∞), it is a continuous increasing functional L which
increases precisely at the time at which ξ is at its running supremum. On the other
hand, if ξ(i) is such that 0 is irregular for (0,∞), it is an increasing jump process
L whose jumps occur at the isolated times at which ξ makes new suprema (in the
strict sense), and whose jump sizes are independent with a standard exponential
distribution. At a phase switch occuring at time T , if ξT− < ξT = supt≤T ξt and

ξ(JT ) is such that 0 is irregular for (0,∞), it is necessary to introduce an additional
jump of L with an exponential distribution occurring at time T .

The inverse local time at the supremum is defined by L−1
t = inf{s ≥ 0 : Ls > t},

and the phase at this time is J+
t = JL−1

t
. If we further let L−1

t represent the vector

whose i-th entry is
∫ t
0
1{J+

s =i} ds, and define H+
t = ξL−1

t
, then both (L−1, H+, J+)

and (H+, J+) are MAPs, the former having an (n+1)-dimensional ordinator. These
two MAPs are called the ascending ladder process and the ascending ladder height
process, respectively.

The descending ladder processes may be defined similarly by considering the

local time at the supremum of the dual process (ξ̂, Ĵ), and we write (H−, J−)
for the descending ladder height process. Some care is required here when some
components of the MAP are compound Poisson processes. We adopt the convention
that the ascending ladder process records strict new suprema, and the descending
ladder process weak new dual suprema; see [30, section 6.2] for a discussion of
this distinction in the setting of Lévy processes. Likewise, the case where a phase
switch occurs at the time of a new dual supremum must be handled correctly. For
a further discussion of this, we refer to [19, section 5.1], and caution that in [19],
the ‘ ·̂ ’ notation refers only to time-reversal (without spatial reflection).

Denote the MAP exponent of (H+, J+) by Ψ+ and that of (H−, J−) by Ψ−.
The Wiener–Hopf factorisation can be expressed in the following result, which is
really a corollary of the more general Theorem B.1 proven in Appendix B.
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Theorem 2.1. Suppose that J is irreducible with invariant distribution π. For
suitable normalisation of the local times of the process and its dual at the supremum,

−Ψ(θ) = ∆−1
π Ψ−(−θ)⊤∆πΨ

+(θ), θ ∈ R.

The local times of (ξ, J) and (ξ̂, Ĵ) at the supremum are defined up to a mul-
tiplicative constant, possibly differing in each phase. Suppose that, due to this

effect, we see ladder height processes given for t ≥ 0 by (H̃±
t , J̃

±
t ) = (H±

A±
t

, J±
A±

t

),

where A±
t =

∫ t
0
a±
J±
s

ds and a± are positive vectors. It is not hard to see that these

processes have exponents Ψ̃±(θ) = ∆a±Ψ±(θ), for θ ∈ R, and so the Wiener-Hopf
factorisation above can be expressed in the equation

(2.1) −Ψ(θ) = ∆−1
π Ψ̃−(−θ)⊤∆π∆bΨ̃

+(θ), θ ∈ R,

where bi =
1

a+i a
−
i

. On the other hand, if one starts from a factorisation of form

(2.1), then by choosing local times with a different normalisation, one can recover
Theorem 2.1.

Our analytical approach to study the MAP Wiener–Hopf factorisation funda-
mentally relies on the theory developed by Vigon in [47, 48], which allows to trans-
late the Wiener–Hopf factorisation of a characteristic Lévy exponent into a convo-
lution identity on the space of tempered distributions. Denote by S(R) the usual
Schwartz space of rapidly decreasing functions φ : R → C. Tempered distributions
are the elements of its dual space S ′(R). We define the Fourier transform of a
function φ ∈ S(R) by Fφ(x) :=

∫
R φ(y)e

ixy dy, x ∈ R. The Fourier transform is an
isomporphism on S(R), which is extended on the space of tempered distributions
via the duality relation ⟨FT, φ⟩ = ⟨T,Fφ⟩, φ ∈ S(R), for a given tempered distri-
bution T ∈ S ′(R). We also recall that for T ∈ S ′(R), its distributional derivative
is specified by ⟨T ′, φ⟩ = −⟨T, φ′⟩ for φ ∈ S(R).

To make the connection to the MAP Wiener–Hopf factorisation, let ψ be the
characteristic exponent of a Lévy process with characteristic triplet (a, σ,Π) and
killing rate † and κ be the characteristic exponent of a finite variation Lévy process
with drift d, Lévy measure Λ and killing rate †, i.e., for x ∈ R,

ψ(x) = − †+iax− σ2

2
x2 +

∫
R
(eixy − 1− 1[−1,1](y)ixy)Π(dy),

κ(x) = −†+ idx+

∫
R
(eixy − 1)Λ(dy).

By the integrability properties of Π and Λ, for any φ ∈ S(R), the compensated
integrals

⟨
L2Π, φ⟩ :=

∫
R
(φ(x)− 1− 1[−1,1](x)φ

′(x))Π(dx), ⟨
L
Λ, φ⟩ :=

∫
R
(φ(x)− 1)Λ(dx),

are well defined. In fact, these relations define tempered distributions
L2Π ∈ S ′(R)

and
L
Λ ∈ S ′(R), which now allow us to express ψ, κ (interpreted as tempered

distributions induced by the slowly growing functions ψ, κ via ⟨ψ,φ⟩ :=
∫
ψφ and

⟨κ, φ⟩ :=
∫
κφ) as Fourier transforms of tempered distributions:

(2.2) F
{
− †δ − aδ′ +

σ2

2
δ′′ +

L2Π
}
= ψ, F

{
− †δ − dδ′ +

L
Λ
}
= κ.
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The elements of the matrix product in the rhs of (1.3) are given as linear combina-
tions of products fg of (i) a subordinator exponent f with a negative subordinator
exponent g, or (ii) a (negative or positive) subordinator exponent f and the Fourier
transform of a finite measure g = Fµ, or (iii) Fourier transforms of finite measures.
Since all of these factors are locally bounded and have polynomial growth, their
products again induce a tempered distribution, which by (2.2) is given by the
Fourier transform of two tempered distributions. Moreover, for any characteristic
Lévy exponent ψ, by splitting

L2Π into its restrictions on [−1, 1] and [−1, 1]c, it is
clear from (2.2) that the tempered distribution F−1ψ can be split into the sum of
a tempered distribution with compact support [−1, 1] and a tempered distribution
induced by the finite measure Π|[−1,1]c , see also [48, Proprieté 3.9].

Consequently, standard convolution theorems for tempered distributions show
that for factors f, g as above with f = FT, g = FS and S, T as in (2.2) or induced
by a finite measure it holds that F−1(fg) = S ∗ T , with the usual definition of
convolutions of appropriate tempered distributions. Thus, by taking inverse Fourier
transforms, the MAPWiener–Hopf factorisation can be interpreted component wise
in the sense of equalities of tempered distributions associated either to characteristic
Lévy exponents or finite measures with a linear combination of convolved tempered
distributions having factors of these types.

3. Friendship of MAPs

The matrix Wiener–Hopf factorisation (1.3) motivates the following definition.

Definition 3.1. Let π ∈ (0, 1]n be a stochastic vector and (H+, J+) and (H−, J−)
be Markov additive subordinators. We say that (H+, J+) is a π-friend of (H−, J−)
if there exists a Markov additive process (ξ, J), such that

(3.1) Ψ(θ) = −∆−1
π Ψ−(−θ)⊤∆πΨ

+(θ), θ ∈ R,
and π⊤Ψ(0) ≤ 0⊤. Here, ∆π = diag(π) and Ψ,Ψ+ and Ψ− are the MAP expo-
nents of (ξ, J), (H+, J+) and (H−, J−), respectively. In this case, we call (ξ, J)
the bonding MAP of the π-friends (H+, J+) with (H−, J−).

While the requirement (3.1) is motivated by the matrix Wiener–Hopf factorisa-
tion, the additional condition π⊤Ψ(0) ≤ 0⊤ makes sure that π is a valid candidate
for an invariant distribution of the modulator J . This also entails that, as suggested
by the name, π-friendship is a symmetric relation:

Proposition 3.2. (H+, J+) is a π-friend of (H−, J−) if, and only if, (H−, J−)
is a π-friend of (H+, J+).

Proof. Consider the matrix function

(3.2) Ψ̂(θ) = ∆−1
π Ψ(−θ)⊤∆π = −∆−1

π Ψ+(−θ)⊤∆πΨ
−(θ).

This function meets the conditions of Lemma A.1. In particular, the inequality

π⊤Ψ(0) ≤ 0⊤ ensures that condition (iii) of that lemma is satisfied for Ψ̂; and in

turn, the condition π⊤Ψ̂(0) ≤ 0⊤ is implied by (iii) for Ψ. □

Proposition 3.2 says that the bonding MAP of (H−, J−) with (H+, J+) is equal
to the π-dual of the bonding MAP of (H+, J+) with (H−, J−). As a consequence
of this result, we will often refer to two MAPs as being π-friends, rather than
imposing an order.

Our goal in this section is two-fold:
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(1) given two π-friends, express the Lévy measure matrix of the bonding MAP
in terms of π and the Lévy measure matrices of the friends;

(2) find necessary and sufficient criteria for two MAP subordinators to be π-
friends.

3.1. The Lévy measure matrix of the bonding MAP. Let us now investigate
the relationship between the Lévy measure matrices of friends and their bonding
MAP, complementing the équations amicales inversés for MAPs derived in [16] and
extending the équations amicales for Lévy processes in [48].

The following results show that the Lévy characteristics and transitional jumps
of friends must satisfy certain compatibility conditions. The proofs of the propo-
sitions will be given along the proof of Theorem 3.10. Proposition 3.3, describing
the existence of densities of the jump measures associated to π-friends subject
to existence of Lévy drifts of the respective friend is the natural generalization
of Proposition 3.1 in [48]. Proposition 3.4 and the following corollary demonstrate
that transitional jumps and Lévy jumps in a friendship must be finely synchronized.
This aspect has no counterpart for friendships of Lévy processes and is among the
reasons why constructing explicit examples of MAP friendships is far from being a
trivial extension of the strategy known for Lévy friendships.

The measures

χ+
i (dx) = d+i δ0(dx) + 1(0,∞)(x)Π

+
i (x) dx,

and

χ̃−
i (dx) = d−i δ0(dx) + 1(−∞,0)(x)Π̃

−
i (x) dx,

defined for x ∈ R and i ∈ [n], will play an important role throughout the section.
Probabilistically, χ+

i can be interpreted as the invariant measure of the overshoot

process associated to (an unkilled version of) H+,(i), and χ̃−
i (−dx) as the same

quantity for H−,(i); see [16, Theorem 3.10].

Proposition 3.3. Suppose that (H+, J+) is a π-friend of (H−, J−). Then, for
any i ∈ [n], Π±

i has a density ∂Π±
i on (0,∞) if d∓i > 0, which has a càdlàg version.

Moreover, for any i, j ∈ [n] with i ̸= j, F±
i,j restricted to (0,∞) has a density f±i,j if

d∓i > 0, which can also be chosen càdlàg.

Proposition 3.4. Suppose that (H+, J+) is a π-friend of (H−, J−). Then, for
any i, j ∈ [n] with i ̸= j, it holds that

q+i,jF
+
i,j ∗ χ̃

−
i (dx)−

π(j)

π(i)
q−j,iF̃

−
j,i ∗ χ

+
j (dx) = νi,j(x) dx, x ∈ R,

for some finite signed measure νi,j with νi,j(R) = 0. Moreover,

qi,jFi,j({0}) = (†−i − q−i,i)q
+
i,jF

+
i,j({0}) + (†+j − q+j,j)

π(j)

π(i)
q−j,iF

−
j,i({0})− νi,j({0})

−
∑
k ̸=i,j

π(k)

π(i)
q−k,iq

+
k,jF̃

−
k,i ∗ F

+
k,j({0}).

Corollary 3.5. Suppose that (H+, J+) is a π-friend of (H−, J−) and that the
measures F±

i,j are continuous on (0,∞) for distinct i, j ∈ [n]. Then,

∆−
dΠ

+({0}) = ∆−1
π

(
∆+
dΠ

−({0})
)⊤

∆π.
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Proof. By Proposition 3.4, the measure q+i,jF
+
i,j ∗ χ̃

−
i − π(j)

π(i) q
−
j,iF̃

−
j,i ∗χ

+
j is absolutely

continuous. Using that the measures F±
i,j are continuous on (0,∞), we obtain for

i ̸= j that

0 = q+i,jF
+
i,j ∗ χ̃

−
i ({0})−

π(j)

π(i)
q−j,iF̃

−
j,i ∗ χ

+
j ({0})

= d−i q
+
i,jF

+
i,j({0})− d+j

π(j)

π(i)
q−j,iF

−
j,i({0}),

which implies

d−i q
+
i,jF

+
i,j({0}) = d+j

π(j)

π(i)
q−j,iF

−
j,i({0}),

proving the claim. □

The following statement refines the characterisation of the Lévy measures Π+
i

and Π−
i of π-friends in terms of càdlàg densities whenever d−i > 0 and d+i > 0,

resp., as stated above. The proof is almost identical to that of Théorème 6.4.1 in
[47] if we take into account the équations amicales of MAPs given in Theorem 3.10
below and is therefore omitted.

Proposition 3.6. Suppose that (H+, J+) is a π-friend of (H−, J−). Then, for
any i ∈ [n], if d∓i > 0 the measure Π±

i restricted to (0,∞) has a càdlàg density
∂Π±

i = η±i , where η
±
i is a signed measure on (0,∞).

The necessary conditions for friendship given in Proposition 3.3, Proposition
3.4 and Proposition 3.6 together with the characterisation of MAP exponents in
Lemma A.1 motivate the following definition.

Definition 3.7. A MAP subordinator (H+, J+) is called π-compatible with a
MAP subordinator (H−, J−) if the following conditions are satisfied:

(i) for any distinct i, j ∈ [n], if d∓i > 0, the measures Π±
i and F±

i,j restricted to

(0,∞) have càdlàg densities ∂Π±
i and f±i,j , respectively, where ∂Π

±
i is given

as the right tail of signed measures η±i on (0,∞);
(ii) for any distinct i, j ∈ [n], there exists a finite signed measure νi,j such that

νi,j(R) = 0 and

(3.3) q+i,jF
+
i,j ∗ χ̃

−
i (dx)−

π(j)

π(i)
q−j,iF̃

−
j,i ∗ χ

+
j (dx) = νi,j(x) dx, x ∈ R,

and moreover

0 ≤ (†−i − q−i,i)q
+
i,jF

+
i,j({0}) + (†+j − q+j,j)

π(j)

π(i)
q−j,iF

−
j,i({0})− νi,j({0})

−
∑
k ̸=i,j

π(k)

π(i)
q−k,iq

+
k,jF̃

−
k,i ∗ F

+
k,j({0});

(3.4)

(iii) the vector ∆−1
π Ψ−(0)⊤∆πΨ

+(0)1 is nonnegative.
(iv) the vector π⊤∆−1

π Ψ−(0)⊤∆πΨ
+(0) is nonnegative.

Remark 3.8. (i) When (H+, J+) is unkilled, (iii) is satisfied and the vector in
question is zero; and when (H−, J−) is unkilled, the same applies to (iv).

(ii) If condition (i) of π-compatibility holds, then condition (ii) is equivalent
to:
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(a) q+i,jd
−
i F

+
i,j({0})−

π(j)
π(i) q

−
j,id

+
i F

−
j,i({0}) = 0,

(b) the expression

q+i,j

(∫
R
1{y≥0,y>x}Π

−
i (y − x)F+

i,j(dy) + d−i f
+
i,j(x)

)
− π(j)

π(i)
q−j,i

(∫
R
1{y≥0,−x<y}Π

+
j (x+ y)F−

j,i(dy) + d+j f
−
j,i(−x)

)
is a.e. equal to a right-continuous, bounded variation function of x,
denoted ni,j(x), whose limit as x→ ±∞ is 0, and

(c) the inequality

(†−i − q−i,i)q
+
i,jF

+
i,j({0}) + (†+j − q+j,j)

π(j)

π(i)
q−j,iF

−
j,i({0})

−
∑
k ̸=i,j

π(k)

π(i)
q−k,iq

+
k,jF̃

−
k,i ∗ F

+
k,j({0})− lim

x↓0
ni,j(x) + lim

x↑0
ni,j(x) ≥ 0

holds.

Lemma 3.9. (H+, J+) is π-compatible with (H−, J−) if, and only if, (H−, J−) is
π-compatible with (H+, J+).

Proof. We prove one direction of the equivalence, the other following immediately
by swapping (H+, J+) and (H−, J−). Clearly, condition (i) for π-compatibility
between (H−, J−) and (H+, J+) is satisfied since (H+, J+) is assumed to be π-
compatible with (H−, J−). Next, we have

− π(i)

π(j)

(
q−i,jF

−
i,j ∗ χ̃

+
i (dx)−

π(j)

π(i)
q+j,iF̃

+
j,i ∗ χ

−
j (dx)

)
= q+j,iF̃

+
j,i ∗ χ

−
j (dx)−

π(i)

π(j)
q−i,jF

−
i,j ∗ χ̃

+
i (dx)

= q+j,iF
+
j,i ∗ χ̃

−
j (−dx)− π(i)

π(j)
q−i,jF̃

−
i,j ∗ χ

+
i (−dx)

= νj,i(−x) dx
= −νj,i(−x) dx
= −ν̃j,i((−∞, x]) dx,

where for the penultimate line we used νj,i(R) = 0. Thus, (3.3) holds with with the
role of (H±, J±) reversed and νi,j replaced by the finite signed measure ρi,j(dx) =
π(j)
π(i) νj,i(− dx), for which ρi,j(R) = 0. Moreover,

π(i)

π(j)

(
(†+i − q+i,i)q

−
i,jF

−
i,j({0}) + (†−j − q−j,j)

π(j)

π(i)
q+j,iF

+
j,i({0})− ρi,j({0})

−
∑
k ̸=i,j

π(k)

π(i)
q+k,iq

−
k,jF̃

+
k,i ∗ F

−
k,j({0})

)
= (†−j − q−j,j)q

+
j,iF

+
j,i({0}) +

π(i)

π(j)
(†+i − q+i,i)q

−
i,jF

−
i,j({0})− νj,i({0})

−
∑
k ̸=i,j

π(k)

π(j)
q+k,iq

−
k,jF̃

+
k,i ∗ F

−
k,j({0})
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≥ 0,

by the assumption that (H+, J+) is π-compatible with (H−, J−). Consequently,
(3.4) is satisfied as well with the role of (H±, J±) reversed and ρi,j in place
of νi,j . We next need to verify that (a) ∆−1

π Ψ+(0)⊤∆πΨ
−(0)1 using hypoth-

esis (b) π⊤∆−1
π Ψ−(0)⊤∆πΨ

+(0) ≥ 0⊤. Statement (b) is equivalent to 0 ≤
1⊤Ψ−(0)⊤∆πΨ

+(0) and statement (a) is equivalent to

0⊤ ≤ ∆π

(
∆−1
π Ψ+(0)⊤∆πΨ

−(0)1
)
=

(
1⊤Ψ−(0)⊤∆πΨ

+(0)
)⊤
.

It follows that (b) implies (a). The proof that π⊤∆−1
π Ψ+(0)⊤∆πΨ

−(0) is nonneg-
ative is analogous. □

Given two π-compatible MAP subordinators (H+, J+) and (H−, J−), let

∂Π+(x) := (∂Π+
i (x)1{i=j} + q+i,jf

+
i,j(x)1{i ̸=j})i,j=1,...,n, x > 0,

where ∂Π+
i is the absolutely continuous part of the measure Π+

i and f+i,j the ab-

solutely continuous part of F+
i,j , and in case d−i > 0 we use the càdlàg versions

guaranteed by the definition of π-compatibility. We call ∂Π+ the Lévy density
matrix of (H+, J+), and define ∂Π− for (H−, J−) analogously.

Theorem 3.10 (Équations amicales for MAPs). Suppose that (H+, J+) is a π-
friend of (H−, J−). Then, for a.e. x > 0

(3.5) Π(x,∞) =

∫ ∞

x+

∆−1
π

(
Π−(y − x)−Ψ−(0)

)⊤
∆πΠ+(dy) +∆−

d ∂Π
+(x),

and for a.e. x < 0

Π(−∞, x)

=

∫ ∞

(−x)+
∆−1
π

(
Π−(dy)

)⊤
∆π

(
Π+(y + x)−Ψ+(0)

)
+∆−1

π

(
∆+
d ∂Π

−(−x)
)⊤

∆π.

(3.6)

Proof of Propositions 3.3 and 3.4 and Theorem 3.10. Let us define the measures

Π̃−
i (dx) = Π−

i (−dx) and F̃−
i,j(dx) = F−

i,j(−dx) and recall (2.2). Taking inverse

Fourier transforms on both sides of (3.1) (intepreted in the sense of distributions)
we obtain for i = j,

(qi,i − †i)δ − aiδ
′ +

1

2
σ2
i δ

′′ +
L2Πi

= −
((

(q−i,i − †−i )δ + d−i δ
′ +

L
Π̃−
i

)
∗
(
(q+i,i − †+i )δ − d+i δ

′ +
L
Π+
i

)
+
∑
k ̸=i

π(k)

π(i)
q−k,iq

+
k,iF̃

−
k,i ∗ F

+
k,i

)
.

(3.7)

Above, all convolutions are well defined since
L
Π̃−
i and

L
Π+
i can both be de-

composed into the sum of a distribution with compact support and a distribu-
tion induced by a finite measure, respectively (see also Proprieté 3.9 in [48]). Let
ϱ(x) = 1(0,∞)(x)− 1(−∞,0)(x), Πi(x) = 1(0,∞)(x)Πi(x,∞) + 1(−∞,0)(x)Πi(−∞, x)

and Π̃−
i (x) = 1(−∞,0)(x)Π̃

−
i (−∞, x). Then, (

L
ϱΠi)

′ = −
L2Πi + ciδ

′ for some con-

stant ci ∈ R and (Π̃−
i )

′ =
L
Π̃−
i by Lemma 3.12 in [48]. Moreover, it is easily
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shown that for F̃−
i,j(x) = 1R−(x)F̃

−
i,j([x, 0]) we have (F̃−

i,j)
′ = −F̃−

i,j . Thus, taking

primitives on both sides of (3.7) we obtain

(qi,i − †i)1R− + aiδ − 1
2σ

2
i δ

′ +
L
ϱΠi

=
(
(†−i − q−i,i)1R− + d−i δ + Π̃−

i

)
∗
(
(q+i,i − †+i )δ − d+i δ

′ +
L
Π+
i

)
−
∑
k ̸=i

π(k)

π(i)
q−k,iq

+
k,iF̃

−
k,i ∗ F

+
k,i + ciδ + cint,

for some integration constant cint ∈ R. By resticting to (0,∞) this implies that we
have the following equality of distributions in D′

(0,∞):

Πi|(0,∞)

=
(
(†−i − q−i,i)1R− + d−i δ + Π̃−

i

)
∗Π+

i |(0,∞)

−
∑
k ̸=i

π(k)

π(i)
q−k,iq

+
k,iF̃

−
k,i ∗ F

+
k,i|(0,∞) + cint

= (†−i − q−i,i)Π
+
i |(0,∞) + d−i Π

+
i |(0,∞) + Π̃−

i ∗Π+
i |(0,∞)

−
∑
k ̸=i

π(k)

π(i)
q−k,iq

+
k,iF̃

−
k,i ∗ F

+
k,i|(0,∞) + cint.

(3.8)

Here we used Proprieté 3.8 in [48], telling us that for tempered distributions S, T ,
where T is supported on R− and the convolution T ∗S is well defined as a tempered
distribution, it holds (T ∗ S)|(0,∞) = (T ∗ S|(0,∞))|(0,∞). Since all other terms

are distributions induced by some function on (0,∞), it follows that if d−i > 0,
Π+
i |(0,∞) is also induced by a function, i.e. Π+

i possesses a Lebesgue density ∂Π+
i

on (0,∞). Let us first show that cint = 0. Let φ ∈ D(0,∞) be non-negative with

supp(φ) ⊂ (0, 1), ∥φ∥∞ ≤ 1,
∫
φ = 1/2 and φz = φ(· − z) for z > 0. Then, with

multiple uses of Fubini,∫
R
φz(x)Π̃

−
i ∗Π+

i (x) dx

≤
∫ z+1

z

Π̃−
i ∗Π+

i (x) dx

=

∫ 0

−∞

∫ ∞

0

1(z,z+1)(x+ y)Π+
i (dx)Π̃

−
i (y) dy

=

∫ ∞

0

Π+
i ((z + y, z + y + 1))Π−

i (y) dy

≤ Π+
i ((z, z + 2))

∫ 1

0

Π−
i (y) dy +

∫ ∞

1

Π+
i ((z + y, z + y + 1))Π−

i (y) dy

≤ Π+
i ((z, z + 2))

∫ 1

0

Π−
i (y) dy +Π−

i (1)

∫ ∞

1+z

∫ u−(z+1)

(u−(z+2))∨1

dyΠ+
i (du)

≤ Π+
i ((z, z + 2))

∫ 1

0

Π−
i (y) dy

+Π−
i (1)

(
Π+
i (z + 2,∞) +

∫ z+2

z+1

(u− z − 1)Π+
i (du)

)
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≤ Π+
i ((z, z + 2))

∫ 1

0

Π−
i (y) dy +Π−

i (1)Π
+
i (z + 1,∞),

which establishes

(3.9)

∫
R
φz(x)Π̃

−
i ∗Π+

i (x) dx −→
z→∞

0.

Writing

µ = Πi|(0,∞) − (†−i − q−i,i)Π
+
i |(0,∞) − d−i Π

+
i |(0,∞) − Π̃−

i ∗Π+
i |(0,∞)

+
∑
k ̸=i

π(k)

π(i)
q−k,iq

+
k,iF̃

−
k,i ∗ F

+
k,i|(0,∞),

it therefore follows from (3.8) that

cint
2

= cint

∫
φz(x) dx = ⟨µ, φz⟩ −→

z→∞
0,

hence cint = 0. Next, let us show that if d−i > 0, ∂Π+
i has a càdlàg version.

Reordering (3.8) using cint = 0 we obtain

Πi|(0,∞) − (†−i − q−i,i)Π
+
i |(0,∞) +

∑
k ̸=i

π(k)

π(i)
q−k,iq

+
k,iF̃

−
k,i ∗ F

+
k,i|(0,∞)

= d−i Π
+
i |(0,∞) + Π̃−

i ∗Π+
i |(0,∞).

(3.10)

Since the left hand side is a distribution induced by a function that is bounded
away from 0 it follows that the Lebesgue density of Π+

i has a version g+i that is
bounded away from zero as well, i.e., for any x > 0 it holds that

(3.11) sup
z≥x

g+i (z) <∞.

Integration by parts then shows

Π̃−
i ∗Π+

i (x) =

∫
(0,∞)

∫ x+y

x

g+i (z) dzΠ
−
i (dy),

such that dominated convergence in conjunction with (3.11) and the integrability

properties of the Lévy measure Π−
i readily imply that x 7→ Π̃−

i ∗Π
+
i (x) is continuous

on (0,∞). Hence, the function

∂Π+
i (x) :=

1

d−i

(
Πi|(0,∞)(x)− (†−i − q−i,i)Π

+
i |(0,∞)(x)

+
∑
k ̸=i

π(k)

π(i)
q−k,iq

+
k,i

∫
(x,∞)

F−
k,i([0, y − x))F+

k,i(dy)− Π̃−
i ∗ g+i (x)

)
, x > 0,

is càdlàg and by (3.10) is the desired càdlàg version of the Lebesgue density of Π+
i

on (0,∞).
It now follows from above that the equality (3.8) of distributions in D′

(0,∞) trans-

lates to the equality of functions

Πi(x,∞) = (†−i − q−i,i)Π
+
i (x) + d−i ∂Π

+
i (x) +

∫ ∞

x+

Π−
i (y − x)Π+

i (dy)

−
∑
k ̸=i

π(k)

π(i)
q−k,iq

+
k,i

∫ ∞

x+

F−
k,i([0, y − x])F+

k,i(dy),
(3.12)
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which holds for a.e. x > 0.
Next, for i ̸= j, it follows again by taking inverse Fourier transforms on the

(i, j)th entry of (3.1) that

qi,jFi,j = −
{
q+i,j

(
(q−i,i − †−i )δ + d−i δ

′ +
L
Π̃−
i

)
∗ F+

i,j

+
π(j)

π(i)
q−j,iF̃

−
j,i ∗

(
(q+j,j − †+j )δ − d+j δ

′ +
L
Π+
j

)
+

∑
k ̸=i,j

π(k)

π(i)
q−k,iq

+
k,jF̃

−
k,i ∗ F

+
k,j

}
.

(3.13)

From this it follows that

q+i,jF
+
i,j ∗

(
d−i δ

′ +
L
Π̃−
i

)
+
π(j)

π(i)
q−j,iF̃

−
j,i ∗

(
− d+j δ

′ +
L
Π+
j

)
= q+i,jF

+
i,j ∗

(
χ̃−
i

)′ − π(j)

π(i)
q−j,iF̃

−
j,i ∗

(
χ+
j

)′
=

(
q+i,jF

+
i,j ∗ χ̃

−
i − π(j)

π(i)
q−j,iF̃

−
j,i ∗ χ

+
j

)′
,

must be induced by a finite signed measure. By Lemma A.2, this implies the
existence of a finite signed measure νi,j such that

(3.14) q+i,jF
+
i,j ∗ χ̃

−
i − π(j)

π(i)
q−j,iF̃

−
j,i ∗ χ

+
j = νi,j + c

for some c ∈ R. Letting φz as before and arguing as in (3.9), we obtain

(3.15) lim
z→∞

∫
φz(x)Π̃

−
i ∗F

+
i,j(x) dx = 0, lim

z→−∞

∫
φz(−x)q−j,iF̃

−
j,i∗Π

+
j (x) dx = 0.

Since for x > z > 0 we have F̃−
j,i ∗ Π+

j (x) ≤ Π+
j (z) and for x < z < 0 it holds

Π̃−
i ∗ F+

i,j(x) ≤ Π−
i (−z), we obtain

(3.16) lim
z→−∞

∫
φz(−x)Π̃−

i ∗F
+
i,j(x) dx = 0, lim

z→∞

∫
φz(x)q

−
j,iF̃

−
j,i∗Π

+
j (x) dx = 0.

Consequently, using also limx→−∞ νi,j(x) = 0, it follows

c

2
=

∫
φz(−x) dx =

〈
q+i,jF

+
i,j ∗ χ̃

−
i − π(j)

π(i)
q−j,iF̃

−
j,i ∗ χ

+
j − νi,j , φz(−·)

〉
−→
z→−∞

0,

whence, c = 0. Since νi,j is finite we may now write

q+i,jF
+
i,j ∗ χ̃

−
i − π(j)

π(i)
q−j,iF̃

−
j,i ∗ χ

+
j = νi,j(R)− νi,j .

Hence, from νi,j(x) −→
x→∞

0 and (3.15), (3.16) it follows

νi,j(R)
2

= νi,j(R)
∫
φz(x) dx =

〈
q+i,jF

+
i,j ∗ χ̃

−
i − π(j)

π(i)
q−j,iF̃

−
j,i ∗ χ

+
j + νi,j , φz

〉
−→
z→∞

0,

whence, νi,j(R) = 0. We now also obtain from (3.13),

qi,jFi,j({0}) = (†−i − q−i,i)q
+
i,jF

+
i,j({0}) + (†+j − q+j,j)

π(j)

π(i)
q−j,iF

−
j,i({0})− νi,j({0})
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−
∑
k ̸=i,j

π(k)

π(i)
q−k,iq

+
k,jF̃

−
k,i ∗ F

+
k,j({0}).

Taking everything together establishes Proposition 3.4. Let now

F i,j(x) = Fi,j((x,∞))1(0,∞)(x) + Fi,j((−∞, x))1(−∞,0)(x).

Then, (ϱF i,j)
′ = −Fi,j + δ, and hence, together with the considerations above we

obtain by taking primitives on (3.13)

ϱqi,jF i,j = q+i,j
(
(†−i − q−i,i)1R− + d−i δ + Π̃−

i

)
∗ F+

i,j

− π(j)

π(i)
q−j,iF̃

−
j,i ∗

(
(q+j,j − †+j )δ − d+j δ

′ +
L
Π+
j

)
−

∑
k ̸=i,j

π(k)

π(i)
q−k,iq

+
k,jF̃

−
k,i ∗ F

+
k,j − qi,j1R− + cint,

where cint is an integration constant. Similarly to the on-diagonal case above,
restricting to (0,∞) shows that F+

i,j possesses a càdlàg density f+i,j whenever d
−
i > 0

(recall that F+
i,j was chosen to be trivial on (0,∞) when q+i,j = 0) and that for a.e.

x > 0

qi,jFi,j(x,∞) = q+i,j

(
(†−i − q−i,i)F

+
i,j(x) + d−i f

+
i,j(x) +

∫ ∞

x+

Π−
i (y − x)F+

i,j(dy)
)

− π(j)

π(i)
q−j,i

∫ ∞

x+

F−
j,i([0, y − x]) Π+

j (dy)

−
∑
k ̸=i,j

π(k)

π(i)
q−k,iq

+
k,j

∫ ∞

x+

F−
k,i([0, y − x])F+

k,j(dy)

= q+i,j

(
(†−i − q−i,i)F

+
i,j(x) + d−i f

+
i,j(x) +

∫ ∞

x+

Π−
i (y − x)F+

i,j(dy)
)

+
π(j)

π(i)

(
q−j,i

∫ ∞

x+

F−
j,i(y − x)Π+

j (dy)− q−j,iΠ
+
j (x)

)
+

∑
k ̸=i,j

π(k)

π(i)

(
q−k,iq

+
k,j

∫ ∞

x+

F−
k,i(y − x)F+

k,j(dy)− q−k,iq
+
k,jF

+
k,j(x)

)
.

(3.17)

Above, cint = 0 follows by arguing as in the on-diagonal case and using (3.15),
(3.16). Combining (3.12) and (3.17) yields (3.5). Relation (3.6) and the claims on
existence of càdlàg densities of F−

i,j and Π−
i whenever d+i > 0 are proved analogously.

□

3.2. Characterisation of friendship. We are now ready to fully characterise
friendships of MAPs. Combining Theorem 3.11 with Theorem 3.10 yields our main
result Theorem 1.4.

Theorem 3.11 (Theorem of friends for MAPs). Two MAP subordinators (H+, J+)
and (H−, J−) are π-friends if, and only if, they are π-compatible and the matrix-
valued function

Υ(x) =
{∫ ∞

x+

∆−1
π

(
Π−(y − x)−Ψ−(0)

)⊤
∆πΠ+(dy) +∆−

d ∂Π
+(x)

}
1(0,∞)(x)
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+
{∫ ∞

(−x)+
∆−1
π

(
Π−(dy)

)⊤
∆π

(
Π+(y + x)−Ψ+(0)

)
+∆−1

π

(
∆+
d ∂Π

−(−x)
)⊤

∆π

}
1(−∞,0)(x),

where x ∈ R, is a.e. equal to a function decreasing on (0,∞) and increasing on
(−∞, 0).

Proof. By symmetry, we need only to prove that (H+, J+) is a π-friend of (H−, J−)
if, and only if, (H+, J+) is π-compatible with (H−, J−) and Υ is a.e. equal to a
function decreasing on (0,∞) and increasing on (−∞, 0).

Necessity of π-compatibilty is an immediate consequence of the combined conclu-
sions of Lemma A.1, Proposition 3.3, Proposition 3.4 and Proposition 3.6. Necessity
of the monotonocity assumptions on Υ follows from Theorem 3.10 once we notice
that when (H+, J+) and (H−, J−) are π-friends with bonding MAP (ξ, J), we have

Υ(x) = Π(x,∞)1(0,∞)(x) +Π(−∞, x)1(−∞,0)(x), x ∈ R,

by the équations amicales. Let us therefore turn to sufficiency.
Condition (iii) of π-compatibility ensures that the right hand side of (3.1) sat-

isfies condition (iii) of Lemma A.1, so according to the same lemma, it suffices to
check the following two properties:

(A) The diagonal elements of the right-hand side of (3.1) can be written as
the Lévy–Khintchine exponent of a (killed) Lévy process, which is equiva-
lent to requiring that for any i ∈ [n], there exists a (positive) measure µi
integrating x 7→ 1 ∧ x2 and constants ci ∈ R, ki, τi ∈ R+ such that

−
((

(q−i,i − †−i )δ + d−i δ
′ +

L
Π̃−
i

)
∗
(
(q+i,i − †+i )δ − d+i δ

′ +
L
Π+
i

)
+
∑
k ̸=i

π(k)

π(i)
q−k,iq

+
k,iF̃

−
k,i ∗ F

+
k,i

)
=
L2µi − kiδ − ciδ

′ + τiδ
′′.

(3.18)

(B) The off-diagonal elements of (3.1) constitute the Fourier transform of a
finite measure, which is equivalent to requiring that for any i, j ∈ [n] with
i ̸= j, there exists a finite measure µi,j such that

µi,j

= −
(
q+i,j

(
(q−i,i − †−i )δ + d−i δ

′ +
L
Π̃−
i

)
∗ F+

i,j

+
π(j)

π(i)
q−j,iF̃

−
j,i ∗

(
(q+j,j − †+j )δ − d+j δ

′ +
L
Π+
j

)
+

∑
k ̸=i,j

π(k)

π(i)
q−k,iq

+
k,jF̃

−
k,i ∗ F

+
k,j

)
.

(3.19)

Let us start with (A). According to the first step of the proof of the Théorème
des amis in [47] (at this point (i) of π-compatibility comes into play), there exists
a signed measure µ̃i without an atom at 0 integrating x 7→ 1 ∧ x2 and a constant
c̃i ∈ R+ such that

−
(
(q−i,i − †−i )δ + d−i δ

′ +
L
Π̃−
i

)
∗
(
(q+i,i − †+i )δ − d+i δ

′ +
L
Π+
i

)
=
L2µ̃i − (q−i,i − †−i )(q

+
i,i − †+i )δ − c̃iδ

′ + d−i d
+
i δ

′′.
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Moreover, ν̃i = −
∑
k ̸=i

π(k)
π(i) q

−
k,iq

+
k,iF̃

−
k,i ∗ F

+
k,i(· ∩ {0}c) is a signed finite measure

without atom at 0 and mass

ν̃i(R) = −
∑
k ̸=i

π(k)

π(i)
q−k,iq

+
k,i(1− F̃−

k,i ∗ F
+
k,i({0})),

and thus, µi := µ̃i+ν̃i is a signed measure without atom at 0, integrating x 7→ 1∧x2.
Define

ki = (q−i,i − †−i )(q
+
i,i − †+i ) +

∑
k ̸=i

π(k)

π(i)
q−k,iq

+
k,i ≥ 0.

Letting further τi = d−i d
+
i ≥ 0 and

ci = c̃i −
∫
[−1,1]

x ν̃i(dx) ∈ R

we obtain (3.18). It remains to check that µi is a positive measure. To this end,
observe that taking primitives (compare to the proof of Theorem 3.10), we find

ki1R− + (ci + bi)δ − τiδ
′ +

L
ϱµi

=
(
(†−i − q−i,i)1R− + d−i δ + Π̃−

i

)
∗
(
(q+i,i − †+i )δ − d+i δ

′ +
L
Π+
i

)
−
∑
k ̸=i

π(k)

π(i)
q−k,iq

+
k,iF̃

−
k,i ∗ F

+
k,i + cint,

where bi ∈ R and cint is an integration constant. Restricting to (0,∞) and letting
x→ ∞ shows that cint = 0 and that for a.e. x > 0,

µi(x,∞) = Υi,i(x).

Similarly, we find for a.e. x < 0

µi(−∞, x) = Υi,i(x).

Since Υi,i is a.e. increasing on (0,∞) and a.e. decreasing on (−∞, 0) it follows that
the tails of µi are a.e. increasing on (−∞, 0) and a.e. decreasing on (0,∞). Since
the tails of µi are càglàd on (−∞, 0) and càdlàg on (0,∞), this establishes that the
tails are increasing on all of (−∞, 0) and decreasing on all of (0,∞). Thus, µi is
the tail of a positive measure, i.e., µi is a positive measure.

We proceed with (B). Combining condition (ii) of π-compatibility with Lemma
A.2, it follows that(

d−i δ
′ +

L
Π̃−
i

)
∗ q+i,jF

+
i,j +

(
− d+j δ

′ +
L
Π+
j

)
∗ π(j)
π(i)

q−j,iF̃
−
j,i

=
(
χ̃−
i ∗ q+i,jF

+
i,j − χ+

j ∗ π(j)
π(i)

q−j,iF̃
−
j,i

)′
= νi,j ,

and thus, (3.19) indeed defines a finite signed measure. It remains to show that
µi,j is positive. It follows, again with condition (ii) of π-compatibility,

µi,j({0}) = (†−i − q−i,i)q
+
i,jF

+
i,j({0}) + (†+j − q+j,j)

π(j)

π(i)
q−j,iF

−
j,i({0})− νi,j({0})

−
∑
k ̸=i,j

π(k)

π(i)
q−k,iq

+
k,jF̃

−
k,i ∗ F

+
k,j({0}) ≥ 0.
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Moreover, taking primitives and restricting to (0,∞) we find (compare this to
(3.17)) for a.e. x > 0

µi,j(x,∞) = Υi,j(x).

Similarly, for a.e. x < 0,

µi,j(−∞, x) = Υi,j(x).

Thus, our assumptions on Υ guarantee that the tails of µi,j are a.e. decreasing on
(0,∞) and a.e. increasing on (−∞, 0). Since the tails are càglàd on (−∞, 0) and
càdlàg on (0,∞) this establishes that the tails are increasing on all of (−∞, 0) and
decreasing on all of (0,∞). Together with µi,j({0}) ≥ 0 this establishes that µi,j is
a finite positive measure. □

In general, not only the central monotonicity conditions on Υ but also the nec-
essary requirement of π-compatibility makes engineering MAP friendships signif-
icantly harder than for Lévy processes. Especially condition (ii) of Definition 3.7
appears rather cumbersome and requires skilled matching of the Lévy measure ma-
trices of potential friends. In particular the possible existence of atoms at 0 for the
transitional jumps poses a significant challenge in constructing explicit examples of
friendships. We describe some ways to deal with this effect in Section 4, where we
develop an extension of Vigon’s theory of philanthropy.

3.3. Other properties of friendship. In this section we collect some simple im-
plications of π-friendship. In particular, in order to interpret the equation (3.1), it
is essential that the vector π be the invariant distribution of (an unkilled version of)
the bonding modulator J . The results in this section give some sufficient conditions
for this to hold.

Lemma 3.12. If (H+, J+) and (H−, J−) are π-friends and the bonding process
(ξ, J) is unkilled, then π is invariant for J .

Proof. When J is unkilled,Ψ(0)1 = 0. Together with this, the condition π⊤Ψ(0) ≤
0⊤ of π-friendship actually implies more: π⊤Ψ(0) = 0⊤. This means that π is
invariant for J . □

Lemma 3.13. Suppose that (H+, J+) is a π-friend of (H−, J−). Then, the bond-
ing MAP (ξ, J) is unkilled if, and only if, either

(3.20) −∆−1
π Ψ−(0)⊤∆π†+ = 0

or

(3.21) −∆−1
π Ψ+(0)⊤∆π†− = 0.

Moreover, if both (H+, J+) and (H−, J−) are irreducible, then the bonding MAP
is unkilled if, and only if, at least one of (H+, J+) or (H−, J−) is unkilled.

Proof. On the one hand, we have

† = −∆−1
π Ψ−(0)⊤∆πΨ

+(0)1 = −∆−1
π Ψ−(0)⊤∆π†+.

On the other hand, considering the bonding MAP (ξ̂, Ĵ) of (H−, J−) with

(H+, J+), and denoting its killing rates by †̂, we see by the same argument that

†̂ = −∆−1
π Ψ+(0)⊤∆π†−.
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If this is the zero vector, then by the preceding lemma, this implies that π is

invariant for Ĵ . Taking the π-dual of (ξ̂, Ĵ), as explained at the start of section 3,

we obtain (ξ, J) which is also killed at rate †̂ = 0.
We have proved that the bonding MAP is unkilled if, and only if, either (3.20) or

(3.21) holds. It follows immediately that, if either (H+, J+) or (H−, J−) is unkilled,
then so is the bonding MAP. For the converse, suppose that both (H+, J+) and
(H−, J−) are irreducible and killed. Then Ψ+(0) and Ψ−(0) are invertible by [17,
Theorem 6.2.26].

If the bonding MAP were unkilled, then one of (3.20) or (3.21) would have to be
true; but the former implies †+ = 0, and the latter implies †− = 0, both of which
are contradictions. Hence, (ξ, J) is killed. □

Lemma 3.14. Suppose that (H+, J+) and (H−, J−) are two unkilled MAP sub-
ordinators such that (3.1) is the matrix exponent of a MAP (ξ, J). Then (ξ, J) is
unkilled and π is invariant for J .

Proof. We observe that Ψ(0)1 = ∆−1
π Ψ−(0)⊤∆π†+ = 0 and that π⊤Ψ(0) =

(†−)⊤∆πΨ
+(0) = 0, and the claim follows. □

The significance of the (admittedly straightforward) result above is that it allows
one to ignore the condition π⊤Ψ(0) ≤ 0⊤ of π-friendship.

Lemma 3.15. Suppose that (H+, J+) and (H−, J−) are two subordinator MAP
exponents such that (3.1) is the matrix exponent of a MAP (ξ, J), and let Q be the
generator matrix of (the unkilled version of) the bonding modulator J ; that is,

−∆−1
π Ψ−(0)⊤∆πΨ

+(0) = Q−∆†,

where †i is the killing rate of J in state i. Then, π⊤Q = 0⊤ if, and only if,

(3.22) π⊤(∆−
† Ψ

+(0)−∆+
† Ψ

−(0)
)
= 0⊤.

Proof. Since Q is a generator matrix we have

†i =
n∑
j=1

n∑
k=1

π(k)

π(i)
(Ψ−(0))k,i(Ψ

+(0))k,j

and hence

(π⊤∆†)i = π(i)†i =
n∑
j=1

n∑
k=1

π(k)(Ψ−(0))k,i(Ψ
+(0))k,j

=

n∑
k=1

π(k)(Ψ−(0))k,i

n∑
j=1

(Ψ+(0))k,j

= −
n∑
k=1

π(k)(Ψ−(0))k,i†+k ,

where the last line follows from
∑n
j=1 q

+
k,j = 0 by definition of a generator matrix.

Moreover,(
π⊤(−∆−1

π Ψ−(0)⊤∆πΨ
+(0))

)
i
= −

n∑
j=1

(
Ψ−(0)⊤∆πΨ

+(0)
)
j,i
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= −
n∑
j=1

n∑
k=1

π(k)(Ψ−(0))k,j(Ψ
+(0))k,i

= −
n∑
k=1

π(k)(Ψ+(0))k,i

n∑
j=1

(Ψ−(0))k,j

=

n∑
k=1

π(k)(Ψ+(0))k,i†−k ,

where the last line is again a consequence of
∑n
j=1 q

−
k,j = 0 by definition of a

generator matrix. Thus, π⊤Q = 0⊤ if, and only if, for any i ∈ [n]

0 = (π⊤Q)i =

n∑
k=1

π(k)
(
−Ψ−(0)k,i †+k +Ψ+(0)k,i †−k

)
,

which is satisfied if, and only if,

π⊤(∆−
† Ψ

+(0)−∆+
† Ψ

−(0)
)
= 0⊤,

that is, if, and only if, (3.22) is satisfied. □

4. Markov additive fellowship

Having found a characterisation of Markov additive friendships, our aim is now to
find a version of Vigon’s theory of philanthropy, as summarized in [30, Section 6.6].
It emerges that the situation is rather more complicated in the Markov additive
world, and we instead term our relationship fellowship.

For Lévy processes, a philanthropist is a subordinator which is friends with an
unkilled pure drift [47], and it emerges that this is equivalent to having a decreasing
Lévy density.

Definition 4.1. We say that a MAP (ξ, J) is pure drift, if

ξt =

∫ t

0

dJs ds, t ∈ [0, ζ).

Friendship of a MAP subordinator with a pure drift MAP subordinator can be
characterised as follows with Theorem 3.11.

Lemma 4.2. A MAP subordinator (H+, J+) is the π-friend of a pure drift subor-
dinator (H−, J−) if, and only if, (H+, J+) is π-compatible with (H−, J−) and the
matrix function

−∆−1
π Ψ−(0)⊤∆πΠ

+(x) +∆−
d ∂Π

+(x), x > 0,

is decreasing.

Proof. This is a direct consequence of Theorem 3.11 once we observe that since Π−

is trivial on (0,∞) we have

Υ(x) = −∆−1
π Ψ−(0)⊤∆πΠ

+(x) +∆−
d ∂Π

+(x), x > 0. □

For MAPs, neither a decreasing Lévy measure matrix nor π-friendship with a
pure drift is a workable criterion for π-friendship with another process, or even with
another pure drift. This is already suggested by necessity of π-compatibility for
π-friendship, which entails specific balance conditions between the characteristics
of two friends, and cannot easily be reduced to a condition on only one of the pair.
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But even when π-compatibility holds, π-friendship may not. To be specific, take
n = 2, π = (1/2, 1/2)⊤, and consider the example of a MAP subordinator (H+, J+)
with transition rate matrix Q+ =

(−1 1
1 −1

)
, drift +1 in all phases, and jumps given

by Π+
i (dx) = e−x1{x>0} dx, for i = 1, 2 and F+

i,j(dx) =
1
2 (δ{0}(dx)+e

−x1{x>0} dx),

for i, j = 1, 2, i ̸= j. Let (H−, J−) be the pure drift subordinator with Q− = Q+

and H−
t = at. By directly checking the conditions of Theorem 3.11, one sees that

(H+, J+) is π-friends with (H−, J−) when a = 2 but not when a = 1/2.
We are motivated, therefore, to find conditions not on a single MAP subordina-

tor, but on a pair, which leads us to the notion of π-fellowship developed below.
We say that a MAP subordinator has a continuous, decreasing, differentiable

or convex Lévy density matrix ∂Π+ on (0,∞) if for every i, j ∈ [n], Π+
i,j has a

continuous, decreasing, differentiable or convex density, respectively, on (0,∞). In
case of differentiability we denote by ∂2Π+ the matrix-valued function on (0,∞)
defined by

(∂2Π+(x))i,j =
∂

∂x
(∂Π+(x))i,j , i, j ∈ [n], x > 0.

Definition 4.3. We say that a MAP subordinator (H+, J+) is a π-fellow of another
MAP subordinator (H−, J−) if they have decreasing Lévy density matrices ∂Π+

and ∂Π− on (0,∞), and the matrix functions

(4.1) −∆−1
π Ψ−(0)⊤∆πΠ

+(x) +∆−
d ∂Π

+(x), x > 0,

and

(4.2) −∆−1
π Ψ+(0)⊤∆πΠ

−(x) +∆+
d ∂Π

−(x), x > 0,

are decreasing.

Evidently, π-fellowship is a symmetric relation. We also note that any two Lévy
philanthropists are automatically fellows. With this terminology, Lemma 4.2 can
be reformulated in the following form:

A MAP subordinator (H+, J+) with a decreasing Lévy density matrix on (0,∞) is
a π-friend of a pure drift MAP subordinator (H−, J−) if, and only if, it is a

π-compatible π-fellow of (H−, J−).

Theorem 4.4. Two π-compatble MAP subordinators that are π-fellows of each
other are π-friends.

Proof. By assumption, (H+, J+) is π-compatible with (H−, J−). Therefore, it
follows from Theorem 3.11 that if we can show that Υ is decreasing on (0,∞) and
increasing on (−∞, 0), then (H+, J+) is a π-friend of (H−, J−). For x > 0 we have

Υ(x)

=

∫ ∞

0+

∆−1
π Π−(y)⊤∆π∂Π

+(x+ y) dy −∆−1
π Ψ−(0)⊤∆πΠ

+(x) +∆−
d ∂Π

+(x)

=: Υ(1)(x) +Υ(2)(x),

where Υ(1)(x) =
∫∞
0+

∆−1
π Π−(y)⊤∆π∂Π

+(x+y) dy and Υ(2)(x) = Υ(x)−Υ(1)(x).

Since ∂Π+ is decreasing by assumption, it follows that Υ(1) is decreasing as well.
Moreover, since (H+, J+) is a π-fellow of (H−, J−), Υ(2) is decreasing. Hence, Υ
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is decreasing on (0,∞). For x < 0 we have

Υ(x) =

∫ ∞

0+

∆−1
π ∂Π−(y − x)⊤∆πΠ

+(y) dy −∆−1
π

(
Π−(−x)

)⊤
∆πΨ

+(0)

+∆−1
π

(
∆+
d ∂Π

−(−x)
)⊤

∆π

=: Υ(3)(x) +Υ(4)(x),

where Υ(3)(x) =
∫∞
0+

∆−1
π ∂Π−(y−x)⊤∆πΠ

+(y) dy and Υ(4)(x) = Υ(x)−Υ(3)(x).

By assumption, ∂Π− is decreasing, which implies thatΥ(3) is increasing on (−∞, 0).
Finally, observe that on (−∞, 0),

∆−1
π Υ(4)(x)⊤∆π = −∆−1

π Ψ+(0)⊤∆πΠ
−(−x) +∆+

d ∂Π
−(−x), x < 0,

is increasing by (4.2). Since ∆π is a strictly positive diagonal matrix, this shows
that Υ(4)(x) is increasing on (−∞, 0). With the above, this now implies that Υ is
increasing on (−∞, 0) and it follows that (H+, J+) is a π-friend of (H−, J−). □

4.1. Construction of spectrally one-sided MAPs. In the setting of Lévy pro-
cesses, the concept of philanthropy makes the construction of Lévy processes out
of friends simple, since we can simply combine any two Lévy subordinators with
decreasing Lévy density. For MAPs, the story is much more involved.

The major stumbling block in proving π-friendship is not in satisfying the de-
creasing matrix condition of either Theorem 3.11 or the notion of π-fellowship, but
rather in proving π-compatibility. In order to provide simpler constructions for
MAPs, we focus on finding sufficient conditions for π-compatibility, beginning with
the case of spectrally one-sided MAPs. We set F± := (F±

i,j)i,j∈[n] and say that a
matrix A is an ML-matrix, if it has nonnegative off-diagonal entries.

Definition 4.5. Let (H±, J±) be MAP subordinators with decreasing Lévy density
matrices Π± on (0,∞) and let f±i,j be càdlàg versions of the Lebesgue densities of

F±
i,j on (0,∞). A MAP subordinator (H+, J+) is π-quasicompatible with another

MAP subordinator (H−, J−) if:

(i) for all i, j ∈ [n] with i ̸= j, the functions ψ±
i,j defined by

ψ+
i,j(x) =

(
d−i q

+
i,jf

+
i,j(x)−

π(j)

π(i)
q−j,iF

−
j,i({0})Π

+
j (x)

)
1(0,∞)(x), x ∈ R,(4.3)

ψ−
i,j(x) =

(
Π−
i (−x)q

+
i,jF

+
i,j({0})−

π(j)

π(i)
q−j,if

−
j,i(−x)d

+
j

)
1(0,∞)(−x), x ∈ R,(4.4)

are of bounded variation on R. Moreover, for

α+
i,j := lim

x↓0
ψ+
i,j(x), α−

i,j := lim
x↑0

ψ−
i,j(x),(4.5)

the matrix

(4.6) −∆−1
π

(
Ψ−(0)⊙ F−({0}

)⊤
∆π

(
Ψ+(0)⊙ F+({0})

)
−A

is an ML-matrix, where Ai,j = α+
i,j − α−

i,j for i ̸= j and Ai,i = 0;

(ii) it holds that

(4.7) ∆−
dΠ

+({0}) = ∆−1
π

(
∆+
dΠ

−({0})
)⊤

∆π;

(iii) the vector ∆−1
π Ψ−(0)⊤∆πΨ

+(0)1 is nonnegative.
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(iv) the vector π⊤∆−1
π Ψ−(0)⊤∆πΨ

+(0) is nonnegative.

Remark 4.6. If f+i,j is also differentiable on (0,∞), it is not hard to show that

ψ+
i,j has bounded variation if, for some ε > 0, the function x 7→ d−i q

+
i,j

∂
∂xf

+
i,j(x) +

π(j)
π(i) q

−
j,iF

−
j,i({0})∂Π

+
j (x) is integrable on (0, ε). An analogous statement is true for

ψ−
i,j . These conditions should therefore be understood as a way to say that d−i f

+
i,j

and F−
j,i({0})Π

+
j must compensate each other appropriately.

Again, π-quasicompatibility is a symmetric relation:

Lemma 4.7. If (H+, J+) is π-quasicompatible with (H−, J−), then (H−, J−) is
π-quasicompatible with (H+, J+).

Proof. It is clearly enough to verify (4.6) and (4.7) with swapped roles of Ψ+ and
Ψ−. Since (H+, J+) is π-quasicompatible with (H−, J−), it follows from (4.5) that

lim
x↓0

d+i q
−
i,jf

−
i,j(x)−

π(j)

π(i)
q+j,iF

+
j,i({0})Π

−
j (x) = −π(j)

π(i)
α−
j,i =: α̃

+
i,j

and

lim
x↑0

Π+
i (−x)q

−
i,jF

−
i,j({0})−

π(j)

π(i)
q+j,if

+
j,i(−x)d

−
j = −π(j)

π(i)
α+
j,i =: α̃

−
i,j .

Thus, if we denote Ã = (α̃+
i,j − α̃−

i,j)i,j∈[n] with α̃+
i,i = α̃−

i,i = 0, we have Ã =

∆−1
π A⊤∆π and therefore

∆−1
π

(
−∆−1

π

(
Ψ+(0)⊙ F+({0}

)⊤
∆π

(
Ψ−(0)⊙ F−({0})

)
− Ã

)⊤
∆π

= −∆−1
π

(
Ψ−(0)⊙ F−({0}

)⊤
∆π

(
Ψ+(0)⊙ F+({0})

)
−A.

Since a matrix M is an ML-matrix iff ∆−1
π M⊤∆π is an ML-matrix and

−∆−1
π

(
Ψ−(0)⊙ F−({0}

)⊤
∆π

(
Ψ+(0)⊙ F+({0})

)
−A

is an ML-matrix by assumption, it follows that

−∆−1
π

(
Ψ+(0)⊙ F+({0}

)⊤
∆π

(
Ψ−(0)⊙ F−({0})

)
− Ã

is an ML-matrix. Moreover, rearranging (4.7) yields that

∆+
dΠ

−({0}) = ∆−1
π

(
∆−
dΠ

+({0})
)⊤

∆π

and hence (H−, J−) is π-quasicompatible with (H+, J+). □

This yields the following characterisation of π-friendship with a pure drift.

Theorem 4.8. Let (H+, J+) be a MAP subordinator with decreasing Lévy density
matrix on (0,∞) and (H−, J−) be a pure drift MAP subordinator. Then, (H+, J+)
and (H−, J−) are π-compatible if, and only if, they are π-quasicompatible. In
particular, they are π-friends if, and only if, they are π-quasicompatible π-fellows.

Proof. Given Lemma 4.2 it is enough to show that, under the conditions in the re-
sult, the two processes are π-quasicompatible if, and only if, they are π-compatible.
To this end, first note that condition (i) of Definition 3.7 is automatically satisfied
by assumption, and that (iii) and (iv) of the definition of π-quasicompatibility are
the same as conditions (iii) and (ii) in Definition 3.7. Moreover, (ii) is necessary for
π-compatibility by Corollary 3.5. Let us therefore assume that (ii) holds. It now
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remains to show that condition (i) is equivalent to condition (ii) of Definition 3.7
in the special case of (H+, J+) having a decreasing and differentiable Lévy density
matrix on (0,∞) and (H−, J−) being pure drift. In this scenario, with (ii) in place
we have

ϑi,j(dx) := q+i,jF
+
i,j ∗ χ̃

−
i (dx)−

π(j)

π(i)
q−j,iF̃

−
j,i ∗ χ

+
j (dx)

= 1(0,∞)(x)
(
d−i q

+
i,jf

+
i,j(x)−

π(j)
π(i) q

−
j,iΠ

+
j (x)

)
dx,

for x ∈ R. Thus, ϑi,j is absolutely continuous and its density is equal to ψ+
i,j . Since

limx→∞ f+i,j(x) = 0 by assumption and ψ+
i,j is right-continuous a.e., it follows that

ψ+
i,j = νi,j((−∞, ·]) holds a.e. for a finite signed measure νi,j if, and only if, ψ+

i,j

has bounded variation. Taking into account that ψ−
i,j ≡ 0, this shows that (3.3) is

satisfied if, and only if, ψ+
i,j has bounded variation. Finally, νi,j({0}) = ψ+

i,j(0+) =

α+
i,j and F

−
i,j({0}) = 1 for all i ̸= j yields

(†−i − q−i,i)q
+
i,jF

+
i,j({0}) + (†+j − q+j,j)

π(j)

π(i)
q−j,iF

−
j,i({0})− νi,j({0})

−
∑
k ̸=i,j

π(k)

π(i)
q−k,iq

+
k,jF

−
k,i({0})F

+
k,j({0})

= (†−i − q−i,i)q
+
i,jF

+
i,j({0}) + (†+j − q+j,j)

π(j)

π(i)
q−j,i − αi,j −

∑
k ̸=i,j

π(k)

π(i)
q−k,iq

+
k,jF

+
k,j({0}),

showing that (3.4) is satisfied if, and only if, the off-diagonal elements of (4.6) are
nonnegative. □

As a simple consequence of this result we obtain simple criteria for two drifts to
be friends, which yields a blueprint for constructing Markov modulated Brownian
motions, i.e., MAPs whose Lévy components are potentially killed linear Brownian
motions, having an explicit Wiener–Hopf factorisation.

Corollary 4.9. Two pure drift MAPs (H+, J+) and (H−, J−) are π-friends if,
and only if, the matrix Ξ := −∆−1

π Ψ−(0)⊤∆πΨ
+(0) is an ML-matrix satisfying

Ξ1 ≤ 0, π⊤Ξ ≤ 0⊤, and

π(i)q+i,jd
−
i = π(j)q−j,id

+
j , i, j ∈ [n], i ̸= j.

Proof. It is clear that (H+, J+) and (H−, J−) are π-fellows. Checking the meaning
of π-quasicompatibility, we see that there ψ±

i,j ≡ 0, so this is equivalent to the
conditions listed in the statement. The result follows from Theorem 4.8. □

More generally, Theorem 4.8 can be thought of as a construction principle for
spectrally one-sided MAPs with known Wiener–Hopf factorisation. Such MAPs
have seen numerous applications in the modeling of insurance risk, storage mod-
els and queuing theory [4]. Having access to the ladder height processes is use-
ful in these cases since the distributional properties of first passage events can
be expressed using their characteristics. Let us investigate a specific class of ex-
amples. Recall that a function f : (0,∞) → R is called completely monotone if
f ∈ C∞((0,∞)) and for any n ∈ N0 it holds that

(−1)n
dn

dxn
f(x) ≥ 0, x > 0.
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By Bernstein’s Theorem, see [45, Theorem 1.4], f ∈ C∞((0,∞)) is completely
monotone if, and only if, there exists a representing measure µ on (R+,B(R+))
such that

f(x) =

∫
R+

e−xy µ(dy), x > 0,

i.e., f is given as the Laplace transform of µ. A completely monotone function f is
the Lévy density of some subordinator if, and only if,

(4.8) µ({0}) = 0 and

∫
(0,1)

y−1 µ(dy) +

∫
(1,∞)

y−2 µ(dy) <∞

hold [45, Theorem 6.2].
Examples giving rise to completely monotone Lévy density include jumps of

exponential size (µ a multiple of a Dirac mass), jumps of mixed exponential size (µ a
discrete measure with finitely many atoms), and subordinators in the ‘meromorphic
class’ of Lévy processes [25] (µ a discrete measure); see [45, chapter 16] for an
extensive list.

Example 4.10. Let Q−,Q+ ∈ R2×2 be irreducible generator matrices (of unkilled
Markov processes) and π ∈ (0, 1]2 be a stochastic vector. Let Π+

i be absolutely
continuous with completely monotone densities with representing measures µ+

i for
i = 1, 2 each satisfying (4.8), i.e.,

Π+
i (dx) =

∫
R+

e−xy µ+
i (dy) dx, x > 0, i = 1, 2,

and d+,d− ∈ (0,∞)2 such that

(i) for i = 1, 2, ∫
(0,1)

y−3 µ+
i (dy) <∞;

(ii)

d+1 +

∫ ∞

0+

Π+
1 (x) dx =

π(2)

π(1)

q+2,1d
−
2

q−1,2
, d+2 +

∫ ∞

0+

Π+
2 (x) dx =

π(1)

π(2)

q+1,2d
−
1

q−2,1
;

(iii) for any x > 0, and i ̸= j,∫
R+

(
1 +

d−i
q−i,j

y −
q−j,i

d−j

1

y

)
e−xy µ+

i (dy) > 0.

For example, when the representing measures are supported away from zero, i.e.,
supp(µ+

i ) ⊂ (a+i ,∞) for some a+i > 0, then (iii) is satisfied whenever

a+i

(
1 +

d−i
q−i,j

a+i

)
>
q−j,i

d−j

and thus examples fufilling both of the above conditions can be easily constructed
by choosing large enough and matching drifts d+,d−.

Choose now probability measures F+
1,2, F

+
2,1 with support R+ and decreasing and

differentiable densities f+1,2, f
+
2,1 on (0,∞) such that

f+1,2(x) =
π(2)

π(1)

q−2,1

q+1,2d
−
1

Π+
2 (x), f+2,1(x) =

π(1)

π(2)

q−1,2

q+2,1d
−
2

Π+
1 (x),
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for x > 0. Then, condition (i) of Definition 4.5 is fulfilled with ψ1,2 = ψ2,1 ≡ 0 and
α1,2 = α2,1 = 0 and condition (ii) of Definition 4.5 holds with

(4.9) F+
1,2({0}) =

π(2)

π(1)

q−2,1d
+
2

q+1,2d
−
1

, F+
2,1({0}) =

π(1)

π(2)

q−1,2d
+
1

q+2,1d
−
2

.

Our assumption (ii) ensures that F+
i,j are probability measures for each i ̸= j.

Moreover, it is easy to see that (4.6) is satisfied since A = 02×2 and the first term
is always an ML-matrix when the matrices have dimension 2×2. Let now (H+, J+)
be a MAP subordinator with characteristic matrix exponent Ψ+ associated to the
drift vector d+ and Lévy measure matrix

Π+ =

[
Π+

1 q+1,2F
+
1,2

q+2,1F
+
2,1 Π+

2

]
and (H−, J−) the pure drift MAP associated to d− and generator matrix Q−.
Straightforward calculations show that for any x > 0,

∂

∂x

{
∆−1
π Ψ−(0)⊤∆πΠ

+(x)−∆−
d ∂Π

+(x)
}

= −∆−1
π Ψ−(0)⊤∆π∂Π

+(x)−∆−
d ∂

2Π+(x)

=

 q−1,2
∫
R+

(
1 +

d−1
q−1,2

y − q−2,1

d−2

1
y

)
e−xy µ+

1 (dy)
π(2)
π(1)

q−1,2q
−
2,1

d−1

∫
R+

1
y e

−xy µ+
2 (dy)

π(1)
π(2)

q−1,2q
−
2,1

d−2

∫
R+

1
y e

−xy µ+
1 (dy) q−2,1

∫
R+

(
1 +

d−2
q−2,1

y − q−1,2
d−1

1
y

)
e−xy µ+

2 (dy)

 ,

(4.10)

which is nonnegative by (iii), directly implying that our two processes are π-fellows.
Property (iii) of π-quasicompatibility is satisfied since (H+, J+) is unkilled, and
property (iv) is satisfied since (H−, J−) is unkilled. Taking all this into account,
we see that (H+, J+) is a π-quasicompatible π-fellow of (H−, J−) and hence, with
Proposition 4.8, that the MAP subordinator (H+, J+) is a π-friend of the pure
drift (H−, J−). Moreover, since q+i,j = −q+i,i and q

−
i,j = −q−i,i for i, j ∈ {1, 2} with

i ̸= j, it follows that for the bonding MAP (ξ, J), the matrix

Q = −∆−1
π (Q−)⊤∆πQ

+ =

−q+1,1q−1,1 − π(2)
π(1)q

+
2,2q

−
2,2 q+1,1q

−
1,1 +

π(2)
π(1)q

+
2,2q

−
2,2

q+2,2q
−
2,2 +

π(1)
π(2)q

+
1,1q

−
1,1 −q+2,2q

−
2,2 −

π(1)
π(2)q

+
1,1q

−
1,1


is an irreducible generator matrix, and hence π is the unique invariant distribution
of J . From [16, Lemma 3.20] we know that the Lévy components ξ(1), ξ(2) of ξ have
non-trivial Brownian part with scaling factor σ2

i = 2d+i d
−
i for i = 1, 2. Furthermore,

combining (4.9) and (4.10) we conclude with Proposition 3.4 and Theorem 3.10 that
the Lévy measure matrix of (ξ, J) is given by

Π(dx)

=

[
1{x>0}q

−
1,2

∫
R+

(
1 +

d−1 y

q−1,2
− q−2,1

d−2 y

)
e−xy µ+

1 (dy) dx
π(2)
π(1)q

−
2,2

{(
q+2,2 + q−1,1

d+2
d−1

)
δ0(dx) + 1{x>0}

q−1,1
d−1

∫
R+

e−xy

y µ+
2 (dy) dx

}
π(1)
π(2)q

−
1,1

{(
q+1,1 + q−2,2

d+1
d−2

)
δ0(dx) + 1{x>0}

q−2,2

d−2

∫
R+

e−xy

y µ+
1 (dy) dx

}
1{x>0}q

−
2,1

∫
R+

(
1 +

d−2 y

q−2,1
− q−1,2

d−1 y

)
e−xy µ+

2 (dy) dx

]
.

As outlined in Remark 5.8, the MAP Wiener–Hopf factorisation is unique for this
process, and so the ladder height processes for the bonding MAP (ξ, J) are indeed
(H+, J+) and (H−, J−).
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4.2. Construction of MAPs jumping in both directions. Moving away from
the spectrally one-sided assumption, we structure our analysis as follows. Firstly, we
concentrate on finding explicit criteria for π-compatibility of two pure jump MAP
subordinators with diffuse jump structure. Secondly, we show that the π-friendship
of two general MAP subordinators can be studied by splitting them into their diffuse
pure jump parts and the remainder, for which the notion of π-quasicompatibility
can be used to simplify conditions.

We begin with the diffuse pure jump part, as follows.

Proposition 4.11. Let (H+, J+) and (H−, J−) be MAP subordinators with de-
creasing, differentiable and convex Lévy density matrices on (0,∞) such that

Π+({0}) = Π−({0}) = ∆+
d = ∆−

d = 0n×n.

Then, (H+, J+) is π-compatible with (H−, J−) if

(i) for any i ∈ [n] we have E0
[
H

+,(i)
1

]
<∞ and E0

[
H

−,(i)
1

]
<∞;

(ii) for i ̸= j we define

vi,j(x) := q+i,jf
+
i,j(x)Π

−
i (x), wi,j(x) :=

π(j)

π(i)
q−j,if

−
j,i(x)Π

+
j (x),

for x > 0, then vi,j , wi,j ∈ L1((0,∞));
(iii) the vector ∆−1

π Ψ−(0)⊤∆πΨ
+(0)1 is nonnegative;

(iv) the vector π⊤∆−1
π Ψ−(0)⊤∆πΨ

+(0) is nonnegative.

Proof. Since the transitional jumps have no atom at 0, this boils down to show-
ing that under (i) and (ii), (3.3) holds for some finite signed measure νi,j with
νi,j({0}) = νi,j(R) = 0. Fix i, j ∈ [n] with i ̸= j. Since F+

i,j({0}) = 0 and d−i = 0,
we obtain

ϑ
(1)
i,j (dx) := q+i,jF

+
i,j ∗ χ̃

−
i (dx)

= 1R\{0}(x)

∫ ∞

0+

1(0,∞)(y − x)q+i,jf
+
i,j(y)Π

−
i (y − x) dy dx

=
[
1(−∞,0)(x)

∫ ∞

0+

q+i,jf
+
i,j(y)Π

−
i (y − x) dy

+ 1(0,∞)(x)

∫ ∞

x+

q+i,jf
+
i,j(y)Π

−
i (y − x) dy

]
dx

=
[
1(−∞,0)(x)

∫ ∞

0+

q+i,jf
+
i,j(y)Π

−
i (y − x) dy

+ 1(0,∞)(x)

∫ ∞

0+

q+i,jf
+
i,j(y + x)Π−

i (y) dy
]
dx

=:
(
1(−∞,0)(x)θ

−
i,j(x) + 1(0,∞)(x)θ

+
i,j(x)

)
dx.

Now, since f+i,j is decreasing by assumption and Π− is decreasing as well, it follows
by monotone convergence that

lim
x↑0

θ−i,j(x) = lim
x↓0

θ+i,j(x) =

∫ ∞

0+

vi,j(y) dy <∞.
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Thus, if we define

θi,j(x) =


θ−i,j(x), x < 0,∫∞
0+
vi,j(y) dy, x = 0,

θ+i,j(x), x > 0,

then ϑ
(1)
i,j is absolutely continuous with continuous density θi,j . Using that ∂Π−

decreases on (0,∞), we find for any y > 0 and x < 0 that

∂

∂x
q+i,jf

+
i,j(y)Π

−
i (y − x) = q+i,jf

+
i,j(y)∂Π

−
i (y − x) ≤ q+i,jf

+
i,j(y)∂Π

−
i (−x).

The Lévy density ∂Π−
i is bounded away from zero by our assumptions and f+i,j ∈

L1((0,∞)), implying that we may differentiate under the integral such that θi,j is
differentiable on (−∞, 0) with

θ′i,j(x) =

∫ ∞

0+

q+i,jf
+
i,j(y)∂Π

−
i (y − x) dy, x < 0.

Moreover, using convexity of Π+ on (0,∞), it follows for any x > 0 and y > 0 that∣∣ ∂
∂x
q+i,jf

+
i,j(x+ y)Π−

i (y)
∣∣ = −q+i,j ∂∂xf

+
i,j(x+ y)Π−

i (y) ≤ −q+i,j ∂∂xf
+
i,j(x)Π

−
i (y).

Local boundedness of ∂
∂xf

+
i,j(x) and Π−

i ∈ L1((0,∞)) thanks to (i) now also imply

that θi,j is differentiable on (0,∞) with derivative

θ′i,j(x) =

∫ ∞

0+

q+i,j
∂
∂xf

+
i,j(x+ y)Π−

i (y) dy, x > 0.

Thus, if we let ν
(1)
i,j be the signed measure with density θ′i,j1R\{0}, it follows that

θi,j(x) = ν
(1)
i,j ((−∞, x]) for x ∈ R. Finiteness of ν(1)i,j follows now from the fact that

|ν(1)i,j |(R−) = θi,j(0) = |ν(1)i,j |(R+)

and θi,j(0) =
∫∞
0+
vi,j(y) dy < ∞. We therefore conclude that there exists a finite

signed measure ν
(1)
i,j without atom at 0 such that ϑ

(1)
i,j is absolutely continuous with

density ν
(1)
i,j ((−∞, ·]). Similarly, it follows that for

ϑ
(2)
i,j (dx) =

π(j)

π(i)
q−j,iF

−
j,i ∗ χ

+
j (dx), x ∈ R,

there exists some finite signed measure ν
(2)
i,j without atom at 0 such that ϑ

(2)
i,j is

absolutely continuous with density ν
(2)
i,j ((−∞, ·]). Finally, since

q+i,jF
+
i,j ∗ χ̃

−
i − π(j)

π(i)
q−j,iF̃

−
j,i ∗ χ

+
j = ϑ

(1)
i,j − ϑ

(2)
i,j ,

it follows that (3.3) is satisfied for the finite signed measure νi,j = ν
(1)
i,j − ν

(2)
i,j ,

which has no atom at 0 and satisfies νi,j(R) = 0 since by monotone convergence

limx→∞ ν
(1)
i,j ((−∞, x]) = limx→∞ θ+i,j(x) = 0, and similarly limx→∞ ν

(2)
i,j ((−∞, x]) =

0. This proves the assertion. □
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We can use Theorem 4.8 to give simpler conditions for π-compatibility with a
drift, and Proposition 4.11 to deal with π-compatibility of processes with diffuse
pure jump structure. In general, we can reduce the π-compatibility condition to
these special cases by splitting up the structure of the MAPs. To this end, let
(H±, J±) MAPs such that F±

i,j({0}) ̸= 1 for all i ̸= j and define MAPs (H±,◦, J±,◦)

by setting Ψ±,◦(0) = Ψ±(0), ∆d±,◦ = Π±,◦({0}) = 0n×n and

Π±,◦(dx) = Θ± ⊙Π±(dx), x > 0,

where Θ±
i,i = 1 for any i ∈ [n] and

Θ±
i,j =

1

F+
i,j((0,∞))

, i, j ∈ [n], i ̸= j.

In other words, (H±,◦, J±,◦) are MAPs obtained from (H±, J±) by eliminating the
drift part and conditioning the transitional jumps to be strictly positive. Moreover,
if the Lévy density matrices of (H+, J+) and (H−, J−) are decreasing, differentiable
and convex on (0,∞), the MAPs (H±,◦, J±,◦) fall into the class of MAPs considered
in Proposition 4.11, where constructive criteria for π-compatibility are established.

Theorem 4.12. Let (H+, J+) and (H−, J−) be MAP subordinators with contin-
uous Lévy density matrices on (0,∞) and such that F±

i,j({0}) ̸= 1 for all i, j ∈ [n]

with i ̸= j. If (H+, J+) and (H−, J−) are π-quasicompatible π-fellows, and either

(i) the conditions of Proposition 4.11 hold for (H+,◦, J+,◦) and (H−,◦, J−,◦),
or

(ii) F+({0}) = (F−({0}))⊤ and (H+,◦, J+,◦), (H−,◦, J−,◦) are π-compatible,

then (H+, J+) and (H−, J−) are π-friends.

The following lemma will be used in the proof of this theorem.

Lemma 4.13. Suppose that (H+, J+) and (H−, J−) are MAP subordinators with
decreasing, continuous Lévy density matrices on (0,∞) such that

Π+({0}) = Π−({0}) = ∆+
d = ∆−

d = 0n×n.

If (H+, J+) is π-compatible with (H−, J−), then νi,j from Definition 3.7 is a con-
tinuous function for any i, j ∈ [n] with i ̸= j.

Proof. The π-compatibility of the two MAP subordinators implies that there is a

finite signed measure νi,j such that νi,j(x) = ϑ
(1)
i,j (dx) − ϑ

(2)
i,j (dx), in the sense of

distributions and using notation from the proof of Proposition 4.11. Considering

the representation of ϑ
(1)
i,j given in said proof, we see that, under our assumptions,

it is absolutely continuous with continuous density. The same holds for ϑ
(2)
i,j , and

this shows that νi,j is continuous. □

Proof of Theorem 4.12. We will show that the processes (H+, J+) and (H−, J−)
are π-compatible π-fellows, and the conclusion will then follow from Theorem 4.4.
It is enough to establish π-compatibility of (H+, J+) with (H−, J−), which under
the given assumptions boils down to showing that condition (ii) of Definition 3.7
holds. To this end, let us write

ϑi,j(dx) := q+i,jF
+
i,j ∗ χ̃

−
i (dx)−

π(j)

π(i)
q−j,iF̃

−
j,i ∗ χ

+
j (dx), x ∈ R,
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and notice that since (H+, J+) is π-quasicompatible with (H−, J−) we have

d−i q
+
i,jF

+
i,j({0}) =

π(j)
π(i) d

+
j q

−
j,iF

−
j,i({0}),

such that we may write ϑi,j(dx) = ϑ◦i,j(dx) + ϑ⇝i,j(dx), where, for x ∈ R,

ϑ⇝i,j(dx) = 1(0,∞)(x)
(
d−i q

+
i,jf

+
i,j(x)−

π(j)
π(i) q

−
j,iF

−
j,i({0})Π

+
j (x)

)
dx

+ 1(−∞,0)(x)
(
Π−
i (−x)q

+
i,jF

+
i,j({0})−

π(j)
π(i) q

−
j,if

−
j,i(−x)d

+
j

)
dx,

and

ϑ◦i,j(dx) = F+
i,j((0,∞))q+i,jF

+,◦
i,j ∗ χ̃−,◦

i (dx)− F−
j,i((0,∞))

π(j)

π(i)
q−j,iF̃

−,◦
j,i ∗ χ+,◦

j (dx),

where χ±,◦ play the same role for (H±,◦, J±,◦) as do the measures χ± for (H±, J±).
If hypothesis (i) holds, then both summands in ϑ◦i,j represent distribution functions
of a finite signed measure, and checking the proof of said proposition, we can see
that these distribution functions are continuous; hence, there exists some finite
signed measure ν◦i,j with continuous distribution function ν◦i,j such that

(4.11) ϑ◦i,j(dx) = ν◦i,j(x) dx, x ∈ R.

On the other hand, if hypothesis (ii) holds, then we can write

ϑ◦i,j(dx) = F+
i,j((0,∞))

(
q+i,jF

+,◦
i,j ∗ χ̃−,◦

i (dx)− π(j)

π(i)
q−j,iF̃

−,◦
j,i ∗ χ+,◦

j (dx)
)
, x ∈ R.

Since (H+,◦, J+,◦) is π-compatible with (H−,◦, J−,◦) and both processes have zero
drift vectors and their Lévy measure matrices have no atoms at 0 it follows with
Lemma 4.13 that for any i ̸= j there exists some finite signed measure ν◦i,j with
continuous distribution function ν◦i,j once again satisfying (4.11).

Following the arguments from the proof of Theorem 4.8, the assumption that
(H+, J+) is π-quasicompatible with (H−, J−) guarantees the existence of a finite
signed measure ν⇝i,j such that for a.e. x ∈ R,

ϑ⇝i,j(dx) = ν⇝i,j(x) dx.

To conclude, νi,j := ν◦i,j + ν⇝i,j is a finite signed measure such that ϑi,j(dx) =
νi,j(x) dx, i.e. (3.3) is satisfied, and since ν◦i,j({0}) = 0 it follows that (4.6) be-

ing an ML-matrix guarantees that (3.4) holds as well. Therefore, (H+, J+) is
π-compatible with (H−, J−). □

Example 4.14. Let irreducible generator matrices Q+,Q− ∈ R2×2 (of unkilled
Markov processes), a stochastic vector π ∈ (0, 1)2 and γ+,γ−,β+,β−,d+,d− ∈
(0,∞)2 be given such that the following conditions are satisfied:

(i)

π(i)

π(j)
q−i,j

(
d+i +

γ+i
(β+
i )

2

)
= q+j,i

(
d−j +

γ−j

(β−
j )

2

)
, i, j ∈ {1, 2}, i ̸= j;(4.12)

(ii)

(4.13) d+1 >
π(2)

π(1)

q+2,1

q−1,2

γ−2
(β−

2 )2
and d+2 >

π(1)

π(2)

q+1,2

q−2,1

γ−1
(β−

1 )2
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(iii)

0 < 1 +
β±
i d

∓
i

q∓i,j
− q∓j,iβ

±
i

d±i (β
∓
j )

2 − π(j)
π(i)

q±j,i

q∓i,j
γ∓j

d±i d
∓
j (β

±
i )

2(β∓
j )

2 − γ∓j γ
±
i

, i, j ∈ {1, 2}, i ̸= j.(4.14)

Note that this can, e.g., easily be achieved by fixing all vectors but d+,d− and
then choosing d+,d− large enough such that (4.13) and (4.14) are satisfied, while
simultaneosuly ensuring that d+, d− solve (4.12). Let now

Π±
i (dx) = γ±i e

−β±
i x dx, x > 0, i = 1, 2,

and F±
i,j be measures on R+ with density f±i,j on (0,∞) satisfying

(4.15) f±i,j(x) =
π(j)

π(i)

q∓j,i

q±i,jd
∓
i

F∓
j,i({0})Π

±
j (x) =

π(j)

π(i)

q∓j,i

q±i,jd
∓
i

F∓
j,i({0})

γ±j

β±
j

e−β
±
j x,

for x > 0, i, j ∈ {1, 2}, i ̸= j. Integrating (4.15) under the restriction that F±
i,j as

defined above are probability distributions, we obtain the system of linear equations

1− F±
i,j({0}) =

π(j)

π(i)

q∓j,i

q±i,jd
∓
i

F∓
j,i({0})

γ±j

(β±
j )

2
, i ∈ {1, 2}, i ̸= j,

for (F+
1,2({0}), F

+
2,1({0}), F

−
1,2({0}), F

−
2,1({0})). Solving the system yields

(4.16) F±
i,j({0}) =

d±j d
∓
i − d±j

π(j)
π(i)

q∓j,i
q±i,j

γ±
j

(β±
j )2

d±j d
∓
i − γ±

j γ
∓
i

(β±
j )2(β∓

i )2

, i, j ∈ {1, 2}, i ̸= j.

Note that combining (4.12) and (4.13) shows that indeed F±
i,j({0}) ∈ (0, 1) and thus

F±
i,j are probability distributions as desired. Let now (H±, J±) be unkilled MAP

subordinators with modulator generator matrices Q±, Lévy measure matrices

Π± =

[
Π±

1 q±1,2F
±
1,2

q±2,1F
±
2,1 Π±

2

]
and drifts d±. For

ζ±i,j = q∓i,jq
∓
j,i

d±j (β
∓
i )

2 − π(i)
π(j)

q±i,j
q∓j,i

γ∓i

d±j d
∓
i (β

±
j )

2(β∓
i )

2 − γ∓i γ
±
j

,

we then have

−∆−1
π Ψ∓(0)⊤∆π∂Π

±(x)−∆∓
d ∂

2Π±(x)

=

[(
q∓1,2 + (d∓1 − ζ±2,1)β

±
1

)
γ±1 e−β

±
1 x π(2)

π(1)ζ
±
1,2β

±
2 γ

±
2 e−β

±
2 x

π(1)
π(2)ζ

±
2,1β

±
1 γ

±
1 e−β

±
1 x

(
q∓2,1 + (d∓2 − ζ±1,2)β

±
2

)
γ±2 e−β

±
2 x

]
,

(4.17)

which is nonnegative for any x > 0 by (4.12)-(4.14). This shows that (H+, J+)
and (H−, J−) are π-fellows. Moreover, (4.15) implies (i) of Definition 4.5, and
a short calculation reveals that the matrices −∆−1

π (Q∓)⊤∆πQ
± are generators

of unkilled Markov processes for which π is invariant. Also observe that (4.12)
together with (4.16) shows that (4.7) is satisfied, while the choice (4.15) ensures that
condition (i) of π-quasicompatibility holds. Consequently, (H+, J+) and (H−, J−)
are π-quasicompatible π-fellows. Moreover, it is obvious that (H±,◦, J±,◦) satisfy
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the conditions of Proposition 4.11 and are thus π-compatible with one another.
Theorem 4.12 thus demonstrates that (H+, J+) and (H−, J−) are π-friends.

Let us now calculate the Lévy measure matrix

Π =

[
Π1 q1,2F1,2

q2,1F2,1 Π2

]
of the bonding MAP (ξ, J). Plugging into the équations amicales from Theorem
3.10 and using the expression for the transitional atoms at 0 from Proposition 3.4
in conjunction with (4.16) we obtain

Πi(dx)

=

{
1{x<0}

{
γ+
i

β+
i +β−

i

(
1 + π(j)

π(i)

ζ+j,iζ
−
j,iβ

+
i β

−
i

q+i,jq
+
j,iq

−
i,jq

−
j,i

)
+ q+i,j + (d+i − ζ−j,i)β

−
i

}
γ−i e

−β−
i |x|

+ 1{x>0}

{
γ−
i

β+
i +β−

i

(
1 + π(j)

π(i)

ζ+j,iζ
−
j,iβ

+
i β

−
i

q+i,jq
+
j,iq

−
i,jq

−
j,i

)
+ q−i,j + (d−i − ζ+j,i)β

+
i

}
γ+i e

−β+
i x

}
dx

and

qi,jFi,j(dx)

=

{
1{x<0}

{
γ+
j

β+
j +β−

i

(
ζ+i,jβ

+
j

q−i,jq
−
j,i

+ π(i)
π(j)ζ

−
j,iβ

−
i

(
β+
j +β−

i

γ+
j

+
1

q+i,jq
+
j,i

))}
γ−i e

−β−
i |x|

+ 1{x>0}

{
γ−
i

β+
j +β−

i

(
ζ−j,iβ

−
i

q+i,jq
+
j,i

+ π(j)
π(i) ζ

+
i,jβ

+
j

(
β+
j +β−

i

γ−
i

+ 1
q−i,jq

−
j,i

))}
γ+j e

−β+
j x

}
dx

+

(
q−i,j

q+j,i
d+j ζ

−
j,i +

π(j)

π(i)

q+j,i

q−i,j
d−i ζ

+
i,j

)
δ0(dx),

for i, j ∈ {1, 2} with i ̸= j. Moreover, we know from [16, Lemma 3.20] that the
Lévy components ξ(1), ξ(2) of ξ have non-trivial Brownian part with scaling factor
σ2
i = 2d+i d

−
i for i = 1, 2. Finally, (ξ, J) is unkilled since the same is true for

(H±, J±) by construction, see Lemma 3.13.
As explained in Remark 5.8, the Wiener–Hopf factorisation is unique in this case.
The Lévy processes belonging to the bonding MAP (ξ, J) belong to the family of

double exponential jump diffusions [23] and the transitional jumps form a mixture
distribution of a two-sided exponential distribution and a point mass at 0. These
processes can be interpreted as a natural extension of double exponential jump
diffusions, which we call Markov modulated double exponential jump diffusions. In
[23] the overshoot distribution of double exponential jump diffusions is calculated,
from which the characteristics of the ascending ladder height process—which is a
subordinator with strictly positive drift and exponentially distributed jumps—can
be inferred via overshoot convergence. Our approach therefore allows to go the
inverse route for the Markov modulated version by constructing the bonding MAP
for a given parametrization of the ascending/descending ladder height processes.

Remark 4.15. In principle, the above construction can be carried out for arbitrary
ladder height Lévy measures as long as the integrability conditions of Proposition
4.11 are satisfied and (4.12)-(4.14) are replaced by appropriate conditions ensuring
that the analogue of (4.17) is nonnegative. As in Example 4.10, promising candi-
dates for this purpose are ladder height Lévy measures with completely monotone
densities.
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4.3. An example with non-irreducible factors. Consider the MAP with ξ
(1)
t =

−t, ξ(2) a standard Brownian motion, F12 = δ and F21 the distribution of the
negative of an exponential random variable of rate 1. Let the phase transition rates

be given by the matrix Q =

(
−1 1
1 −1

)
. This process has MAP exponent

Ψ(θ) =

(−iθ − 1 1
1

1+iθ − θ2

2 − 1

)
Observe that π = (1/2, 1/2)T .

Now, as possible ladder height processes, consider the exponents

Ψ+(θ) =

(
−(q+1 + k+1 ) q+1

0 b+iθ − k+2

)
and

Ψ−(θ) =

b−1 iθ − q−1
q−1
1−iθ

q−2 b−2 iθ + λ−2
(

1
1−iθ − 1

)
− q−2


It is relatively straightforward to see that the factors must be of this form, but
computing the coefficients is more difficult. We first define

(4.18) λ−2 =
q+1 q

−
1

k+2 + b+
.

Let b−1 be the unique real solution of the equation

2x3 + 2x2 + x− 1 = 0,

which is approximately 0.44, define

b+ = 1/2, b−2 = 1,

q+1 = 1, q−1 = b−1 ,

k+1 = 2b−1 (1 + b−1 ), q−2 = 2b−1 ,

k+2 =
1

2b−1
− 1

2
.

With this choice of coefficients, Ψ± form a Wiener-Hopf factorisation of the form
(1.3) for the exponent Ψ.

We found λ−2 using the équations amicales, as described below, and obtained the
rest of the coefficients and verified the factorisation using Mathematica.

This factorisation is interesting from two perspectives. The first is that it is an
instance in which the modulator is irreducible for the bonding MAP but not for
the ladder heights, since phase 1 is transient in Ψ+.

The second is that we can observe an interesting feature of the équations amicales
(or, equivalently in this situation, the π-fellowship condition (4.1)). Consider the
general forms of Ψ± without selecting the particular coefficients above. In the
bonding MAP, ξ(2) should have no jumps. However, for x < 0, we have

Υ22(x) = −Ψ+
12(0)Π

−
12(−x)−Ψ+

22(0)Π
−
22(−x) + d+2 ∂Π

−
22(−x)

= −q+1 q
−
1 e

x + k+2 λ
−
2 e

x + b+λ−2 e
x.

It is only by defining λ−2 as in (4.18) that we can ensure Υ22 ≡ 0.
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When starting with the bonding MAP, it is not at all surprising that element
(2, 2) of Ψ− should contain a jump component, since the dual bonding MAP may
start out at the maximum in phase 2, move away, switch to phase 1, and then
switch back to phase 2, incurring a new maximum in the process. This manifests
as a jump in phase 2 without phase change. However, this kind of consideration is
much less clear when one begins instead from Ψ±, and this highlights the delicacy
of MAP friendship, both in terms of the particular form of the équations amicales
with their mixed signs, and in terms of the conditions for π-compatibility.

5. Uniqueness of the Wiener–Hopf factorisation

Throughout this section Ψ is the exponent of an irreducible MAP with invari-
ant modulating distribution π. Let C+ := {z ∈ C : Re z ≥ 0}. For a given
MAP subordinator (ξ, J), its Laplace exponent is the unique matrix valued func-
tion Φ : C+ → Cn×n such that

E0,i[exp(−zξ1) ; J1 = j] = (e−Φ(z))i,j , i, j ∈ [n], z ∈ C+.

Let A be a class of MAP subordinator Laplace exponents and suppose that Ψ has

a Wiener–Hopf factorisation in A, i.e., for some F , F̂ ∈ A it holds

Ψ(θ) = −∆−1
π F̂ (iθ)⊤∆πF (−iθ), θ ∈ R.

In our language, this means that Ψ is a bonding MAP of two friends belonging to
A. We say that Ψ has a unique MAP Wiener–Hopf factorisation in A if, for any

other pair of MAP subordinator exponents G, Ĝ ∈ A such that

Ψ(θ) = −∆−1
π Ĝ(iθ)⊤∆πG(−iθ), θ ∈ R,

there exists some constant, invertible real matrices C, Ĉ such that

G = CF and Ĝ = ĈF̂ .

When the Laplace exponents are invertible away from 0 (which will always be the

true for the cases considered here, see below), it must hold Ĉ = ∆−1
π (C−1)⊤∆π. In

the caseC = ∆ for some diagonal matrix∆ with strictly positive diagonal entries, a
MAP (ξG, JG) corresponding to G is obtained from the MAP (ξF , JF ) correspond-

ing to F by performing the linear time changes ξ
(i),G
t = ξ

(i),F
∆i,it

and QG = ∆QF .

Suppose that we can prove uniqueness in A, and assume that the ascending, resp.
descending ladder height MAP Laplace exponents Φ± belong to A. Then, if for
F = Φ+ we can argue that C must be diagonal with strictly positive diagonal
entries, it follows that any MAP Wiener–Hopf factorisation in A represents as-
cending and descending ladder height processes with different scaling of local times
expressed through arbitrary choices of diagonal matrices ∆. In other words, the
friends giving rise to the bonding MAP Ψ carry the probabilistic interpretation of
ladder height subordinators.

It is essential to be able to prove uniqueness of the MAP Wiener–Hopf factori-
sation in order to endow π-friendship, which is an essentially analytic condition,
with probabilistic meaning. Turning to Lévy processes, uniqueness has long been
known in the case of a killed process; there is a probabilistic proof in [43, pp. 583–
4], and this is mirrored by an analytic argument based on Liouville’s theorem (see,
for example, [27, Theorem 1(e,f)].) However, without imposing further conditions,
these techniques do not extend to the case of an unkilled Lévy process. This case
was finally settled by the authors and Mladen Savov in [15].
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As a consequence, we approach the uniqueness question for MAPs in two ways:
firstly by assuming the MAP in question is killed, in which situation uniqueness
follows relatively straightforwardly; and secondly by assuming not, in which case we
need to impose some additional conditions reflecting the requirements of Liouville’s
theorem.

The idea for killed MAPs is to follow Vigon’s distributional approach.

Theorem 5.1. If Ψ is killed and has a MAP Wiener–Hopf factorisation in the class
of irreducible MAP subordinators, then the factorisation is unique in this class.

Proof. Let F , F̂ ,G, Ĝ be MAP subordinator Laplace exponents such that

Ψ(θ) = −∆−1
π F̂ (iθ)⊤∆πF (−iθ) = −∆−1

π Ĝ(iθ)⊤∆πG(−iθ), θ ∈ R.

We first note that this implies that F , F̂ ,G, Ĝ are all killed MAP exponents as
well: Since Ψ is killed it holds that

π⊤Ψ(0)1 = −
n∑
i=1

π(i)†i < 0

whence,

0 > −π⊤∆−1
π F̂ (0)⊤∆πF (0)1 = −(F̂ (0)1)⊤∆πF (0)1,

which shows that F̂ ,F are killed MAP exponents as well. The statement for Ĝ,G
follows in the same way.

SinceΨ represents an irreducible and killed MAP,Ψ(θ) ∈ GLn(C) for any θ ∈ R.
To see this, note that if we denote by ζ the a.s. finite killing time of (ξ, J) we have∫ ∞

0

∣∣(etΨ(θ))i,j |dt =
∫ ∞

0

|E0,i[exp(iθξt) ; Jt = j, t < ζ]|dt

≤
∫ ∞

0

P0,i(t < ζ) dt = E0,i[ζ] <∞,

(5.1)

where finiteness of the mean comes from the fact that under P0,i, ζ has a phase-type
distribution. Thus, the integral

∫∞
0

etΨ(θ) dt converges absolutely and we obtain
from [18, Lemma A.9] that the maximal real part of the eigenvalues of Ψ(θ) is
strictly smaller than 0, whence Ψ(θ) is invertible.

Consequently, the factorisations imply that also G(z), F̂ (z) ∈ GLn(C) for all
z ∈ iR. We may therefore write

(5.2) F (−iθ)G(−iθ)−1 = ∆−1
π

(
Ĝ(iθ)F̂ (iθ)−1

)⊤
∆π, θ ∈ R.

Since †G, †F̂ ̸= 0 and G and F̂ are irreducible, the measures UGi,j , U
F̂
i,j are finite

for any i, j ∈ [n] and their Fourier transforms are well defined. Performing the
calculation in (5.1) for these MAP subordinators and using [18, Lemma A.9] then

shows FUGi,j(θ) = −(G(−iθ))−1
i,j , FU F̂i,j(θ) = −(F̂ (−iθ))−1

i,j . By uniqueness of the
Fourier transform of tempered distributions, this gives the following equalities in
S ′(R): for all i, j ∈ [n],(

(†Fi − qFi,i)δ + dFi δ
′ −

L
ΠFi

)
∗ UGi,j −

∑
k ̸=j

qFi,kF
F
i,k ∗ UGk,j

=
π(j)

π(i)

(
(†Ĝj − qĜj,j)δ − dĜj δ

′ −
L
Π̃Ĝj

)
∗ Ũ F̂j,i −

π(j)

π(i)

∑
k ̸=j

qĜj,kF̃
Ĝ
j,k ∗ Ũ F̂k,i,
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where all convolutions are well defined since the potential measures UGi,j , U
F̂
i,j are

finite for all i, j ∈ [n]. Taking primitives, we obtain

(5.3) η+i,j + η−i,j = ci,j ,

where

η+i,j :=
(
(†Fi − qFi,i)1R+ + dFi δ +ΠFi

)
∗ UGi,j −

∑
k ̸=j

qFi,kF
F
i,k ∗ UGk,j ,

and

η−i,j :=
π(j)

π(i)

(
(†Ĝj − qĜj,j)1R− + dĜj δ + Π̃Ĝj

)
∗ Ũ F̂j,i −

π(j)

π(i)

∑
k ̸=j

qĜj,kF̃
Ĝ
j,k ∗ Ũ F̂k,i,

and ci,j ∈ R is some integration constant. Note that this implies that the measures

dFi U
G
i,j and dĜi Ũ

F̂
i,j are absolutely continuous and thus both η±i,j are induced by a

function. Further, since η+i,j is a tempered distribution concentrated on R+ and η−i,j
is a tempered distribution concentrated on R−, (5.3) forces

(5.4) η+i,j = ci,j1R+

and

(5.5) η−i,j = ci,j1R− .

Consequently, taking Laplace transforms on the implied equality of measures

η+i,j(dx) = η+i,j(x) dx = ci,j1R+
(x) dx

yields

ci,j
λ

= L (η+i,j)(λ) =
(
(†Fi − qFi,i)/λ+ dFi +

∫ ∞

0

(1− e−λx)ΠFi (dx)/λ
)
· (G(λ))−1

i,j

− 1

λ

∑
k ̸=j

qFi,k

∫ ∞

0

e−λx FFi,k(dx) · (G(λ))−1
k,j , λ > 0,

where we used invertibility of G(λ) giving L (UGi,j)(λ) = (G(λ))−1
i,j . Multiplying

both sides of the equality by λ yields

CG(λ) = F (λ), λ > 0,

for C := (ci,j)i,j∈[n]. This implies F (z) = CG(z) for z ∈ iR and (5.2) yields

F̂ (z) = ∆−1
π (C−1)⊤∆πĜ(z) for z ∈ iR. □

In the non-killed case, the singularity of at least one of the MAP friends at 0
(which translates to the potential measures being infinite) prevents us from pursuing
the same strategy. Instead, we proceed with a proof that is complex analytic in
nature and follows ideas that have been successfully employed in the literature for
different kinds of Wiener–Hopf type equations. See, e.g., [24] or [27], with the latter
essentially dealing with uniqueness of the Wiener–Hopf factorisation of killed Lévy
processes. To illustrate the idea in the Lévy case, suppose that we are given two
Lévy Wiener–Hopf factorisations

ψ(θ) = −f(−iθ)f̂(iθ) = −g(−iθ)ĝ(iθ), θ ∈ R,
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and let us define a function

h(z) :=

{
f(z)/g(z), z ∈ C+ \ {0}
ĝ(−z)/f̂(−z), z ∈ C− \ {0},

where we use the unique analytic extensions of the functions f, g, f̂ , ĝ to C+ :=

{z ∈ C : Re z ≥ 0}. Here, dividing by g on C+ \ {0} and f̂(−·) on C− \ {0} is
well-defined when the corresponding Lévy processes have non-lattice support due
to the following classical result, which can be traced back at least to [50, 38].

Proposition 5.2. Let ξ be an unkilled Lévy process with characteristic exponent
ψ. Then, for any θ ̸= 0,

ψ(θ) = 0 ⇐⇒ ∀t ≥ 0 : P
(
ξt ∈

2π

θ
Z
)
= 1.

With this definition of h, the goal is to show that h can be extended to an
analytic function of C and to establish sublinear growth of h at ∞ such that by
the extended Liouville theorem we can conclude that h is in fact equal to some

constant c, which implies that f = cg and f̂ = c−1ĝ.
To follow such analytic approach in the more general MAP context we must

first deal with the open question of invertibility of unkilled characteristic MAP
exponents away from 0, i.e., we want to find a natural analogue to Proposition 5.2
in the MAP context. A related question was pursued in [20], where invertibility
of the analytic extension of the matrix exponents of spectrally one-sided MAPs
(including MAPs with monotone paths) away from the real axis was studied.

Proposition 5.3. Let (ξ, J) be an unkilled MAP with characteristic exponent Ψ.
If J is irreducible and none of the Lévy components has lattice support, then Ψ(θ) ∈
GLn(C) for any θ ∈ R \ {0}.

Proof. We argue by contradiction. Suppose that detΨ(θ) = 0 for some θ ̸= 0.
Then λ = 0 is a left-eigenvalue of Ψ(θ) and there is a left eigenvector v ∈ Cn such
that

∑n
i=1|vi| = 1. Then, for any t > 0, v is a left-eigenvector with eigenvalue

λ̃ = 1 for the matrix etΨ(θ). Hence,

∀j ∈ [n] : vj =

n∑
i=1

viE0,i[exp(iθξt) ; Jt = j].

Writing vi = |vi|eiφi it follows that

∀j ∈ [n] : |vj | =
n∑
i=1

|vi|E0,i[exp(i(θξt + φi − φj)) ; Jt = j]

and therefore, by summing over j,

1 =

n∑
j=1

n∑
i=1

|vi|E0,i[exp(i(θξt + φi − φj)) ; Jt = j].

By taking the real part of the right-hand side it follows that

1 =

n∑
i=1

|vi|
n∑
j=1

E0,i[cos(θξt + φi − φj) ; Jt = j].
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Since
n∑
j=1

E0,i[cos(θξt + φi − φj) ; Jt = j] ≤
n∑
j=1

P0,i(Jt = j) ≤ 1,

and
∑n
i=1|vi| = 1, it follows that for any i ∈ [n] such that vi ̸= 0 we have

n∑
j=1

E0,i[cos(θξt + φi − φj) ; Jt = j] = 1.

Pick such i ∈ [n]. Noting that
n∑
j=1

E0,i[cos(θξt+φi−φj) ; Jt = j] =

n∑
j=1

E0,i[cos(θξt+φi−φj) | Jt = j]P0,i(Jt = j),

we now obtain from
∑n
j=1 P0,i(Jt = j) = 1, P0,i(Jt = j) > 0 and E0,i[cos(θξt+φi−

φj) | Jt = j] ≤ 1 that

∀j ∈ [n] : E0,i[cos(θξt + φi − φj) | Jt = j] = 1.

In particular,
E0,i[cos(θξt) | Jt = i] = 1,

which shows that ξt is supported on 2π
θ Z under P0,i(· | Jt = i). Noting that, for

σ1 denoting the first jump time of J , we have {σ1 > t, J0 = i} ⊂ {J0 = i, Jt = i}
and under P0,i we have ξt

d
= ξ

(i)
t on {σ1 > t} it follows that for any t > 0, ξ

(i)
t

is supported on the lattice 2π
θ Z. Proposition 24.14 in [44] therefore yields that ξ(i)

has lattice support. □

Let A0 be the class of finite mean MAP subordinator Laplace exponents with
non-trivial Lévy components and irreducible modulators. Moreover define A1 to
be the class of MAP subordinator Laplace exponents Φ such that

∀i ∈ [n] :

lim
|z|→∞,Re z≥0

|ϕi(z)| = ∞

∨
(
ϕi is a compound Poisson Laplace exponent and ∀j ∈ [n] : Πi,j ≪ Leb

)
.

Note that lim|z|→∞,Re z≥0|ϕi(z)| = ∞ whenever di > 0 or Πi is non-finite and
absolutely continuous, cf. Lemma A.4. Moreover, if we define the extremal classes
A∞,A≪ to be the respective families of MAP subordinator Laplace exponents such
that for all i ∈ [n], lim|z|→∞,Re z≥0|ϕi(z)| = ∞ or such that the associated Lévy
measure matrices are absolutely continuous, then clearly A∞ ∪ A≪ ⊂ A1.

Theorem 5.4. If Ψ has a MAP Wiener–Hopf factorisation in A0 ∩ A1, then the
factorisation is unique in this class.

Proof. By Theorem 5.1 we only have to deal with unkilled MAPs, i.e., Ψ(0) /∈
GLn(C). Let F , F̂ ,G, Ĝ be MAP subordinator exponents that all belong toA0∩A1

such that

Ψ(θ) = −∆−1
π F̂ (iθ)⊤∆πF (−iθ) = −∆−1

π Ĝ(iθ)⊤∆πG(−iθ), θ ∈ R,
for a given MAP exponent Ψ. Clearly, the assumptions imply that all Lévy com-

ponents of F , F̂ ,G, Ĝ have non-lattice support. Hence, the combined conclusions
of Proposition 5.3 and [20, Theorem 1] together with Hurwitz’ theorem (see also
Remark 2.2 and the remarks following Theorem 9 of the same paper) yield that all
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of F (z), F̂ (z),G(z), Ĝ(z) are non-singular in C+\{0}. Therefore, H : C\{0} → Cn
given by

H(z) =

{
F (−z)G(−z)−1, Re z ≤ 0,

∆−1
π

(
Ĝ(z)F̂ (z)−1

)⊤
∆π, Re z ≥ 0,

is well-defined. Moreover, H is holomorphic in {z ∈ C : Re z ̸= 0} and continuous
on {z ∈ C \ {0} : Re z = 0}. Consequently, by a classical result of Walsh [49],
for any i, j ∈ [n], the integral of Hi,j over a rectifiable Jordan curve contained in
{z ∈ C : Re z ≥ 0, z ̸= 0} is zero (and analogously in the left half-plane).

Take any triangle in C\{0} not enclosing 0. If it lies in one of the half-planes, the
integral of Hi,j over the triangle is zero. If it crosses iR, then it can be decomposed
into two quadrangles, each lying in one of the closed half-planes excluding 0, and
the integral of Hi,j over each of these is zero.

Hence, the integral of Hi,j over any triangle in C \ {0} is zero, and by Morera’s
theorem, Hi,j is holomorphic on C \ {0}. Thus, H is holomorphic on C \ {0}.

By Riemann’s theorem on removable singularities, H can be uniquely extended
to a holomorphic function on C if, and only if, limz→0 zH(z) = 0n×n. Recall that
we assumed Ψ(0) /∈ GLn(C) and assume initially that also (HG, JG) is unkilled.
Observe that if (UGi,j)i,j∈[n] denote the potential measures associated to G with

UGi,j(y) := UGi,j([0, y]), we have

G(z)−1 =
(∫ ∞

0

e−zy UGi,j(dy)
)
i,j∈[n]

, z ∈ (0,∞).

Hence, for z > 0,
(5.6)

zG(z)−1
i,j = z

∫ ∞

0

e−zy UGi,j(dy) = z2
∫ ∞

0

e−zyUGi,j(y) dy =

∫ ∞

0

e−yzUGi,j(y/z) dy.

By the Markov renewal theorem, see Theorem 28 in [12], we have

(5.7) lim
z↓0

zUGi,j(y/z) = y lim
x→∞

UGi,j(x)

x
= y

πG(j)

E0,πG [HG
1 ]
,

where HG is the ordinator and πG the invariant distribution of the modulator
associated to G. Again, by the Markov renewal theorem, there exits c, a > 0 such
that for x > c, UGi,j(x) ≤ ax. Hence, for z ≤ 1

zUGi,j(y/z) ≤ ay1{y/z>c} + UGi,j(y/z)1{y/z≤c} ≤ ay + sup
x∈[0,c]

UGi,j(x) = ay + UGi,j(c)

=: fi,j(y).

Thus, the function y 7→ e−yfi,j(y) is an integrable majorant of y 7→ ze−yUi,j(y/
z) dy for any z ≤ 1. We can therefore apply dominated convergence in (5.6) to
obtain with (5.7) that

lim
z↓0

zG(z)−1
i,j =

πG(j)

E0,πG [HG
1 ]

∫ ∞

0

ye−y dy =
πG(j)

E0,πG [HG
1 ]
.

Since the determinant of a matrix is a polynomial of its entries and the one-sided
derivatives

lim
z→0,Re z≥0

Gi,j(z)−Gi,j(0)

z
=

{
E[HG,(i)

1 ], i = j,

qi,jE[∆G
i,j ], i ̸= j,
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exist and are finite by assumption for all i, j ∈ [n], it follows that

lim
z→0,Re z≥0

detG(z)

z
= lim
z→0,Re z≥0

detG(z)− detG(0)

z
,

exists and is equal to

lim
z↓0,z∈R

detG(z)

z
= −E0,πG

[HG
1 ]

n−1∏
i=1

(−λi) ∈ (−∞, 0),

where λi denote the eigenvalues of QG with principal eigenvalue λn = 0, see [20,
Lemma 10]. Using that

G(z)−1 = adj(G(z))/detG(z), z ∈ {z ∈ C \ {0} : Re z ≥ 0},

and that adj(G(·)) is continuous on C+, it therefore follows that

lim
z→0,Re z≥0

zG−1(z)

exists and is given by

lim
z→0,Re z≥0

zG(z)−1
i,j = lim

z↓0
zG(z)−1

i,j =
πG(j)

E0,πG [HG
1 ]
, i, j ∈ [n].

Note that −F (0) is a generator matrix iff none of the Lévy components is killed,
which in turn holds iff F (0) /∈ GLn(C), see Corollary 1.4 in [46]. Thus, if F (0) /∈
GLn(C), we have

lim
z→0,Re z≥0

zF (z)G(z)−1 = F (0) · 1 · πG/E0,πG

[HG
1 ] = 0n×n,

since 1 is a right eigenvector for the eigenvalue λ = 0 of the generator matrix
−F (0). Thus, we have shown that

lim
z→0,Re z≤0

zH(z) = − lim
z→0,Re z≥0

zF (z)G(z)−1

= 0n×n, if F (0) /∈ GLn(C) or G(0) ∈ GLn(C)

and analogously we find

lim
z→0,Re z≥0

zH(z) = 0n×n, if Ĝ(0) /∈ GLn(C) or F̂ (0) ∈ GLn(C),

We now show that the remaining cases cannot occur. Suppose initially that F (0) ∈
GLn(C) and G(0) /∈ GLn(C). Since Ψ(0) /∈ GLn(C), it follows from the Wiener–

Hopf factorisation that F̂ (0) /∈ GLn(C). Hence, using again Lemma 10 in [20], it
follows that

lim
z→0,Rez=0

1

z
det F̂ (z) ̸= 0,

with

sgn
(

lim
z→0,Rez=0

1

z
det F̂ (z)

)
= − sgnE0,πF̂

[H F̂
1 ] = −1.

Similarly,

sgn lim
z→0,Re z=0

1

z
detG(−z) = −sgn lim

z→0,Re z=0

1

z
detG(z) = 1.
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Thus,

− sgn(detF (0)) = sgn lim
z→0,Re z=0

1

z
det

(
∆−1
π F̂ (z)⊤∆πF (−z)

)
= sgn lim

z→0,Re z=0

1

z
det

(
∆−1
π Ĝ(z)⊤∆πG(−z)

)
= sgn(det Ĝ(0)).

(5.8)

Depending on whether −Ĝ(0) is a generator matrix or not we have sgn(det Ĝ(0)) ∈
{0, 1} and since F (0) is invertible by assumption, sgn(detF (0)) = 1. To see that
this is true, note that the real parts of the eigenvalues of QF are non-positive
and hence the real parts of the eigenvalues of −F (0) = QF −∆†F , where †F has
non-negative entries and is not equal to the zero vector by assumption, are strictly
negative, see e.g. Proposition 1.3 in [46]. If an eigenvalue λi of the real matrix
−F (0) is of multiplicity m and has non-trivial imaginary part, then λi is also an
eigenvalue of multiplicity m and the product of these 2m eigenvalues is strictly
positive. Thus,

detF (0) = (−1)n
n∏
i=1

λi =

n∏
i=1

(−λi) > 0.

The argument for the determinant of Ĝ(0) is analogous. Hence, (5.8) yields a con-

tradiction. Similarly, it follows that the case Ĝ(0) ∈ GLn(C) and F̂ (0) /∈ GLn(C)
cannot occur.

It follows that limz→0,Re z≥0 zH(z) = limz→0,Re z≤0 zH(z) = 0n×n. Riemann’s
theorem therefore implies that H can be extended to a holomorphic function on C.

We proceed by showing that H has component wise sublinear growth. If ϕGi
does not diverge at ∞, by our assumption that G ∈ A1, we have ΠG

i,j ≪ Leb

for all j ∈ [n] and HG,(i) is compound Poisson. Thus, in this case it follows
from the Riemann–Lebesgue lemma for Laplace transforms of absolutely continuous
measures supported on (0,∞) that lim|z|→∞,Re z≥0 L (qi,jF

G
i,j)(z) = 0 for all j ̸= i

and lim|z|→∞,Re z≥0 ϕ
G
i (z) = λGi , where λ

G
i is the jump intensity of HG,(i). This

demonstrates that for any i, j ∈ [n], i ̸= j,

lim
|z|→∞,Re z≥0

Gi,j(z)

Gi,i(z)
= 0.

Hence, for given ε > 0 there exists M > 0 such that∥∥DG(z)−1(G(z)−DG(z))
∥∥ ≤ ε, |z| ≥M,Re z ≥ 0.

Hence, for such z∥∥(I+DG(z)−1(G(z)−DG(z))
)−1 − I

∥∥ =
∥∥∥ ∞∑
n=1

(
−DG(z)−1(G(z)−DG(z))

)n∥∥∥
≤

∞∑
n=1

∥∥DG(z)−1(G(z)−DG(z))
∥∥n

≤ ε

1− ε
,

and therefore

lim
|z|→∞Re z≥0

(
I+DG(z)−1(G(z)−DG(z))

)−1
= I.
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Moreover, since G ∈ A1 we have

αGi := lim
|z|→∞,Re z≥0

(DG(z))−1
i,i

=

{
1

λG
i +†Gi −qGi,i

, if HG,(i) is compound Poisson,

0, if HG,(i) is not compound Poisson.

Thus, using
G(z) = DG(z)

(
I+DG(z)−1(G(z)−DG(z))

)
.

we find
lim

|z|→∞,Re z≥0
G(z)−1 = diag((αGi )i∈[n]),

Together with

lim
|z|→∞,Re z≥0

1

z
F (z) = diag((dFi )i∈[n]),

we therefore obtain

(5.9) lim
|z|→∞,Re z≥0

1

z
F (z)G(z)−1 = diag((αGi d

F
i )i∈[n]).

We now argue by contradiction that dFi > 0 implies that HG,(i) is not compound

Poisson. If dFi > 0, since by assumption either H F̂ ,(i) is compound Poisson with

absolutely continuous Lévy density or lim|θ|→∞|ϕF̂i,i(iθ)| = ∞ and, moreover, it

always holds limθ→∞
1
iθFi,i(−iθ) = −dFi , it follows from the Riemann–Lebesgue

lemma that limθ→∞
1
iθ (∆

−1
π F̂ (iθ)⊤∆πF (−iθ))i,i diverges ifH

F̂ ,(i) is not compound

Poisson or else converges to a strictly negative limit. On the other hand, if HG,(i)

is compound Poisson, then by definition of A1, necessarily ΠG,(i) ≪ Leb, such that
again by the Riemann–Lebesgue lemma

lim
θ→∞

1
iθ (∆

−1
π Ĝ(iθ)⊤∆πG(−iθ))i,i =

{
0, if dĜi = 0,

dĜi (−qGi,i + †Gi + λGi ) > 0, if dĜi > 0.

This yields a contradiction and therefore proves that dFi > 0 implies αGi = 0. Hence,
by (5.9),

lim
|z|→∞,Re z≥0

1

z
F (z)G(z)−1 = 0n×n.

In the same way, we can prove that

lim
|z|→∞,Re z≥0

1

z
∆−1
π

(
Ĝ(z)F̂ (z)−1

)⊤
∆π = 0n×n.

Thus, under the given assumptions on the MAP Wiener–Hopf factorisation, we
have shown that

lim
|z|→∞

1

z
H(z) = 0n×n.

Since we have demonstrated that H has a unique holomorphic extension to C,
the extended Liouville theorem now allows us to conclude that H ≡ C for some
constant matrix C ∈ Cn×n. By considering H on R we see that C must be real.
This gives us the desired conclusion by construction of H. □

From [16, Lemma 3.20] we immediately obtain the following result.

Lemma 5.5. Let Ψ be a MAP exponent. For any i ∈ [n] such that ψi has non-
trivial Gaussian part, it holds that lim|z|→∞,Re z≥0|ϕ±i (z)| = ∞.
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Absolute continuity of the Lévy measure matrix on (0,∞) of a bonding MAP
together with information on regularity at 0 of its Lévy components also gives useful
properties to determine uniqueness of its Wiener–Hopf factorisation.

Lemma 5.6. If the Lévy measure matrix is absolutely continuous on (0,∞) (resp.
(−∞, 0)), then the same is true for the Lévy measure matrix of the ascending (resp.
descending) ladder height MAP. In this case, if X(i) is upward (resp. downward)
regular at 0, then the Laplace exponent ϕ+i (resp. ϕ−i ) diverges at ∞. Otherwise,

H+,(i) (resp. H−,(i)) is compound Poisson.

Proof. We only deal with the statements on (H+, J+), the statement for (H−, J−)
follows from symmetric arguments. From the construction of the ascending ladder
height process (H+, J+) it is immediate that H+,(i) is strictly increasing iff X(i) is
upward regular. Equivalently, H+,(i) is not compound Poisson iff X(i) is upward
regular. Since the Lévy measure matrix Π is absolutely continuous on (0,∞), it
follows from [16, Theorem 4.3] that Π+ is absolutely continuous on (0,∞). In
particular, Π+

i ≪ Leb for all i ∈ [n] and hence lim|z|→∞,Re z≥0|ϕ+i (z)| = ∞ by

Lemma A.4 if X(i) is upward regular. □

The uniqueness results finally allow us to give the following probabilistic inter-
pretation of π-friendships.

Theorem 5.7. Let (H+, J+) and (H−, J−) be irreducible π-friends with matrix
Laplace exponents Φ± such that one of the following sets of conditions holds:

(i) (a) the bonding MAP is irreducible and killed,
(b) the ascending and descending ladder height processes of the bonding

MAP are irreducible, and at least one of them has no compound Pois-
son or trivial Lévy components, and

(c) π is invariant for the bonding MAP;
(ii) (a) the bonding MAP is irreducible and unkilled,

(b) Φ± ∈ A0 ∩ A∞, and
(c) the MAP exponents of the ascending and descending ladder height pro-

cesses of the bonding MAP belong to A0 ∩ A∞.

Then (H+, J+) and (H−, J−) have the same distribution as the ascending and
descending ladder height processes of the bonding MAP, for an appropriate scaling
of local times.

Proof. (i) Let G± be the matrix Laplace exponents of the ascending/descend-
ing ladder height processes and assume, wlog, that G+ has non compound
Poisson and non-trivial Lévy components. Theorem 2.1 ensures that the
bonding MAP has a Wiener–Hopf factorisation (3.1) in terms of its ladder
height processes. The result for killed MAPs follows by uniqueness of the
Wiener–Hopf factorisation provided by Theorem 5.1 and the fact that by
Lemma A.5, any matrix C such that CG+ = Φ+ must be diagonal with
strictly positive diagonal entries.

(ii) If J is unkilled, Lemma 3.12 implies that π is invariant for the modulator J
of the bonding MAP. The Wiener–Hopf factorisation (3.1) for the bonding
MAP holds again by Theorem 2.1. The result for unkilled MAPs then
follows from the uniqueness result Theorem 5.4 and Lemma A.5.

□
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Remark 5.8. Sufficient conditions for irreducibility of the ladder height modulators
and necessary and sufficient conditions for finiteness of the ordinators’ mean needed
for the ladder height MAPs to belong to A0 can be found in [16, Proposition 3.5]
and [12, Theorem 35], respectively. Lemma 5.5 and Lemma 5.6 give criteria that
allow to check whether ladder height MAPs belong to A1. A characterisation of the
lifetime of the bonding MAP in terms of the characteristics of (H±, J±) is given in
Lemma 3.13.

We return to our previous examples of friendship. In Example 4.10, we found
that the bonding MAP had positive Gaussian part in every component, which
by Lemma 5.5 implies that its ladder height processes are in A1. Furthermore,
examining the form of the Lévy measure matrix Π of the bonding MAP, we note
that assumption (i) in the example implies that E0,i[|ξ1|] <∞.

Since both the π-friends in the example are unkilled, we obtain, by differenti-
ating in (1.3) and using [18, Propositions 2.13 and 2.15], that the bonding MAP
ξ oscillates. In order to check the finiteness of the mean of the ladder height
process, we can look at condition (TO) in [12], which amounts to showing that∫∞

xΠ(x) dx < ∞. We note that
∫∞

xΠi,1(x) dx can be expressed in terms of an

integral over µ+
1 . Conditions (i) and (iii) together imply that

∫
(0,1)

y−4 µ+
1 (dy) <∞,

which in turn yields that
∫∞

xΠi,1(x) dx < ∞ for i = 1, 2. Symmetrical consid-

erations apply to
∫∞

xΠi,2(x) dx for i = 1, 2, and hence condition (TO) of [12] is
satisfied. It follows that the ladder height process has finite mean.

Finally, [16, Proposition 5.10] gives that the ladder height processes are irre-
ducible, which shows that they are in A0. Therefore, the Wiener–Hopf factorisa-
tion in this example consists of the identified pair of π-friends. The same argument
applies, with little variation, to Example 4.14.

Appendix A. Some technical lemmas

Lemma A.1. A matrix-valued function Ψ : R → Cn×n is the characteristic expo-
nent of some R× [n]-valued MAP if, and only if, all of the following conditions are
satisfied:

(i) for all i ∈ [n], Ψi,i is the characteristic exponent of a killed Lévy process;
(ii) for all i, j ∈ [n] with i ̸= j there exists some finite measure ρi,j such that

Ψi,j = Fρi,j;
(iii) the vector −Ψ(0)1 is nonnegative.

Proof. Necessity is obvious by definition of a MAP exponent, so assume that (i)-(iii)

hold. Let (ai, σ
2
i ,Πi) and †̃i be the Lévy triplet and killing rate, resp., associated to

Ψi,i. Let qi,j = ρi,j(R). Then, if qi,j > 0, Fi,j = ρi,j/qi,j is a probability measure.
For qi,j = 0 let Fi,j = δ0. Moreover, for

qi,i := −
∑
j ̸=i

qi,j ,

we have

†i := †̃i + qi,i = −
n∑
j=1

Ψi,j(0) ≥ 0,

by assumption and Q = (qi,j)i,j=1,...,n is a generator matrix. Thus, if we let G(θ) =
({FFi,j}(θ))i,j=1,...n and ψi be the Lévy–Khintchine exponent corresponding to the
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triplet (ai, σ
2
i ,Πi) and killing rate †i, then

Ψ(θ) = diag
(
(ψi(θ))i∈[n]

)
+Q⊙G(θ), θ ∈ R,

is a characteristic MAP exponent. □

Lemma A.2. Let µ be a signed measure on (R,B(R)). Then, µ induces a tempered
distribution with µ′ = ν for some finite signed measure ν if, and only if, µ is
absolutely continuous with density ν + c, where c ∈ R and ν(x) = ν((−∞, x]),
x ∈ R.

Proof. Suppose first that µ = ν + c. Since ν is finite, we have |ν((−∞, x])| ≤
|ν|(R) <∞ and hence µ induces a tempered distribution. Then, for any ϕ ∈ S(R)
we have with an integration by parts

⟨µ′, ϕ⟩ = −
∫
ϕ′(x)µ(dx) = −

∫
ϕ′(x)ν((−∞, x]) dx =

∫
ϕ(x) ν(dx),

which shows µ′ = ν. Conversely, if µ′ = ν, it follows that µ = ν + c in the sense of
distributions for some constant c ∈ R since ν′ = ν. □

Lemma A.3. [47, Lemme 1.5.5] Suppose that X has absolutely continuous Lévy
measure.

(i) If X is not compound Poisson, then lim|θ|→∞ Reψ(θ) = −∞.
(ii) If X is compound Poisson, then lim|θ|→∞ ψ(θ) = −Π(R)− †.

The same idea used to obtain Lemma A.3 allows us to prove the following result.

Lemma A.4. Let X be a Lévy subordinator that is not compound Poisson with
Laplace exponent ϕ. Then

lim
|z|→∞,Re z≥0

|ϕ(z)| = ∞ ⇐⇒ for some q > 0, lim
|z|→∞,Re z≥0

LU sing
q (z) = 0,

where U sing
q denotes the continuous singular part of the resolvent measure Uq of X.

Proof. SinceX is not compound Poisson, Uq is a continuous measure [6, Proposition
I.15] and hence Uq = U cont

q +U sing
q , where U cont

q (dx) = uq(x) dx for some L1-density
uq. Since Reϕ(z) ≥ 0 it follows that

LU cont
q (z) + LU sing

q (z) = LUq(z) =

∫ ∞

0

e(−q−ϕ(z))t dt =
1

q + ϕ(z)
, z ∈ C+.

By the Riemann–Lebesgue lemma for Laplace transforms of finite, absolutely con-
tinuous measures supported on (0,∞), we have lim|z|→∞,Re z≥0 LU cont

q (z) = 0,
which implies that

lim
|z|→∞,Re z≥0

LU sing
q (z) = 0

if, and only if,

lim
|z|→∞,Re z≥0

|ϕ(z)| = ∞.

□

A natural criterion for divergence of |ϕ| at ∞ is therefore absolute continuity of
Uq, which is guaranteed whenever X has strictly positive drift or PXt ≪ Leb for all
t > 0. A convenient sufficient criterion for the latter to hold is Π ≪ Leb, see [44,
Theorem 27.7], as already indicated by Lemma A.3.
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Lemma A.5. Let Ψ be the characteristic exponent of a MAP subordinator (ξ, J)
and let C ∈ Rn×n be a matrix such that CΨ is again a characteristic exponent
of a MAP subordinator. Then, for any j ∈ [n] such that ψj is non-trivial and not
compound Poisson, it holds ci,j = 0 for any i ̸= j and cj,j ≥ 0.

Proof. Let ψΨ
j ≡ ψj be non-trivial and not compound Poisson and suppose that

there exist i ̸= j such that ci,j ̸= 0. Letting Ψ̃ = CΨ it follows that

qΨj,j + ψΨ
j (θ) =

1

ci,j

(
qΨ̃i,jF

{
∆Ψ̃
i,j

}
(θ)−

∑
k ̸=j

ci,kq
Ψ
k,jF

{
∆Ψ
k,j

}
(θ)

)
, θ ∈ R.

This yields a contradiction since the function on the left is unbounded [6, Corollary
3], whereas the function on the right is bounded. In particular, cj,j(q

Ψ
j,j + ψΨ

j ) =

qΨ̃j,j + ψΨ̃
j , showing that cj,j ≥ 0 since ψΨ

j , ψ
Ψ̃
j are subordinator exponents and ψΨ

j

is non-trivial by assumption. □

Appendix B. General Wiener–Hopf factorisation

This section is dedicated to a proof of the Wiener–Hopf factorisation of MAPs.
It extends the results of [12], which dealt with situations where every component
of the MAP was killed at the same (possibly zero) rate, and [19], where every
component of the MAP was killed at strictly positive rate. The main idea in
the proof is to use the result of [19] and take limits carefully to allow for some
components to be unkilled. In what follows, we adopt Ivanovs’ notation, whereby,

when T is a (possibly random) time, we write T =
(∫ T

0
1{Jt=i} dt : i ∈ [n]

)
, and

for a functional FT , declare E[FT ; JT ] to be the matrix whose (i, j)-th entry is
E0,i[FT ; JT = j].

Assume that J is irreducible with stationary distribution π. Write P∗ for the
probabilities associated with an unkilled version of (ξ, J); that is, a version whose
exponent is θ 7→ Ψ(θ) +∆†. We define κ as the matrix exponent of the ascending

ladder process under P∗, in the sense that E∗[e
−⟨γ,L−1

t ⟩−αH+
t ; J+] = e−κ(γ,α); note

the different convention in comparison with Ψ. We can also define the descending

ladder process and its matrix exponent κ̂ by considering the dual MAP (ξ̂, Ĵ).
However, as alluded to in section 2, for this purpose a slightly different choice of
local time is needed, partly in case of compound Poisson components and partly
due to the effects of state changes; this is done carefully by [19].

Theorem B.1. Let β be a vector with non-negative entries. There exists some
vector c with positive entries such that

−(Ψ(θ)−∆β) = ∆−1
π κ̂(†+ β, iθ)⊤∆π∆cκ(†+ β,−iθ).

Proof. We will need to initially consider MAPs with positive killing rate in every
state. For this reason, let us start by replacing the rate †i with †ϵi := †i+ ϵ; that is,
we consider the MAP with exponent θ 7→ Ψ(θ)−∆ϵ. Following [19], let

ξt = sup{ξs : s ≤ t},
G(t) = inf{s ≤ t : ξs ∨ ξs− = ξt}, and
J t = JG(t)−1{ξG(t)−=ξt} + JG(t)1{ξG(t)−<ξt}

.
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When J t = j for some state j in which ξ(j) is irregular for (0,∞) and regular for
(−∞, 0], ξt = ξG(t); otherwise, ξt = ξG(t)−. Assume initially that we are in the

latter case, and consider the following calculation from excursion theory, in which
aj is the drift of L

−1 in state j, and nj is the excursion measure of (ξ, J) away from
its maximum when starting in state j:

E0,i
[
eiθξζ−−⟨β,G(ζ−)⟩; Jζ = j

]
= E0,i

∗

[∫ ∞

0

(∑
k∈[n]

†ϵk1{Jt=k}

)
e−⟨†ϵ,t⟩+iθξG(t)−−⟨β,G(t)⟩1{JG(t)−=j} dt

]
= E0,i

∗

[∫ ∞

0

1{ξt=ξt}†
ϵ
je

−⟨†ϵ+β,t⟩+iθξt1{Jt=j} dt

]
+ E0,i

∗

[∑
g

∫ d

g

(∑
k
†ϵk1{Jt=k}

)
e−⟨†ϵ,t⟩+iθξg−−⟨β,g⟩1{Jg−=j} dt

]
= E0,i

∗

[∫ ∞

0

aj†ϵje−⟨†ϵ+β,t⟩+iθξt1{Jt=j} dLt

]
+ E0,i

∗

[∫ ∞

0

e−⟨†ϵ+β,t⟩+iθξt−1{Jt−=j} dLt

]
nj

(∫ ζ

0

(∑
k
†ϵk1{Jt=k}

)
e−⟨†ϵ,t⟩ dt

)
= E0,i

∗

[∫ ∞

0

e−⟨†ϵ+β,L−1
t ⟩+iθH+

t 1{J+
t =j} dt

](
aj†ϵj + nj

(
1− e−⟨†ϵ,ζ⟩))

= κ(†ϵ + β,−iθ)−1
i,j (κ(†

ϵ, 0)1)j

where in the third line the sum is over excursion intervals (g, d), and in the fourth
line ζ is the lifetime of the excursion. In other words,

(B.1) E
[
eiθξζ−−⟨β,G(ζ−)⟩; Jζ

]
= κ(†ϵ + β,−iθ)−1∆κ(†ϵ,0)1.

We now consider the case where the state j above is one for which ξ(j) is irregular
for (0,∞) and regular for (−∞, 0]. In this situation, the point 0 may be either a
holding point for ξ(j) reflected in its supremum (if ξ(j) is compound Poisson) or an
irregular point (otherwise.) Either way, let us define T0 = 0, Sm = inf{t ≥ Tm−1 :
ξt < ξt; Jt = j}, and Tm = inf{t ≥ Sm : ξt = ξt}, for n ≥ 1. This implies that
{(Sm, Tm) : m ≥ 1} is the set of excursions away from the maximum that start
from state j, and importantly, every Sm and Tm is a stopping time. In the case
of an irregular point, Tm−1 = Sm. Then, we can compute as follows, using the
Markov property:

E0,i
[
eiθξζ−−⟨β,G(ζ−)⟩; Jζ = j

]
= E0,i

[∑
m≥1

eiθξSm−⟨β,Sm⟩1{JSm=j,Sm<ζ≤Tm}

]
= E0,i

∗

[∑
m≥1

eiθξSm−⟨β,Sm⟩1{JSm=j}

∫ Tm

Sm

(∑
k∈[n]

†ϵk1{Jt=k}

)
e−⟨†ϵ,t⟩ dt

]
= E0,i

∗

[∑
m≥1

eiθξSm−⟨β+†ϵ,Sm⟩1{JSm=j}

]
E0,j
∗

∫ T1

0

(∑
k
†ϵk1{Jt=k}

)
e−⟨†ϵ,t⟩ dt

= E0,i
∗

[∫ ∞

0

e−⟨β+†ϵ,L−1
t ⟩+iθH+

t ; J+
t = j

]
E0,j
∗

[
1− e−⟨†ϵ,T1⟩

]
= κ(β + †ϵ,−iθ)−1

i,j (κ(†
ϵ, 0)1)j ,
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which implies that (B.1) holds in all cases.
Naturally, the same applies to the supremum of the dual. Using [19, Corol-

lary 5.1], we obtain

− (Ψ(θ)−∆β −∆ϵ)
−1∆†ϵ

= κ(†ϵ + β,−iθ)−1∆κ(†ϵ,0)1∆
−1
cϵ ∆κ̂(†ϵ,0)1(κ̂(†ϵ + β, iθ)−1)⊤∆π∆†ϵ ,

(B.2)

where cϵ = ∆κ(qϵ,0)1(κ(q
ϵ, 0)−1)⊤∆π†ϵ. Simplifying this yields

(B.3)
−(Ψ(θ)−∆β −∆ϵ) = ∆−1

π κ̂(†ϵ + β, iθ)⊤∆−1
κ̂(†ϵ,0)1∆cϵ∆

−1
κ(†ϵ,0)1κ(†

ϵ + β,−iθ).

Now,

bϵi :=
(
∆−1
κ̂(†ϵ,0)1∆cϵ∆

−1
κ(†ϵ,0)1

)
i,i

=

∑
k∈[n] κ(†

ϵ, 0)−1
k,iπ(k)†

ϵ
k

(κ̂(†ϵ, 0)1)i
,

and we note that bϵi > 0 for all i and all ϵ > 0. Assume for the moment that βi > 0
for all i. Element (i, i) of (B.2) at θ = 0 provides that

−(Ψ(0)−∆β −∆ϵ)
−1
i,i =

∑
k∈[n]

κ(†ϵ + β, 0)−1
i,k κ̂(†

ϵ + β, 0)−1
i,k

π(i)

bϵk
.

The left-hand side is an element of the resolvent matrix of the irreducible Markov
process J with additional killing, and therefore converges, as ϵ → 0, to a positive
limit. On the right-hand side, we note that for every i, k ∈ [n], limϵ→0 κ(†ϵ +
β, 0)−1

i,k = κ(† + β, 0)−1
i,k =

∫
e−⟨†+β,x⟩ Ui,k(dx) ≥ 0, where U is the potential

measure of L−1 under P∗, and likewise for κ̂. Specifically, when k = i,

lim
ϵ→0

κ(†ϵ + β, 0)−1
i,i =

∫
e−⟨†+β,x⟩ Ui,i(dx) > 0,

and likewise limϵ→0 κ̂(†ϵ + β, 0)−1
i,i > 0. (The reader is correct to be suspicious

here: despite the irreducibility of J , a problem seems to occur when ξ(i) is a strictly
decreasing Lévy process and transitional jumps into state i are negative, since (ξ, J)
can never achieve a maximum in state i, and this indeed implies that Uj,i = 0 for
all j ̸= i. However, because of the way the local time is defined for states such as i
in which 0 is irregular for the process reflected in its maximum, J+

t actually spends

positive time in state i under P0,i
∗ , and so Ui,i ̸= 0.) From these considerations, we

see that there exists bi := limϵ→0 b
ϵ
i ∈ (0,∞), for every i, and moreover that bi does

not depend on β, so we may drop our assumption that β has positive entries.
Finally, we let ci = bi/πi, and (B.3) can be rewritten as

−(Ψ(θ)−∆β) = ∆−1
π κ̂(†+ β, iθ)⊤∆π∆cκ(†+ β,−iθ),

which completes the proof. □

We note that the constant c depends on the killing rate † (as well as, of course,
the law of ξ under P∗). For Lévy processes, the dependence on the killing rate is
known [39, equation (A.3)] but, lacking a Fristedt formula for MAPs, we leave it in
the implicit form appearing in the proof.

Proof of Theorem 2.1. Changing the normalisation of the local times amounts to
multiplying the exponents κ and κ̂ on the left by diagonal matrices containing
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positive entries, so setting β = 0 and choosing the normalisation appropriately in
the preceding theorem leads to the equation

−Ψ(θ) = ∆−1
π κ̂(†, iθ)⊤∆πκ(†,−iθ).

Finally, we must identify the matrix exponents appearing here, which can be done
as follows:

e−tκ(†,−iθ) = E∗
[
eiθH

+
t −⟨†,L−1

t ⟩; J+
t

]
= E

[
e
iθξ

L
−1
t 1{ζ>L−1

t }; JL−1
t

]
= etΨ

+(θ).

The exponent κ̂ can be identified similarly, and this completes the proof. □
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