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Can artificial intelligence improve
medicine’s uncomfortable relationship
with Maths?

Check for updates

Alexandra Valetopoulou 1,2 , Simon Williams1,2 & Hani J. Marcus 1,2

In 1978, Casscells et al. posed a medical statistics question to healthcare
professionals that highlighted medicine’s uncomfortable relationship with
statistics1. They were asked the following question:

“If a test to detect a disease whose prevalence is 1/1000 has a false
positive rate of 5%, what is the chance that a person found to have a
positive result actually has the disease, assuming that you know
nothing about the person’s symptoms or signs?”.

The results showed that only a minority provided the correct answer,
with most clinicians overestimating the positive predictive value (PPV)1.
The study was replicated by Manrai et al. 36 years later, yielding similar
results, highlighting that medical statistics continue to challenge healthcare
professionals, irrespective of grade, despite advancements in medical
education2.

ChatGPT is an advanced natural language processing generative arti-
ficial intelligence (AI) model trained on large-scale data to produce human
like responses3.We aim to replicate these two studieswith the addition ofAI
assistance, comparing respondent accuracy and confidence with and
without AI assistance.

Twenty attendings, 20 interns/residents, and 20 final-year medical
students participated. Initially, the correct answer was given by 10 of 60
participants (17%) (Table 1, Fig. 1). Similar results were obtained in the
study by Manrai et al. (14 of 61 correct answers, 23%), and in the study by
Casscells et al. (11 of 60 correct answers, 18%). In all three studies the most
common answer was 95%, given by 34 of 60 (57%) of respondents in this
study, 27 of 61 (44%) in the Manrai et al. study, and 27 of 60 (45%) in the
Casscells et al. study.

Thirty-six of 60 (60%) participantsmodified their answer after viewing
the AI response, with 30 of 36 (83%) providing the correct answer when
given AI-assistance (Table 1, Fig. 1). There was a significant increase in the
proportion of correct answers with AI-assistance (p < 0.001).

The median confidence ranking was 2 - ‘slightly confident’ (IQR 1–3)
when participants answered the question with no assistance and 4 - ‘fairly
confident’ (IQR 3–4) when given AI assistance (Table 1). There was a
significant increase in confidence with AI-assistance (p < 0.001).

Despite a 45-year gap between the original study and our study, most
healthcare professionals remain unable to correctly calculate the PPV.
However, we observed a significant improvement in accuracy and con-
fidence in answers when respondents were given AI-assistance.

With increasing development and implementation of clinician deci-
sion support (CDS) algorithms, clinicians require sound probabilistic rea-
soning skills to interpret CDS outputs and integrate them into clinical
decision making4. Given healthcare professionals remain challenged by
medical statistics, modern approaches to teach and interpret probabilities
are needed.

In this study, participants’ confidence in their answer increased
with AI-assistance. However, it is important to consider whether the
tool led to improved knowledge and understanding, or if participants
simply trusted the AI generated response. Exploring the mechanisms
which facilitate statistical learning and understanding using gen-
erative AI is crucial before tools are implemented within medical
education and clinical practice.

Teaching medical students how to best use generative AI, with a focus
on leveraging practical, real-world scenarios5, may enrich understanding.
This may equip future healthcare professionals with the skills to apply
generative AI in their clinical practice – encouraging data-driven decision-
making.

Methods
Survey
We conducted a survey of attendings, interns/residents, and final-
yearmedical students from a range ofmedical and surgical specialties,
at a tertiary center in the UK using convenience sampling. Partici-
pants initially answered the question without assistance. They were
then shown the ChatGPT response and asked whether they would
modify their initial answer. At each stage respondents ranked con-
fidence in their answer on a 1–5 scale (1 - not confident at all; 5 - very
confident). We calculated the correct answer to be 1.96%, and to
ensure consistency with the previous studies we also considered ‘2%’

Table 1 | Proportion of correct answers and respondent
confidence in their answer with and without AI-assistance

Without AI-assistance AI-assistance p value

Proportion of correct
answers (%)

10/60 (17%) 30/36 (83%) <0.001

Respondent confidence
(median [IQR])

2 (1–3) 4 (3–4) <0.001
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as correct2. The question stem was inputted to ChatGPT-3.5, which
generated a step-by-step response and the correct answer (Supple-
mentary Note 1).

Analysis
We used the chi-squared test to compare for difference in the proportion of
correct answers, and theMann–WhitneyU test to compare for difference in
confidence.

Reporting summary
Further information on research design is available in the Nature Research
Reporting Summary linked to this article.

Data availability
The data that support the findings of this study are available from the
corresponding author upon request.

Code availability
We used the pre-existing ChatGPT-3.5 software. The prompt for the
ChatGPT-3.5 output used in this study is described in the supplementary
note 1.
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Fig. 1 | Distribution of answers with and without
AI-assistance. The plot demonstrates the distribu-
tion of answers provided with AI-assistance (blue)
and without AI-assistance (orange).
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Open Access This article is licensed under a Creative Commons
Attribution 4.0 International License, which permits use, sharing,
adaptation, distribution and reproduction in anymedium or format, as long
as you give appropriate credit to the original author(s) and the source,
provide a link to the Creative Commons licence, and indicate if changes
were made. The images or other third party material in this article are
included in the article’s Creative Commons licence, unless indicated
otherwise in a credit line to the material. If material is not included in the
article’sCreativeCommons licence and your intended use is not permitted
by statutory regulation or exceeds the permitted use, you will need to
obtain permission directly from the copyright holder. To view a copy of this
licence, visit http://creativecommons.org/licenses/by/4.0/.

© The Author(s) 2024

https://doi.org/10.1038/s41746-024-01168-8 Brief communication

npj Digital Medicine |           (2024) 7:166 3

http://creativecommons.org/licenses/by/4.0/

	Can artificial intelligence improve medicine&#x02019;s uncomfortable relationship with Maths?
	Methods
	Survey
	Analysis
	Reporting summary

	Data availability
	Code availability
	References
	Acknowledgements
	Author contributions
	Competing interests
	Ethical approval
	Additional information




