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a b s t r a c t

Pauses in speech are indicators of cognitive effort during language production and have

been examined to inform theories of lexical, grammatical and discourse processing in

healthy speakers and individuals with aphasia (IWA). Studies of pauses have commonly

focused on their location and duration in relation to grammatical properties such as word

class or phrase complexity. However, recent studies of speech output in aphasia have

revealed that utterances of IWA are characterised by stronger collocations, i.e., combina-

tions of words that are often used together. We investigated the effects of collocation

strength and lexical frequency on pause duration in comic strip narrations of IWA and

non-brain-damaged (NBD) individuals with part of speech (PoS; content and function

words) as covariate. Both groups showed a decrease in pause duration within more

strongly collocated bigrams and before more frequent content words, with stronger effects

in IWA. These results are consistent with frameworks which propose that strong collo-

cations are more likely to be processed as holistic, perhaps even word-like, units. Usage-

based approaches prove valuable in explaining patterns of preservation and impairment

in aphasic language production.

© 2024 The Author(s). Published by Elsevier Ltd. This is an open access article under the CC

BY-NC license (http://creativecommons.org/licenses/by-nc/4.0/).
1. Introduction

Pauses in speech are indicators of cognitive effort. The fre-

quency, location, and duration of filled (e.g., um) or silent

pauses reveal neurocognitive processes underpinning lan-

guage production in both non-brain-damaged (NBD) speakers

and individuals with neurocognitive pathologies, such as
. Zimmerer).
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aphasia (Butterworth, 1979; Hird & Kirsner, 2010; Klatt, 1980;

Watanabe et al., 2008). For example, pause duration can be

longer before the initiation of sentences with high syntactic

complexity (Ferreira, 1991; Grosjean et al., 1979) or longer

noun phrases (Strangert, 1997). The grammatical role of a

word or part of speech (PoS) further influences pauses in

spontaneous speech: in NBD English speakers, pauses tend to
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occurmore before content rather than functionwords (Maclay

& Osgood, 1959), and are longer before verbs relative to nouns

(Seifart et al., 2018). Also, pauses in speech are longer before or

within utterances with non-canonical syntactic structures

(e.g., passive sentences) (Krivokapi�c, 2007; Krivokapi�c et al.,

2022; Ruder & Jensen, 1972). In individuals with aphasia

(henceforth, IWA), pauses are longer and more frequent than

in NBD individuals (Angelopoulou et al., 2018; Sahraoui et al.,

2015). Pauses in speech may also capture variance in pop-

ulationswith acquired language disorders, such as individuals

with post-stroke aphasia or primary progressive aphasia

(DeDe & Salis, 2020; Hird & Kirsner, 2010; Mack et al., 2015;

Potagas et al., 2022).

Most studies on the effect of linguistic factors on pauses

have been conducted under the framework of Generative

Grammar and related theories, which determine processing

difficulty by the properties of individual words and complexity

of phrase structures. By contrast, usage-based theories sug-

gest that language organization is fundamentally shaped by

experience, in particular semantic and pragmatic function, as

well as usage-frequency (how often language forms are

encountered in everyday communication; Bybee, 2010; Bybee

& Beckner, 2015; Langacker, 1987a). Lexical frequency pre-

dicts cognitive processing demands (Hasher & Zacks, 1984).

NBD adults process high-frequency words more accurately

and faster than low-frequency items (Balota et al., 2004;

Forster & Chambers, 1973; Stemberger & MacWhinney, 1986).

Higher lexical frequency has been associated with shorter

gaze duration in reading (Ong & Kliegl, 2008). Similar lexical

frequency effects are evident in pauses in the speech of both

NBD and IWA, with longer pauses before lower frequency

forms (Beattie & Butterworth, 1979; Geffen et al., 1979; Mack

et al., 2015; Maclay& Osgood, 1959; Pashek& Tompkins, 2002).

While lexical frequency effects are well established, sta-

tistical properties of language also manifest in collocation

strength between word combinations. Collocation strength

refers to the frequency in which words occur together,

weighted by the frequency of each word (Gries, 2010;

Schneider, 2018). Collocation strength is notmerely a function

of frequency. For example, in British English, the phrase “it's
lovely” has a higher collocation strength than “it's great”,

despite “great” being more frequent than “lovely” (BNC, 2007).

Collocation strength indicates the degree to which words are

associated with another in everyday language use. Zimmerer

et al. (2018) found that in semi-structured interviews, IWA

(both fluent and non-fluent) produced not only more frequent

words, but also more strongly collocated word combinations

than non-aphasic speakers with right-hemisphere damage

and NBD speakers. The authors employed a software devel-

oped for this research, the Frequency in Language Analysis

Tool (FLAT; Zimmerer et al., 2016), to extract statistical lan-

guage features. FLAT determines the usage frequency of every

word, bigram (two-word combination) and trigram (three-

word combination) from orthographic transcripts based on

the spoken sub-corpus of the British National Corpus (BNC,

2007) and calculates collocation strength alongside other

measures. A follow-up study replicated the results in a new

sample of speakers with non-fluent aphasia (Bruns et al.,

2019). Investigating use of the expression “I don't know”, it

also demonstrated that IWA use strong collocations in
pragmatically appropriate ways. Increased collocation

strength in spontaneous speech was also found in three types

of primary progressive aphasia, behavioural variant fronto-

temporal dementia (Zimmerer et al., 2020) and speakers with

probable Alzheimer's disease (Zimmerer et al., 2016).

High collocation strength is one indicator of “formulaic

language” (Schmitt et al., 2019): phrases and utterances that

are processed not only as combinations of individual words,

but as one holistic unit (Conklin & Schmitt, 2012; Schmitt,

2012). According to some usage-based frameworks, language

formulas are easier to process because they involve words that

are strongly associated with each other, and therefore more

easily co-activated (Langacker, 1987a, 1987b, 2008). It is possible

that some formulas are represented as single lexicalized units,

and in this case, they would be easier to process because they

require selection of fewer lexical representations and impose

reduced combinatorial demands. Collocation strength analysis

of connected speech samples of IWA (see above) suggest that

such combinationswould bemore resilient to disruption under

conditions of lexical or grammatical impairment.

Despite the established effects of collocation strength on

language production, its effects on pauses has not yet been

examined. This study, therefore, has two aims:

(1) To see whether previous results showing increased lex-

ical frequency and collocation strength in aphasia (Bruns

et al., 2019; Zimmerer et al., 2018, 2020) replicate in a new

sample. We hypothesised that (H1) IWA will produce

more frequent words and (H2) stronger collocations.

(2) To go beyond measuring the properties of produced lin-

guistic forms and investigate how the variables of fre-

quency and collocation strength relate to pauses in

speech and, therefore, to effort in online language pro-

cessing. Three hypotheses emerged from this aim: (H3)

Pause duration will be longer in IWA than in NBD in-

dividuals; (H4) Pauses will be shorter and fewer before

words with higher lexical frequency, and this effect will

be greater in IWA. (H5) Pauses will be shorter and fewer

within combinations with greater collocation strength,

and this effect will be greater in the IWA.

The novelty of our study relies specially on the last two

hypotheses, in which we predicted that increased cognitive

demands in the production of less frequent lexical items and

weaker collocations would be reflected in the duration of

pauses.

We investigated the effects of lexical frequency and collo-

cation strength (as determined by FLAT) on pauses in sponta-

neous connected speech in IWA and NBD individuals. The

participants narrated a (mostly) wordless cartoon. We

measured the duration of silent pauses, filled pauses, or com-

binations of both before each word, and correlated these with

the word frequency of the following word and the collocation

strength of bigrams. We entered part-of-speech as a covariate.
2. Methods

We report how we determined our sample size, all data ex-

clusions, all inclusion/exclusion criteria, whether inclusion/

https://doi.org/10.1016/j.cortex.2024.06.012
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exclusion criteria were established prior to data analysis, all

manipulations, and all measures in the study.

2.1. Pre-registration and post-hoc tests

We pre-registered our analysis on the Open Science Frame-

work website (https://osf.io/8nwe2/) after data collection and

transcription, but before pause annotation and data analysis.

We report results according to the pre-registered procedure,

but because of properties of distributions which we did not

consider at the time of pre-registration (zero-inflation in

particular), we added a post-hoc test better suited for these

(see section 3.1.6.). We also explored the correlation between

proxies for aphasia severity and their influence on pause

duration (see section 3.1.7.).

2.2. Participants

Data were collected as part of a previous study on grammat-

ical processing in aphasia (Mahmood et al., 2016). The NBD

group was recruited from a university register of research

volunteers. Ethics approval was granted by the relevant

institutional Ethics Committee and all the participants pro-

vided informed consent to take part in the study (LC/2013/05).

Inclusion criteria were English as the native language (all our

participants were British English speakers), presence of

aphasia in the IWA group and absence of aphasia in the NBD

group. Exclusion criteria were a diagnosis of developmental or

other cognitive disorders. The sample consisted of 20 NBD

individuals (3 male, 17 female) and 20 IWA (16male, 4 female).

The sample size is consistent with previous work on pauses in

aphasia (e.g., Angelopoulou et al., 2018). Table 1 shows soci-

odemographic information and language assessment results.

Beyond production in discourse (see 2.3 below), we

measured production of single words and comprehension of

single words and sentences to further profile our speakers.We

selected the Boston Naming Test (BNT; Goodglass et al., 2001)

picture naming task to test lexical production, and the

Comprehensive Aphasia Test (CAT; Swinburn et al., 2008)

word-picture-matching and sentence-picture matching sub-

tests for testing comprehension. Because we did not use the

entire CAT, this study does not have a single standardised
Table 1 e NBD individuals and IWA sociodemographic data and

NBD indi

Sociodemographic variables

Age 67.4

Years of education 16.

Stroke post-onset time

Language assessment variables

BNT (out of 60) 38.

CAT comprehension of spoken words (out of 30) 27.

CAT comprehension of written words (out of 30) 27.

CAT comprehension of spoken sentences (out of 32) 26.7

CAT comprehension of written sentences (out of 32) 26.6

CAT composite score (mean of all subtests) 27.4

Group comparisons were carried out using t-tests (* ¼ significantly diff

retrieval; CAT¼ Comprehensive Aphasia Test, subtests used to determine

showed that IWA group had mild to moderate language impairment.
measureof aphasia severity. Thus, to examine the relationship

between discourse and other measures, our correlation tests

used BNT scores and a composite (mean) of CAT subtests.

2.3. Test procedure

Participants met with a researcher in a quiet room. Speech

datawere elicited using “The dinner party” cartoon (Fletcher&

Birt, 1983). In this task, participants described an 8-picture

story that contained no dialogue or narration. The in-

structions were: “Look at these pictures. Together, they make

a story. Could you tell me in your own words everything you

see going on in the pictures”. Speech was digitally recorded

and orthographically transcribed using F4transkript (Jones &

German, 2016).

2.4. Annotation procedure

The audio of each sample was loaded into ELAN Linguistic

Annotator V 6.0 (Max Planck Institute for Psycholinguistics,

2020). We counted words of each sample using the R pack-

age psych V.1.9 (Revelle, 2022). After segmenting the words in

the audio sample, the transcriptions were aligned to their

respective segment in an annotation tier. Pauses were defined

as any speech hesitation, which could be silent, filled with

interjections, or containing both. Duration and location of

pauses were identified based on visual inspection of the

spectogram and on acoustic inspection, first at 100% and

subsequently at 30% playback rates. We measured word on-

sets and offsets and defined pauses as the time (measured in

msec; ms) between one word's offset and the following word's
onset.We combined filled and silent pauses in our analysis, as

both can reflect processing demands in speech.

We created an additional tier categorising the pauses: 1.

“No pause”, where the distance between words was between

0 and 250 ms. This rationale takes into account the observa-

tions of Goldman-Eisler (1968) that hesitations of this duration

are related to articulatory processing; 2. “Silent pause”, an-

notated as a hesitation greater than 250 ms with no acoustic

signal between words; 3. “Filled pause”, annotated as hesita-

tion longer than 250ms betweenwordsmarked by filler words

(interjections such as “uhm” or “uh”); 4. “Filled/Silent pause”,
IWA language assessment.

viduals (SD) IWA (SD)

Mean differences

5 (8.02) 58.85 (9.93)* t(38) ¼ 2.64, p ¼ .01

8 (2.75) 15.55 (3.03) t(38) ¼ 1.42, p ¼ .17

5.33 years (2.36)

5 (16.01)

2 (1.88)

9 (2.29)

5 (5.55)

5 (4.63)

1 (2.57)

erent at p < .05). BNT ¼ Boston Naming Test, used to assess lexical

extent of lexical and grammatical impairment. Language assessment

https://osf.io/8nwe2/
https://doi.org/10.1016/j.cortex.2024.06.012
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annotated as a filled pause followed by a silent pause or vice

versa. As silent and filled pauses both reflect processing de-

mands in language production, we considered both in the

statistical analysis. Fig. 1 shows the ELAN annotator interface.

Lexical frequency and collocation strength were deter-

mined using the FLAT software (Zimmerer et al., 2016, 2018).

Lexical frequency was measured as the frequency of occur-

rence of a word in the spoken sub-corpus of the BNC (2007), in

occurrences per million words. Collocation strength of each

bigram was measured using t-scores (Gablasova et al., 2017;

Gries, 2010), which are based on the raw frequency of each

bigram and the frequency of its individual words. The formula

is:

tscoreab ¼ frequencyab � expected frequencyabffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
frequencyab

p

where frequencyab is the observed frequency of the bigram in

the spoken BNC and expected frequencyab is the frequency of

the bigram if the order of the words was random.

Following the procedure outlined in previous studies using

FLAT (Bruns et al., 2019; Zimmerer et al., 2018, 2020), bigrams

were excluded from the collocation strength analysis if they

contained proper nouns or pseudowords. Lexical repetitions

were removed so that the analysis only considered one

instance of the repeated word, unless raters considered repe-

titions intentional. Ungrammatical combinations (e.g., “man

think”) were also excluded, since these would be classified as

rare not because of greater language capacity, but because of

failed combinatorial operations. In bigrams with a filled pause

(e.g., uhm or uh), the interjection was removed, and the

collocation strength between the words preceding and

following the pause was measured (note that these
Table 2 e Example of raw data for the utterance “they have a fish
duration), Spacyr (PoS) and FLAT (lexical frequency, bigram and

Participant ID Group Word PoS Lexical
(per mil

1 NBD individuals they Function word

1 NBD individuals have Content word

1 NBD individuals a Function word 2

1 NBD individuals fish Content word
interjections were considered for pause duration analysis).

FLAT also automatically excludes combinations which cross

sentence boundaries (marked with sentence-final punctua-

tion) or utterance boundaries (annotated via line break). The

total number of bigrams removedwas 159 (4.3%of all bigrams);

of those 159 bigrams removed, 124 were produced by IWA and

35 by theNBDgroup. Thesenumbers primarily reflect that IWA

producedmore grammatical errors and less connected speech.

We annotated PoS for each word using the R package

“Spacyr” V.1.2.1 (Benoit & Matsuo, 2022), a wrapper to the

Python “spaCy” library. Spacyr carries out a morphosyntactic

analysis of each word in a transcript. Categories were grouped

into two-factor levels: content words (nouns, verbs, adjec-

tives, and adverbs) and function words (pronouns, preposi-

tions, conjunctions, determiners, and interrogatives). Table 2

shows an excerpt from raw data.
3. Results

3.1. Statistical analysis procedure

3.1.1. Outlier detection and log-transformation
To identify outliers for lexical frequency and collocation

strength values, we used Grubbs’ test. This analysis was

applied to the data after the removal of ungrammatical

bigrams. There was no evidence of outliers for lexical fre-

quency in the NBD group, G(1.75)¼ .99, p ¼ 1, and IWA groups,

G(1.56) ¼ .99, p ¼ 1. For collocation strength, the NBD group

showed outliers with a t-score below �43.79 (N ¼ 18 out 2068;

.87%) and above 125.87 (N ¼ 58 out 2068; 2.81%), G(6.59) ¼ .97,

p < .001. In the IWA group, outliers were found below �55.64
”, generated from ELAN annotation (pause type and pause
collocation strength) analysis.

frequency
lion words)

Pause type Pause
duration

Bigram Collocation
strength

9656 No pause 0 ms and they 62.8

7727 No pause 0 ms they have 41.6

0620 Silent pause 100 ms have a 81.1

749 No pause 0 ms a fish 5.83

https://doi.org/10.1016/j.cortex.2024.06.012
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(N ¼ 9 out 1475; .61%) and above 157.29 (N ¼ 13 out of 1475;

.88%), G(5.02)¼ .97, p < .001. These values demonstrate greater

variance of collocation strength within the NBD group. Outlier

values were removed from the statistical analysis.

Since we entered every word and bigram that met our

selection criteria into our models, we included pause dura-

tion values which were 0 ms (i.e. no pause). We subjected

pause duration values to log transformation, with a bin size

of .1 log units (Hird & Kirsner, 2010). After log trans-

formation, the values for pause duration ranged from zero

to five units. After transformation, the distribution was zero-

inflated; it had a mode at zero, followed by a normal dis-

tribution curve.

We refitted lexical frequency values into the same pause

duration log-transformed range to analyse and converge the

data on comparable scales. The dataset for lexical frequency

was rescaled with minimum and maximum (min ¼ 0,

max ¼ 5). As collocation strength values converged in nar-

rowed scales, we did not apply refitting on this dataset.

3.1.2. Group comparisons
Table 3 displays the results for each group and comparisons

between groups. We carried out comparisons of pause

duration, word count, lexical frequency and collocation

strength using Wilcoxon signed-rank tests. We used Chi-

square tests for proportions of content vs. function words.

While all participants made filled and silent pauses, the

proportion of filled pauses was lower than that of silent

pauses. The IWA group produced significantly fewer words,

more pauses, and longer pauses, with higher proportions of

silent and filled þ silent pauses. The lexical frequency of

content, function words and collocation strength values were

higher for the IWA group. There were no significant differ-

ences between proportions of content and function words

between groups.
Table 3 e Means for pause duration, type of pauses, PoS distribu
group.

Variable NBD individuals

Mean SD Median (I

Pauses

Pause Duration between words (ms) 213.2 88.0 <.1 (203)

Silent Pauses (%) 71.5 30.2 26.0 (53.7)

Filled Pauses (%) 1.4 2.6 0 (1.2)

Filled þ Silent Pause (%) 3.7 4.6 4 (16.2)

No pauses between words (%) 23.35 65.4 6 (3.2)

PoS

Word count 2093 78.50 95 (110)

Content words (%) 13.86 7.80 13 (109)

Function words (%) 86.14 37.4 78.5 (109.5

Lexical Frequency and Collocation Strength

Mean Lexical Frequency (per million words) 16594 1839 10510 (225

Lexical Frequency (content words) 2653 6578 749 (161)

Lexical Frequency (function words) 18390 14055 1754 (2132

Collocation Strength 22.97 4.50 3.6 (32.2)

The section on pauses contains proportions of filent pauses, filled pause

pause duration between words for NBD individuals is close to zero becaus

inflated distributions (see 2.1 and 3.1.6). IQR ¼ Interquartile range. Paus

grammatical bigrams and lexical frequency and collocation strength outli

of outlier values. Mean and median collocation strength (t-scores) was ca
3.1.3. Linear mixed models
To examine the effects of lexical frequency and collocation

strength on pauses, we fitted linear mixed models (LMM)

using the lme4 package (Bates et al., 2015) for R (R Core Team,

2020). Independent models were considered for Lexical Fre-

quency and Collocation Strength analyses since Lexical Fre-

quency and Collocation Strength are strongly correlated

variables. For these models, we excluded words which were

the first in an utterance to avoid confounding effects of ut-

terance planning. Within each set, we determined the best

model by starting with the simplest and adding interactions

only when they resulted in a significantly better model, as

determined by a likelihood ratio test.

Table 4 summarizes all LMMs. In the reference models of

each set, the predictors were Group (NBD or IWA) and PoS,

while Lexical Frequency and Collocation Strength (respec-

tively) were placed as random factors. In Model 1, the pre-

dictors of Pause Duration were Lexical Frequency (or

Collocation Strength), Group and PoS. Model 2 tested the

interaction between Lexical Frequency or Collocation

Strength with Group. Model 3 tested the interaction between

PoS and Group. Finally, Model 4 examined the three-way

interaction between all predictors. Note that Models 1e4 had

a simpler random effect structure as we were worried about

convergence. As the result, estimates are anti-conservative.

3.1.4. Effects of lexical frequency on pause duration
Full results for each Lexical Frequency model are reported in

Supplementary file. The Reference model revealed a signifi-

cant effect of Group (b ¼ .46, t ¼ 5.01, p < .001), as IWA made

longer pauses, but no significant effect of PoS (b ¼ �.01,

t¼�.43, p¼ .67). Model 1 was not significantly better (X2(1)¼ 0,

p ¼ 1), but did show a significant effect of Lexical Frequency

(b ¼ �.02, t ¼ �2.12, p ¼ .034), in addition to the significant

effect of Group (b ¼ .49, t ¼ 5.20, p < .001) (Table 5). The
tions, lexical frequency and collocation strength values by

IWA Mean differences

QR) Mean SD Median (IQR)

1110.5 983.7 75.0 (907.5) Z ¼ �13.66, p < .001, r ¼ �.24

79.6 53.6 57.0 (36.7) Z ¼ �13.67, p < .001, r ¼ .83

1.9 3.3 0 (1) Z ¼ �.66, p ¼ .25, r ¼ �.10

14.7 17.8 17 (26.7) Z ¼ �2.76, p ¼ .002, r ¼ �.43

3.80 53.1 2 (10) Z ¼ �1.99, p ¼ .02, r ¼ �.31

1587 71.1 75 (96.5) Z ¼ �7.45, p < .001, r ¼ .64

13.49 35.4 8 (31) X2 (1, N ¼ 40) ¼ .10, p ¼ .07

) 86.51 45.6 61 (60.7)

35) 18168 3167 17454 (21247) Z ¼ �4.97, p < .001, r ¼ .48

3181 7213 1011 (104) Z ¼ �6.20, p < .001, r ¼ .32

) 20642 14222 2336 (1930) Z ¼ �5.01, p ¼ .001, r ¼ .09

25.35 10.11 2.1 (40.8) Z ¼ �1.70, p ¼ .02, r ¼ .18

s, filled þ silent pauses and no pauses between words. The median

e most times, they made no pause between words, resulting in zero-

es, PoS and lexical frequency were calculated before removal of un-

ers. Mean andmedian lexical frequency was calculated after removal

lculated after removal of ungrammatical bigrams and outlier values.

https://doi.org/10.1016/j.cortex.2024.06.012
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strongest model was Model 4, which included all two-way

interactions and the three-way interaction, and was signifi-

cantly stronger than the best model with a single two-way

interaction (X2(3) ¼ 14.20, p ¼ .003). That model showed sig-

nificant effects of Group, Lexical Frequency, and significant

interactions between Lexical Frequency and PoS (b ¼ .26,

t ¼ 2.36, p ¼ .019), as frequency effects were stronger for

content words, and Group and PoS (b ¼ .16, t ¼ 2.01, p ¼ .045),

since pauseswere longer before contentwords, and that effect

was stronger for PwA (Table 5). With regards to variance

explained, models were weak; in Model 5, fixed effects

explained 5% of the variance.

3.1.5. Effects of collocation strength on pause duration
We report full results for each Collocation Strength model in

Supplementary file. The Reference model revealed a signifi-

cant effect of Group (b ¼ .45, t ¼ 5.51, p < .001), as IWA had

longer pauses than the NBD group. Model 1 was not signifi-

cantly better than the Reference model (X2(1) ¼ 0, p ¼ 1). Once

interactions were added, the main effect of Group remained

significant, and interactions between Group and other pre-

dictors were also significant (Group: b ¼ .56, t ¼ 5.80, p < .001;

Group*Collocation Strength: b ¼ �.003, t ¼ �2.22, p ¼ .001).

Analysis using a likelihood ratio test found that Model 2,

which contains an interaction between Collocation Strength

and Group, had significantly greater explanatory power than

simplermodels (X2(1)¼ 10.26, p¼ .001; Table 6). InModel 2, the

interaction between Collocation Strength and Group was

statistically significant (R2 ¼ .14, b ¼ �.003, t ¼ �2.22, p ¼ .001),

as the effect of Collocation strength on pauses was stronger in

IWA (Fig. 2). More complex models did not significantly

improve explanatory power.

3.1.6. Hurdle models
Because of the zero-inflated distribution of pause durations,

we followed the pre-registered analysis with Bayesian hurdle-

Gaussian models (Heilbron, 1994) to corroborate LMM results.

Hurdle-Gaussian models consist of two steps: the first aims to

explain the zero values, and the second the positive values.

We used hurdle models to further scrutinise LMM results, in

particular Model 2 for Collocation Strength. See

Supplementary file for results.

Results from hurdle models investigating lexical frequency

only partially supported linear model results. Model 1, which

included all fixed variables but no interactions, showed a sig-

nificant effects of Group (b ¼ .46, p < .001) and Lexical Fre-

quency (b¼�.02, p¼ .046) on pauses. However, a hurdlemodel

with all interactions (Model 5) did not converge well and only

determined significant main effects for Group and Lexical

Frequency, while interactions were not significant. Significant

effects only explained the distribution of non-zero values.

For collocation strength, results were fully corroborated by

hurdle models. There was moderate evidence of a Group ef-

fect, which was statistically significant (b ¼ .56, p < .001). The

two-way interaction effect between Collocation Strength and

Group was moderate and statistically significant (b ¼ �.004,

p < .001). Pauses had a moderate probability of being shorter

within bigrams with higher Collocation Strength, and the ef-

fect was stronger in IWA. Effects were only significant for

explaining non-zero values.

https://doi.org/10.1016/j.cortex.2024.06.012
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Table 5 e Best model for Pause Duration including Lexical Frequency. Model 5 is characterized by significant main effects of
Lexical Frequency, Group, and significant interactions involving PoS.

Model 5 Pause Duration ~ Lexical Frequency * Group * PoS þ (1 | Speaker)

Conditional R2 .13

Marginal R2 .06

Random effects Variance SD

Speaker (intercept) .07 .92

Residuals .27 .96

Fixed effects b coefficient (estimate) t-value 95%CI Significance (p-value)

Intercept .88 13.01 .75, 1.01 <.001
Lexical Frequency �0.26 �2.33 �.48, �.04 .02

Group 0.48 4.85 .29, 0.68 <.001
PoS �0.06 �1.30 �.16, .03 .19

Lexical Frequency*Group �0.08 �.45 �.44, .27 .65

Lexical Frequency*PoS 0.26 2.36 .04, .48 .019

Group*PoS 0.16 2.01 �003, .32 .045

Lexical Frequency*Group*PoS 0.02 .12 �.34, .38 .91

Fig. 2 e Predicted values of the interaction between

Collocation Strength and Pause Duration for the best fitting

model (Model 2). For both groups, Pause Duration was

shorter within bigrams with high Collocation Strength

values. The effect is greater for IWA.

Table 6 e Best model for Pause Duration including Collocation Strength. Model 2 is characterized by significant interactions
between Group and Collocation Strength, and the main effect of Group.

Model 2 structure: Pause Duration ~ Collocation Strength * Group þ PoS þ (1 | Speaker)

Conditional R2 .14

Marginal R2 .08

Random effects Variance SD

Speaker(intercept) .07 .26

Residuals .96 .98

Fixed effects b coefficient (estimate) t-value 95%CI p-value

Intercept .25 1.56e.06, .56 .11

Collocation Strength .0002 �.15�.0037, �.0031 .88

Group .56 5.7 .37, .75 <.001
PoS �.06 1.04e.05, .17 .29

Group*Collocation Strength �.003 �3.19. �.005, �.001 .001
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3.1.7. Effects of aphasia severity on pause duration
The duration of pauses in speechmay varywith the severity of

aphasia (Goodglass et al., 1964). We used performance on the

BNT and a composite score based on CAT comprehension
subtests as proxies for aphasia severity (see 2.2.). Both were

significantly and strongly correlated, r(18) ¼ .71, p < .001. We

applied separate LMMs to explore the influence of BNT and

CAT comprehension composite scores on pause duration.

For lexical frequency, we fitted the baseline model Pause

Duration ~ Lexical Frequency * PoSþ (1|Speaker). The baseline

model showed a significant positive effect of PoS (b ¼ .01,

t ¼ 1.97, p ¼ .02). A likelihood ratio test revealed that adding

BNT scores (X2 (1) ¼ .07, p ¼ .7) or CAT composite scores (X2

(1) ¼ .15, p ¼ .6) did not increase the explanatory power of the

baseline model.

For collocation strength, we fitted the baselinemodel Pause

Duration ~ Collocation Strength * PoS þ (1|Speaker). The

baseline model showed a significant negative effect of collo-

cation strength (b ¼ �.01, t ¼ �5.28, p < .001) and a significant

positive interaction between collocation strength and PoS

(b ¼ .004, t ¼ 2.38, p ¼ .01). A likelihood ratio test revealed that

adding BNT scores (X2 (1)¼ .28, p¼ .5) or CAT composite scores

(X2 (1) ¼ .12, p ¼ .7) did not increase the explanatory power.
4. Discussion

Prior studies have shown that IWA producewordswith higher

lexical frequency and word combinations which are more

https://doi.org/10.1016/j.cortex.2024.06.012
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strongly collocated (Bruns et al., 2019; Kittredge et al., 2008;

Zimmerer et al., 2018, 2020). While these studies suggested

more familiar language is produced with less effort, our study

of speech pause data as indicators of effort provide clear evi-

dence that this assumption is likely correct.

Pauses in speech were extracted from “The dinner party”

comic strip narrations produced by a group of individualswith

mild to moderate aphasia and NBD controls. Samples of

speech from IWA contained more and longer pauses, repli-

cating previous findings (Angelopoulou et al., 2018; Perkins,

1995). Both groups produced more silent than filled pauses,

but IWA showed a higher proportion of silences. Types of

pausesmay indicate efforts at different processing stages. The

elicitation task requires constructing a plausible narration

from a picture sequence and involves integrative processing

across language and other cognitive networks, such as event

processing. Interpretation of complex visual events may be

dissociated from the linguistic description of such events

(Brown et al., 2020; Fedorenko & Blank, 2020; Fedorenko &

Varley, 2016; Ivanova et al., 2021). Our findings may reflect

this dissociation, since it is assumed that filled pauses

demonstrate higher level picture/event conceptualisation,

whereas silent pauses indicate the cognitive demands of lex-

ical searching or phrase construction (Angelopoulou et al.,

2018; Butterworth, 1976, 1979). The higher proportion and

duration of pauses in IWAmay reflect the greater challenge of

language production, demonstrating increased cognitive and

linguistic demands to construct utterances.

IWAproducedcontentwordswithhigher lexical frequency,

which is in concordance with previous research (Beattie &

Butterworth, 1979; Geffen et al., 1979; Zimmerer et al., 2018).

Furthermore, pauses were shorter before more frequent

words, replicating previous findings (Goral et al., 2010). Note

that LMM analysis, but not the post-hoc hurdle models, found

that the effect of frequencyonpauseswas greater for IWAthan

NBDspeakers,meaning that this particular interactionwasnot

robust. Previously, high-frequency words are proposed to be

easier to access than low-frequency words due to a higher

resting state of underpinning neural networks (McClelland &

Elman, 1986), but more recent studies using model simula-

tions have proposed that more frequent words are more

strongly weighted in the lexical network (Nozari et al., 2010).

Thus, high-frequency words are more resilient to damage to

lexical networks. Future research can integrate other variables

that relate to frequency, such asneighbourhooddensity, age of

acquisition, or grammatical category (Baayen et al., 2016),

exploring how they interact, and which factors are stronger

determinants of pause duration.

In accordance with the results of Zimmerer et al. (2018),

IWA produced bigrams with a higher collocation strength

than NBD controls. A novel finding was the effect of bigram

collocation strength on pauses in speech, with shorter pauses

within stronger collocated bigrams. The effect was greater in

IWA. These results may reflect how residual language in IWA

is expressed in stronger collocated word combinations, which

help decrease processing demands in connected speech, as

evidenced by shorter pauses. According to usage-based the-

ories (Bybee & Beckner, 2015; Christiansen & Chater, 2018;

Goldberg, 2003; Langacker, 1987a), strongly collocated word

combinations may be processed holistically, either via
strengthened connections between individual words or as

single morpheme-like units (Siyanova-Chanturia et al., 2017;

Tremblay & Baayen, 2010). These theories predict greater ease

of processing stronger collocations and are, therefore, sup-

ported by our study.

However, many neurolinguistic models are based on the

distinction between lexicon and grammar. For instance,

Friederici (2011) claimed that syntactic processes are strongly

supported by frontal left-hemisphere areas, whereas pro-

cessing of lexical-semantic information is based on fronto-

temporal areas, assuming distinctively different neural and

cognitive processing for both functions. Hagoort (2013) makes

a distinction between left frontal areas which support com-

bination of linguistic units (e.g., words), and left temporal

areas which support storage of these units. We need to

consider whether usage properties such as collocation

strength can be integrated into these models, or whether

they call for different models entirely. For example, Van

Lancker Sidtis (2012) observed a decrease in familiar lan-

guage use in individuals with right hemisphere damage or

Parkinson's disease, suggesting that the representation of

familiar language can be supported by the right hemisphere

as well as subcortical nuclei. This view is supported by some

other evidence: Skipper et al. (2022) asked NBD individuals to

repeat a number of sentences over 15 days. Subsequently,

the participants were asked to listen to the learned sentences

and novel ones during fMRI scanning. The repeated senten-

ces, compared to novel sentences, elicited stronger activation

of the bilateral sensorimotor areas and the right hemisphere

frontal gyrus. Further evidence has been provided by studies

employing event-related potentials (ERP). Siyanova-

Chanturia et al. (2017) compared strong collocations (e.g.,

“knife and fork”) with rarer combinations of semantically

related nouns (e.g., “spoon and fork”). A larger right-

lateralised P300, followed by a smaller N400, was elicited in

response to the usual collocations. Here, the larger P300 ef-

fect is based on high predictability, such as within multiword

expressions, whereas the smaller N400 effect reflects easier

semantic integration (see also Vespignani et al., 2010). We

believe that these observed differences in neurological pro-

cessing of familiar language are related to our behavioural

finding that stronger collocations involve fewer and shorter

speech pauses.

While results basedon LMMs (whichwepre-registered) and

post-hoc hurdle-Gaussianmodels were largely similar, we did

observe discrepancies. In LMMs, the interaction between lex-

ical frequency and group revealed a significant effect on pau-

ses. In hurdle models, it was not significant. Furthermore, the

interactionbetweencollocation strengthandgroupwas strong

in LMMs, but moderate in hurdle models. While LMMs can be

robust even when distributions are not parametric, hurdle

models arebetter suited.Nevertheless, useof bothmodel types

in one study is not elegant. Future studieswith similar designs

should provide clarity, and we advise focusing on hurdle

models.

To our surprise, aphasia severity did not have a significant

effect when added to models which only included IWA.

However, we would advise against the conclusion that

severity is not associated with pause duration or the effects of

lexical frequency or collocation strength. As there was an

https://doi.org/10.1016/j.cortex.2024.06.012
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effect of aphasia in group comparisons, it would be reasonable

to expect an effect of severity.We note that our sample of IWA

represented themild-to-moderate part of the aphasia severity

scale, and it is possible that a more heterogeneous sample

could detect such an effect.

Finally, and related to clinical practice, many aphasia as-

sessments and therapy protocols focus on single-word prop-

erties (Bruehl et al., 2023). Clinical research could consider

word collocations both in assessment and therapy. For

instance,Melodic Intonation Therapy employs high frequency

formulas, based on the observation of production of song

lyrics even in severe aphasia, with this resilience stemming

from their likely storage in a holistic manner (Stahl & Kotz,

2014). Unification Therapy Integrating Lexicon and Senten-

ces (UTILISE) includes high-frequency constructions as early

training items and introduces variations later (Varley et al.,

2020). For example, the construction I made it (PERSON made

THING) can be systematically loosened and lengthened with

new lexical items inserted into the PERSON (Hemade it), THING

(I made coffee) slots, or an adjunct added (She made coffee today).

Finally, the availability of new technologies allows clinicians

to efficiently and accurately obtain the statistical properties of

language and/or duration of pauses. In general, aphasia

assessment includes measures that might reflect fluency in

language production (e.g., mean length of utterance) but do

not allow naturalistic labelling of fluency, such as pause

duration. Pauses in speech, given their likely sensitivity to

collocation strength, could be considered an outcome mea-

sure in interventions.
5. Limitations

Analysis of combinations was restricted to bigrams. However,

collocation strength within larger units may contribute further

insights. Another limitation is that we did not address the

impact of other linguistic phenomena on pauses. Our model

does not consider the type of syntactic structure, specific parts

of speechbeyond thedichotomyofcontentand functionwords,

or other usage variables such as age of acquisition of individual

words and phrases. The effect of age of acquisition has been

established at the lexical level but is underexplored at the level

of word combinations (Arnon et al., 2017). Also, while it is

common to consider frequency effects at the word level, fre-

quency and co-occurrence effectsmaymanifest at other levels,

such as phonemes and morphemes. Further studies might

compare thecollocationstrengthof sub-lexicalunits tobigrams

ormultiword utterances and their influence on cognitive effort

in speech. Future research could add such variables; however,

morecomplexmodels require largerdatasetsand face thegreat

challenge of frequency-based variables often being strongly

correlated. A further limitation concerns the combination of

filled and silent pauses, which could reflect different cognitive

processes. In our study, we combined these to not further

complicate models, and after analysis, we understand that our

datawouldnot be suitable for sucha comparisonbecauseof the

relatively small number of filled pauses. However, pause type

may interact with our predictors.
When registering the study, we were worried about

convergence and chose a less complex structure for our

models’ random effects. While this is a valid decision, it made

models less conservative. Because we already added hurdle

models post-hoc, we chose not to complicate our report by

exploring model variations with different random effect

structures. While we assume that the stronger effects re-

ported here would survive more conservative models, repli-

cation using different models would help further

examination.

The final limitation concerns our removal of bigrams

which do not occur in our reference corpus or are ungram-

matical (or both). The removal of ungrammatical utterances,

while necessary when using our frequentist methods in nat-

ural speech, might distort evaluation of formulaic output in

language production. While ungrammatical combinations are

less likely to be formulaic and may not even involve higher-

level speech planning in NBD (Ramanarayanan et al., 2009),

it is possible that ungrammatical formulas are developed in

IWA as compensation for production difficulties. Repetition or

pragmatically specific use of an ungrammatical expression

could result in its holistic representation. This possibility is

currently underexplored and could be addressed by future

research.

While important questions about pausing behaviour in

language production remain, our study demonstrates that the

inclusion of usage-frequency variables, including collocation

strength at a multiword level, can help understand which

aspects of language forms affect processing demands.
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H. (2020). Computer therapy combined with non-invasive
brain stimulation for sentence processing difficulties in post-
stroke aphasia: A randomised control trial (the UTILISE study).
Open Science Framework. https://doi.org/10.31219/osf.io/fduqh
[Preprint].

Watanabe, M., Hirose, K., Den, Y., & Minematsu, N. (2008). Filled
pauses as cues to the complexity of upcoming phrases for
native and non-native listeners. Speech Communication, 50(2),
81e94. https://doi.org/10.1016/j.specom.2007.06.002

Zimmerer, V. C., Hardy, C. J. D., Eastman, J., Dutta, S., Varnet, L.,
Bond, R. L., Russell, L., Rohrer, J. D., Warren, J. D., & Varley, R. A.
(2020). Automated profiling of spontaneous speech in primary
progressive aphasia and behavioral-variant frontotemporal
dementia: An approach based on usage-frequency. Cortex; a
Journal Devoted To the Study of the Nervous System and Behavior,
133, 103e119. https://doi.org/10.1016/j.cortex.2020.08.027

Zimmerer, V. C., Newman, L., Thomson, R., Coleman, M., &
Varley, R. A. (2018). Automated analysis of language
production in aphasia and right-hemisphere damage:
Frequency and collocation strength. Aphasiology, 32(11),
1267e1283. https://doi.org/10.1080/02687038.2018.1497138

Zimmerer, V. C., Wibrow, M., & Varley, R. A. (2016). Formulaic
Language in people with probable Alzheimer's disease: A
frequency-based approach. Journal of Alzheimer’s Disease, 53(3),
1145e1160. https://doi.org/10.3233/JAD-160099

https://doi.org/10.3389/conf.fpsyg.2015.65.00060
https://doi.org/10.3389/conf.fpsyg.2015.65.00060
https://doi.org/10.1002/9781405198431.wbeal0433
https://doi.org/10.1002/9781405198431.wbeal0433
https://doi.org/10.1002/9781405198431.wbeal0433.pub2
https://doi.org/10.1002/9781405198431.wbeal0433.pub2
https://doi.org/10.1515/cllt-2017-0036
https://doi.org/10.1073/pnas.1800708115
https://doi.org/10.1073/pnas.1800708115
https://doi.org/10.1016/j.bandl.2017.10.004
https://doi.org/10.1093/cercor/bhab354
https://doi.org/10.3389/fpsyg.2014.01033
https://doi.org/10.3758/BF03209225
https://doi.org/10.21437/Eurospeech.1997-87
https://doi.org/10.21437/Eurospeech.1997-87
http://refhub.elsevier.com/S0010-9452(24)00185-0/sref70
http://refhub.elsevier.com/S0010-9452(24)00185-0/sref70
http://refhub.elsevier.com/S0010-9452(24)00185-0/sref71
http://refhub.elsevier.com/S0010-9452(24)00185-0/sref71
http://refhub.elsevier.com/S0010-9452(24)00185-0/sref71
http://refhub.elsevier.com/S0010-9452(24)00185-0/sref71
http://refhub.elsevier.com/S0010-9452(24)00185-0/sref71
http://refhub.elsevier.com/S0010-9452(24)00185-0/sref71
http://refhub.elsevier.com/S0010-9452(24)00185-0/sref71
https://doi.org/10.1017/s0267190512000104
https://doi.org/10.31219/osf.io/fduqh
https://doi.org/10.1016/j.specom.2007.06.002
https://doi.org/10.1016/j.cortex.2020.08.027
https://doi.org/10.1080/02687038.2018.1497138
https://doi.org/10.3233/JAD-160099
https://doi.org/10.1016/j.cortex.2024.06.012
https://doi.org/10.1016/j.cortex.2024.06.012

	Speech pauses in speakers with and without aphasia: A usage-based approach
	1. Introduction
	2. Methods
	2.1. Pre-registration and post-hoc tests
	2.2. Participants
	2.3. Test procedure
	2.4. Annotation procedure

	3. Results
	3.1. Statistical analysis procedure
	3.1.1. Outlier detection and log-transformation
	3.1.2. Group comparisons
	3.1.3. Linear mixed models
	3.1.4. Effects of lexical frequency on pause duration
	3.1.5. Effects of collocation strength on pause duration
	3.1.6. Hurdle models
	3.1.7. Effects of aphasia severity on pause duration


	4. Discussion
	5. Limitations
	Author note
	Funding
	Data/code availability
	Open practices
	CRediT authorship contribution statement
	Declaration of competing interest
	Acknowledgments
	Appendix A. Supplementary data
	References


