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This review presents two examples of domain dynamics in crystal-
line solid state samples which were imaged recently with synchrotron 
X-rays by Bragg Coherent Diffraction methods. Domains are associ-
ated with sub-atomic phase shifts in the structure which are revealed by 
the strong phase contrast associated with Bragg diffraction. At low tem-
peratures, La2−xSrxNiO4 has an antiferromagnetic spin-ordered phase 
with correlation lengths of 200 nm; its domains are imaged with mag-
netic Bragg Ptychography to visualize their slow fluctuations. Hydro-
thermally synthesized nanocrystalline BaTiO3 is found to be made up 
of ∼50 nm domains using Bragg Coherent Diffraction Imaging; electric 
field induced movement of its internal domain walls is a likely explana-
tion of the nano-material’s anomalously large dielectric constant, which 
is used in the manufacture of multilayer ceramic capacitors.

In condensed matter physics, domains of crystalline order mediate a 
number of material properties, including transport. The domains can 
fluctuate spontaneously near phase transitions or migrate under exter-
nal fields. X-ray scattering measurements are one of the main methods 
of studying the average domain sizes and their distribution. Coherent 
X-ray methods, the focus of this review, offer powerful ways of imag-
ing their structures in 3D. Domains lie at the heart of our understanding, 
not only of phase transitions, but the properties of ferroelectric and 
magnetic materials, as we illustrate here.

To image domains with X-rays, it is important to make use of coher-
ent Bragg diffraction methods because they would often be invisible 
otherwise. This is illustrated in Figure 1, which defines a domain struc-
ture with respect to a reference lattice; in the case of epitaxial misfit 
domains, this might be the substrate, but otherwise it would be some 
average lattice. The sensitivity to domains is the same as sensitivity to 
strain [1] and, by analogy, the image phase is a projection onto the mo-
mentum transfer vector, Q. This means some domain boundaries are 
rendered invisible, when they happen to have the same projection. Co-
herence is required so that the interference between adjacent domains is 
established. The domain walls, boundaries separating the domains, are 
not directly visible, but their structure can be inferred from the relative 
phase shift between domains.

The two coherent diffraction methods discussed here are Bragg Co-
herent Diffractive Imaging (BCDI) and Bragg Ptychography. Both 
make use of a coherent X-ray beam, supplied by a synchrotron radiation 
source, usually an X-ray undulator, made longitudinally coherent by 
use of a monochromator and transversely coherent with slits. At the lat-
est multibend achromat synchrotron radiation sources, this can have a 

flux approaching 109 photons per second. This beam is usually focused 
or collimated to a small “probe” beam around 1 micron in size which 
impinges on the sample and the diffraction is measured with a fine-
pixel area detector placed at the Bragg angle. BCDI operates in the limit 
where the sample is smaller than the beam, so it is used to study crystal-
line nanoparticles. Here, the resulting diffraction pattern is strongly 
modulated by interference between the sample boundaries, resulting in 
a distinct pattern of fringes. The detector, at a distance D, must be far 
enough away to “oversample” the recording of the fringes, usually with 
at least two pixels per fringe. The optical diffraction formula for the 
fringe spacing, s = λD/d, for a sample size d, is used to achieve this. 3D 
diffraction patterns are routinely measured by rocking the sample 
through its Bragg peak with a step size small enough to achieve overs-
ampling. Since rocking curves are typically less than 1 degree wide, 
most BCDI instruments have no trouble keeping the sample in the 
beam.

The BCDI image of the sample is a complex density function in 
which the amplitude measures the nominal electron density and the 
phase measures the local displacement of each region, as defined in 
Figure 1. In the single scattering limit, the X-ray diffraction pattern 
seen on the detector is given by the 3D Fourier transform of this com-
plex density. If this were fully recorded, the 3D image of the sample 
could be trivially reproduced with an inverse Fourier transform. How-
ever, all current X-ray detectors measure only the intensity, which is 
the square magnitude of this signal, and lose the phase information. 
This results in a “phase problem” to solve before the 3D image can be 
generated.

Fortunately, as pointed out by Sayre [2], so long as the diffraction 
pattern is oversampled (as defined by Nyquist-Shannon information 
theory [3]), the problem is mathematically overdetermined. A long list 
of successful inversion algorithms has proved successful in solving the 
BCDI phase problem, of which the most important is Fienup’s hybrid 
input-output method [4] and, recently, Machine Learning [5, 6].

Bragg Ptychography, on the other hand, operates in the limit where 
the sample is larger than the beam, so is used to study extended sam-
ples. It is an extension to the Bragg diffraction situation of classical in-
line ptychography, originally attributed to Walter Hoppe [7], and devel-
oped for X-rays by the pioneering work of John Rodenburg [8] and 
Franz Pfeiffer [9]. The coherent probe is scanned in an array of overlap-
ping positions on the sample and the diffraction patterns are collected. 
The diffraction pattern is assumed to be the Fourier transform of the 
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probe multiplied by that of the sample transmission function, both as-
sumed complex. The redundancy of each point on the sample being 
measured multiple times means there is enough information both to 
solve the aforementioned phase problem of the diffraction but also to 
separate the sample and probe functions cleanly. A number of powerful 
algorithms have been developed which show strong convergence to a 
unique solution, including corrections for probe-position errors and 
partial beam coherence [8, 9].

An analogous situation applies when the probe undergoes Bragg dif-
fraction from the sample with the additional advantage that the image 
phase includes the contribution of the domains present on the sample. 
Bragg Ptychography becomes complicated when the beam divergence 
exceeds the rocking curve width because the probe position changes 
whenever the sample is rocked, but this problem has been solved in the 
work published to date [10, 11]. In the next section of this review, we 
discuss an example where the penetrated region of the sample is so thin 
that the diffraction extends far enough that the Ewald sphere cuts across 
it completely, so that it can be fully measured with just a 2D raster scan, 
which avoids the rocking problem.

Imaging of magnetic domains in La2-xSrxNiO4
Strong correlations in transition metal oxides between charge, spin, 

orbital, and lattice degrees of freedom can lead to the emergence of 
symmetry-breaking novel quantum states, such as spin order (SO), 
charge order (CO), and superconductivity [12, 13]. Within these states, 
electrons exhibit collective behavior, and their corresponding dynamics 
are often represented in the energy domain [14, 15]. Therefore, under-
standing the driving forces behind the formation of SO and CO “stripe” 
states and their dynamics is crucial to understanding their unconven-
tional superconductivity [13]. However, due to the complex interplay 
between spin, charge, orbital, and lattice degrees of freedom, the micro-
scopic mechanisms underlying these collective behaviors are mostly 
unknown and not captured well by theories based on effective single-
electron interactions [16]. Stripe-ordered La2−xSrxNiO4 (LSNO) has 

received much attention due to its being a close analogue of the high-Tc 
cuprate superconductors [12, 17]. As a member of the (non supercon-
ducting) 214 nickelate family, LSNO was chosen for its complex inter-
play between spin-charge-lattice degrees of freedom. It exhibits distinct 
spin and lattice ordering into domains with only weak screening of low 
energy excitations [17–20]. X-ray photon correlation spectroscopy 
(XPCS) measurements had previously shown slow fluctuations particu-
larly of SO stripes in LSNO [21, 22]. The time constant of the SO stripe 
fluctuations was found to vary significantly with temperature and was 
slowest at T ∼70 K where we performed the experiment.

To image the magnetic domain structures, we exploited Bragg pty-
chography, using the phase contrast arising from the domain positions, 
as explained in Figure 1. Technically, the soft X-ray version of the ex-
periment is challenging because of parasitic scattering of the optics, 
which took several attempts to rectify. The resonant soft x-ray ptychog-
raphy experiments were performed at the CSX beamline of NSLS-II at 
the Ni L3 edge at 852 eV using π polarization, which greatly enhances 
the magnetic diffraction signal. The sample was mounted on a heavy 
cryostat which could not be scanned, so we scanned the coherence-de-
fining pinhole instead. As shown in the geometry of Figure 2(a), the SO 
peak was close to backscattering and the X-ray penetration was less 
than one domain, in which geometry the raster scan maps the lateral 
domain structure as a single 2D layer. To reduce the parasitic scattering, 
a Focused Ion Beam (FIB) was used to polish the inside surface of the 
coherence-defining entrance pinhole. This turned out to be essential to 
the success of the experiment. Significantly, the “thin-film” geometry 
of Figure 2 favors 2D imaging without any changes in the sample angle.

The final innovation was to modify the standard in-line ptychography 
algorithm [9] to work with the geometry of Figure 2. We chose to perform 
the reconstruction in the detector coordinate system, which is roughly per-
pendicular to the face of the sample. This first required accurately trans-
forming the array of probe positions from the scanner frame to the detector 
frame. The initial estimate of the probe was similarly transformed and the 
reconstruction was found to converge; small corrections to the probe posi-

Figure 1: Sensitivity of coherent diffraction methods to domains, represented as blocks of crystal displaced relative to a reference lattice. The relative phase 
of both the incident and exit wavevectors, ki and kf, are shifted by the displacement vector of the block, u1. This results in a region which is phase shifted 
in the image by ∆φ = kf.u1 – ki.u1 = Q.u1. Multiple domains, represented by different displacements, ui, show up with different phases, ∆φι = Q.ui.
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tions were needed too. Finally, the reconstructed probe wavefront was 
transformed back to the lab frame and the resulting sample image was 
transformed onto the flat [110] face of the sample. The need for all these 
coordinate transformations can clearly be seen in Figure 2.

The clean separation of the probe and sample images is a valuable 
feature of ptychography. In our LSNO experiment, the “probe,” the 
pinhole-defined illumination wavefront, shown in Figure 3, was accu-
rately measured along with the image of the sample, which is shown in 
Figure 4 [23]. Because the probe is fully measured as a complex func-
tion, it can be Fresnel propagated to any other plane. A propagation by 
5.57 mm to the physical pinhole plane is shown in Figure 3(b), where 
the sharp FIB-polished edges of the pinhole can clearly be seen to agree 
with the SEM image in Figure 3(c). A side view of the full evolution of 
the wavefield of the circular aperture, shown in Figure 3(d), shows the 
development of an “Arago dark spot” [24] which we see directly in the 
reconstructed image, Figure 3(a).

The ptychography images in Figure 4 are very striking and 
clearly interpreted as phase domains. Clear scratches, containing no 
SO domains, were also seen which were due to the mechanical sam-
ple polishing. These were used as fiducials to control the exact loca-
tion of the domain-filled region seen on the sample in Figure 4. We 
can see that the spin-ordered domains of LSNO are phase shifted 
with respect to each other. They could be imaged faster than their 
slow dynamics. Temporal fluctuations were seen between the 
frames, but only in the amplitudes of the domains, not their phase, 
suggesting the domains are pinned, possibly by the preparation 
scratches. It seems that this mechanism represents a different origin 

of the XPCS fluctuations from the usual interpretation due to Brown-
ian motion common in colloids [25]. Brownian motion leads to a 
distinct Q-dependence of the XPCS signal, whereas in Bragg XPCS 
of LSNO none was detected [22].

BCDI of nanostructured dielectrics
In the future, we would like to perform BCDI experiments [1] 

in-situ under applied electric fields to understand the involvement of 
domains dynamics in the dielectric properties of ferroelectric materials. 
BCDI has seen powerful applications for imaging strains which appear 
during operando studies of active catalyst particles [26] and live coin-
cell battery assemblies [27], direct electric-field induced strains in di-
electric materials have yet to be achieved by this method until now.

We performed a BCDI study of nanocrystalline BaTiO3 (BTO) par-
ticles [28] made by hydrothermal synthesis, similar to those widely used 
as the dielectric material in multilayer ceramic capacitor (MLCC) tech-
nology. The low temperatures involved lead to not only nanoscale par-
ticle sizes, but also significant disorder which can be imaged as strain. 
The nano BTO is commercially important because it is found to have a 
several-fold enhanced dielectric constant, exceeding 6000 [29] which 
has been widely utilized to manufacture MLCC capacitors. Several 
models have been proposed over the years for this enhanced dielectric 
behavior at small particle size, including core-shell structures [30, 31], 
Ba2+ vacancies and incorporation of hydroxyl ions into the crystalline 
lattice [32] or a “critical size” effect for cubic symmetry [33], analogous 
to favoring anatase over rutile for nanoparticles of TiO2 [34].

These nano-BTO materials are commonly considered to consist of 
either a single cubic average structural phase or a mixture of cubic and 
tetragonal phases. By combining powder diffraction at APS beamline 

Figure 2: (a) Schematic experimental soft X-ray Bragg ptychography ex-
perimental setup. (b) Cartoon of the spin stripe order in nickelate with 
simpli"ed ionic doping level x = 0.25. The doped holes reside on Ni and 
neighboring O ions, resulting in effective Ni3+ ions. The remaining Ni2+ 
ions are at high-spin state (S = 1). SO labels the unit cell of the spin super-
structure and the shading shows the charge density distribution. (c) Sche-
matic showing SO stripe domains with different modulation directions in 
the NiO2 square plane.

Figure 3: Phase propagation of the beam pro"le de"ned by the FIB-pol-
ished pinhole. (a) Pro"le at the sample position, as measured in the pty-
chography experiment. (b) Propagation to the pinhole plane. (c) SEM im-
age of the polished pinhole. (d) Cross section of the pro"le as a function of 
propagation distance. Scale bar is 4 microns.
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11-BM and BCDI methods at APS 34-ID-C, we demonstrated that the 
material has local structural symmetry breaking throughout its struc-
ture and that its apparent cubic long-range symmetry arises from 
∼50 nm twin domains which interact to give the net cubic structure and 
residual strain [28]. In Figure 5(e), we model the structure of the cubic-
phase BTO nanoparticles as close-packed side-by-side domains with 
90° domain walls [28]. Comparing cubic and tetragonal preparation 
routes giving similar particle size, we find the cubic particles show 

stronger “microstrain” in the Williamson-Hall analysis of powder dif-
fraction [35]. When imaged with BCDI, we find individual nanoparti-
cles invariably contain multiple domains with spatially varying strain 
inside. In Figure 5 we show an example of a strong phase variation in 
a cross-sectional slice, seen in a map of the 110-component of the local 
lattice displacement as a color variation. This can be accurately ex-
plained as side-by-side merohedral twin domains (“90° domains”) 
joined along their {101} planes as shown in Figure 5(e) [36]. The line 

Figure 4: Phase contrast images of the SO domains recorded from the LSNO sample at two times. The phase, encoded by color, indicates the domain 
position relative to the underlying crystal. Small changes of amplitude were detected as a function of time, suggesting growth and shrinking of the do-
mains, but not a change in their relative positions.

Figure 5: Isosurface (a) and cross-section slice (b,c) through a cubic BTO nanoparticle. The color indicates local displacement from a reference lattice on 
a scale of 2π rad = d110. Line section (d) agrees with merohedral twinning of tetragonal domains meeting at {110} domain boundaries.
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scan across the assembly, perpendicular to the Q-vector, sees a  
V-shaped ramped phase structure resulting in a lattice offset, which 
agrees well with the model. The resulting particle is cubic on average 
because of this strain, while the domains are locally tetragonal with 
their c-axes oriented in different directions, consistent with the PDF. 
The BCDI images, shown in Figure 5(f), support a model of facile 
domain wall migration in response to an electric field which needs to 
be tested. If confirmed, this model could resolve the longstanding 
question of why nano-BaTiO3 has a strongly enhanced dielectric con-
stant [29], with important device applications in MLCCs.

One way to test the hydrothermal BTO nanoparticles in the presence 
of electric fields up to several MV/m, is to assemble them on litho-
graphic electrode arrays. We would drop-cast the particles onto gold in-
terdigital electrode arrays with few-micron electrode spacing, following 
the approach of Kim et al [37]. Tetraethyl Orthosilicate (TEOS), fol-
lowed by calcining in air, can then be used to bond the particles her-
metically [38] into a continuous film to avoid dielectric leakage of the 
electric field between the dielectric particles. The capacitance increment 
of the assembled devices can be used to assess the quality of the contacts 
[36]. Another approach would be to look directly inside commercial 
MLCC capacitors, which use the X5R dielectric, containing 90–98% 
BTO nanoparticles [39]. The BTO grain size within these commercial 
X5R-based MLCCs is reported to be 240 nm [40], which is perfect for 
BCDI experiments. The c-axis is the polarization axis of the tetragonal 
ferroelectric phase of BTO. Our model of dielectric enhancement in 
Figure 5(f) is that the cubic nanoparticles contain domains with the  
c-axis locally pointing in different directions, as seen with BCDI. When 
we apply an electric field to the particle, the domains may suddenly re-
orient (and generate hysteresis), but it is also possible that the domains 
pointing in the direction of the field will grow continuously and the oth-
ers will shrink, as illustrated in Figure 5(f). This would explain the en-
hanced dielectric behavior of the cubic nanoparticles. It would also ex-
plain the long service lifetimes and excellent high frequency performance 
of the widely-used commercial nano-BTO thin-layer MLCC's. In these 
future experiments, the domain structures will be imaged in 3D using 
BCDI, while the electric fields are changed in-situ.

Future outlook
Many of the world’s Synchrotron Radiation facilities are consider-

ing “upgrades” of their magnetic lattices to multibend achromat de-
signs, which will reduce their emittance by about a factor of 100. This 
is often justified because the undulator brightness gain can be directly 
seen in the available coherent flux. All coherent imaging experiments, 
CDI, BCDI, ptychography and Bragg ptychography, as well as XPCS, 
can benefit from this gain and so are likely to become more powerful in 
the future. This editorial has focused on the use of Bragg diffraction to 
image crystal distortions, generally as projections of strain fields, but 
specifically here for imaging phase domains in crystalline materials. 
The domain fluctuations we have discussed, either spontaneous as in 
LSNO, or driven as in BTO, can in principle then be studied on much 
faster time scales.
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