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KEY POINTS 

 Global perspectives from 964 artificial intelligence (AI) and cancer researchers into the 

future impact of AI on cancer care highlight AI's potential to improve cancer grading, 

classification, diagnostic accuracy, and follow-up, while also identifying significant 

barriers to its integration into clinical practice and the need for standardization in 

cancer health data. Current Oncology, 16 March 2023.  

 Additional information (from human peers or AI) can have a strong influence on 

prescribing decisions made by intensive care doctors, particularly for AI 

recommendations, but the presence of an additional simple explanation did not 

significantly further increase adherence to AI suggestions. Digital Medicine, 07 

November 2023 

 A methodical approach to assessing and improving the safety of AI systems in a clinical 

setting is important, as demonstrated through a case study with the AI Clinician for 

sepsis, providing a concrete example of AI's potential impact and the complexities 

involved in safely implementing AI in healthcare. BMJ Health & Care Informatics, 04 

June 2022 
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THE FUTURE OF ARTIFICIAL INTELLIGENCE APPLICATIONS IN CANCER CARE  

Current Oncology, 16 March 2023  

This seminal study by Cabral et al1 delves into the transformative potential of artificial 

intelligence (AI) in oncology, highlighting its pivotal role in enhancing healthcare quality and 

safety. The study aligns with the broader discourse on AI's capacity to revolutionize 

healthcare outcomes, drawing from insights previously proposed on the synergy between 

human expertise and AI across various medical disciplines.2  

The study’s goal was to explore future applications of AI in cancer care (including reducing 

screening costs, diagnostics, grading and classifying cancer stages, improving follow-up 

services, aiding drug discovery, and improving prognostics), identify potential challenges, and 

assess the level of optimism among researchers in the field. The authors sought to use a 

thorough methodology to ensure collection of meaningful data from a global sample of AI 

and cancer research experts.  

Cabral et al’s survey targeted authors of articles on AI and cancer, published between 20 

September 2020 and 20 September 2022, indexed in Web of Science SCI-EXPANDED. After 

refining the contact list to 25,000, the questionnaire was validated through a pilot study, and 

1,030 researchers agreed to participate; 881 (87.57% of total valid responses) were ultimately 

included in the analysis after excluding those who did not consent and those reporting no 

knowledge of the subject. giving a 4.1% response rate. Despite the low response rate, the 

study achieved a high absolute number of respondents, offering sufficient statistical power 

within the study’s specified margin of error (5%) and 95% confidence interval. Despite the 

potential for non-response bias, the participants, mainly affiliated with universities or 

research organizations and holding doctoral degrees, enrich our understanding by offering a 

broad spectrum of opinions and expectations about AI's application in cancer care that span 

Europe (42.47% of respondents), Asia (28.92%), and North America (including Central 

America and the Caribbean; 17.19%). The findings suggest a consensus on AI's beneficial 

impact on cancer care, particularly in diagnostic precision, grading and classification, 

reaffirming AI's potential in refining diagnostic accuracy not just in oncology, but across the 

healthcare spectrum.4 However, the study also reveals critical barriers to AI's clinical 

adoption, including challenges with integration of AI algorithms and systems with existing 
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healthcare systems and workflows due to the lack of standardization in cancer-related health 

data. It also highlights an urgent need for data standardization—a concern that resonates 

with regulatory insights on the impact of data protection laws on medical research.5 

Emphasizing the need for empirical research to validate the clinical applications of AI, Cabral 

et al align with previous sentiments6 on the need for rigorous testing of AI's effectiveness in 

real-world settings. Such research is essential to navigate the dual challenges of maximizing 

benefits in patient care while addressing clinical safety alongside potential biases and ethical 

dilemmas, highlighting ethical considerations such as patient privacy, data security, and 

explainable AI, a sentiment echoed elsewhere.7-8  

Cabral et al conclude with a call for increased investment in AI research and the establishment 

of healthcare standards to guide AI implementation. This perspective is bolstered by the 

broader implications of AI's role in healthcare, as highlighted by Topol2 and Jha and Topol,9 

who highlight the importance of collaborative efforts in overcoming integration barriers and 

ensuring AI's equitable and effective deployment across various medical specialties. Their 

insights suggest that by addressing these challenges collectively, the AI holds the potential to 

enhance patient care, improve diagnostic accuracy and optimise healthcare workflows.2,9   

However, Cabral et al also acknowledge the study’s limitations, including (a) the potential 

optimism bias of respondents, given their involvement in AI and cancer research, which could 

lead to more favourable views on the technology's potential, and (b) limited diversity of 

respondents, primarily consisting of researchers and academics, which might not fully capture 

the broader range of perspectives and concerns that exist among other stakeholders i.e. 

clinicians, policymakers, and importantly, patients, regarding AI's role in cancer care. 

Additionally, the low response rate, while not uncommon in survey research, introduces a 

potential for non-response bias and the focus on a specific demographic (primarily academia 

and research), which may limit the generalizability of the results.  

In synthesizing these insights, the study showcases AI's promising future in oncology but also 

exposes the practical challenges and ethical considerations that must be navigated to realize 

its full potential. Drawing further insights from elsewhere,8-9 there is a need to develop AI 

technologies with a foundational commitment to patient safety and quality care. This involves 

rigorous validation of AI against diverse datasets and comparisons with human judgment to 
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minimize biases and errors, thereby ensuring these systems can perform at or above the level 

of experienced professionals. It is also critical to implement robust oversight mechanisms that 

monitor AI systems' performance in clinical settings. This effort must be complemented by 

continued empirical research and collaborative policymaking. Together, these strategies 

ensure that AI not only meets the current standards of care but also evolves responsively to 

enhance patient outcomes and healthcare quality continuously. Such efforts must prioritize 

the development of AI applications that not only enhance diagnostic accuracy and treatment 

efficacy but also actively contribute to advancing the overall quality and safety of healthcare, 

ensuring that every technological advancement directly benefits patients.   

QUANTIFYING THE IMPACT OF ARTIFICIAL INTELLIGENCE RECOMMENDATIONS 

WITH EXPLANATIONS ON PRESCRIBING DECISION MAKING 

Digital Medicine, 07 November 2023  

Nagendran et al.'s recent study10 investigates how AI-driven decision support 

recommendations affect prescribing decisions in intensive care settings, particularly focusing 

on sepsis resuscitation. Their research examines the role of additional information—either 

from human peers or AI. They also assess whether inclusion of ‘explainable AI’ influences 

clinicians' decision-making, where explainable AI aims to provide not only recommendations 

but also justification for those recommendations, a common demand from clinicians, AI 

researchers and regulators. 

To assess the impact of different information sources on prescribing, the authors utilised a 

reinforcement-learning based AI Clinician system, trained on data from the Medical 

Information Mart for Intensive Care (MIMIC-III) database, covering 17,083 intensive care unit 

patients with sepsis. Using a modified between-subjects design, they involved 86 intensive 

care doctors who were presented with patient cases and asked to make dosing decisions for 

two drugs across 16 scenarios (i.e., trials). The first four trials served as the pre-training period 

and the subsequent 12 as the main experiment. The experimental setup comprised four arms: 

a control group (doctors asked to prescribe doses based on their judgment alone), a peer 

human recommendation group (doctors shown what doses had been prescribed by other 

doctors with similar patients), an AI suggestion group (doctors provided with AI Clinician 

system’s suggested doses), and an AI suggestion with explanation (‘XAI’) group (doctors were 
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shown the AI Clinician system’s suggested doses along with an explanation based on simple 

feature importance). 

The study found that additional explanation had a strong influence on prescription decisions, 

significantly for the AI suggestion group, but not for peers. Attitudes towards AI and clinical 

experience did not have a significant association with adherence to AI suggestions.  This 

indicates that doctors may report that they found the explanation useful, but it may not 

actually have influenced their decision-making process. While this casts doubt on the 

usefulness of self-report as a robust metric for assessing explanations in clinical experts, it 

also highlights the need for alternative methodologies that assess the natural behaviour of 

clinicians when interacting with decision support tools in order to provide more objective and 

granular markers for assessing the usefulness of explanations. The study also highlights the 

need for further research to understand the design and deployment of AI-based medical 

decision support tools.   

Nagendran et al’s research highlights significant safety and quality implications for the 

integration of AI in clinical decision-making. By demonstrating that AI recommendations can 

shift prescribing behaviours more so than peer recommendations, it highlights the potential 

for AI to enhance patient treatment strategies.  There is a translation gap in the real-world 

clinical environments with a few AI systems currently active, despite AI-driven Clinical Decision 

Support System (CDSS having the potential to have a major impact on medical care due to 

their theoretically superhuman performance.10,11,12 The integration of AI into healthcare is 

further supported by its potential to refine clinical decision-making and patient outcomes 

through the convergence of human and artificial intelligence, as emphasized in recent 

discourses.13,14 Furthermore, the study highlights the potential for AI to reduce variation in 

prescribing, particularly given how clinician prescribing decisions were influenced by whether 

the doses were recommended by the AI system compared to the baseline practices of the 

clinicians, (baseline was defined as the experimental condition in which clinicians were 

provided with only the patient data, without any additional information from peers or AI). 

When the AI dosing recommendation was higher than the baseline practices of the clinicians, 

the prescriptions of doctors in the AI arm were more variable across doctors.  On the other 

hand, when the AI dosing recommendation was lower than the baseline, prescriptions were 

less variable.  This suggests that AI systems can have a mixed impact on practice variation, 
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indicating that a thoughtful approach is required in their deployment to address this variation 

and promote standardized care..  

However, the study's findings that explanations do not additionally affect decisions challenge 

the perceived value of XAI, suggesting that the presence of AI, rather than its interpretability, 

is what influences clinician behaviour. This aligns with ongoing discourse on the necessity of 

developing interpretable machine learning models that healthcare professionals can trust and 

understand, underlining the challenges in balancing model complexity with interpretability,15 

while also highlighting the need for further research into how explanations and AI 

recommendations are presented to clinicians. In particular, the design and presentation of XAI 

systems need careful consideration to ensure their effectiveness in influencing clinical 

decisions and improving patient safety. 

Moreover, the study did not find any correlation between clinicians' attitudes toward AI or 

their years of clinical experience and their adherence to AI suggestions.  This implies that AI 

acceptance and adherence may not be influenced by individual factors such as attitudes or 

experience.  Instead, the impact of AI on decision-making may be more dependent on the 

specific patient scenario and the quality of the AI recommendation itself. 

The study acknowledges limitations, including the simplicity of the XAI modality used, and the 

scenarios' low fidelity, emphasizing the need for future research to develop more 

comprehensive XAI that aligns with clinicians' cognitive processes. Low sample size, and a lack 

of depth into the clinicians' decision-making rationale was also acknowledged. Nonetheless, 

this study contributes to the broader research on AI and XAI in healthcare by highlighting the 

nuanced impact of AI on clinical decision-making and the challenges in effectively integrating 

XAI.  

The study recommends further research into developing more sophisticated, contextually 

relevant forms of XAI that align with clinicians' cognitive processes and decision-making needs. 

It highlights the importance of integrating AI tools in a manner that respects and enhances 

clinical judgment, ultimately aiming to improve patient outcomes through more informed and 

efficient treatment strategies. Additionally, the integration of AI tools in clinical settings must 

not only focus on technological capabilities but also on fostering an effective human-AI team 

dynamic, utilising transactive memory systems and open communication to enhance team 
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effectiveness and decision-making.16 It also raises ethical considerations, emphasizing the 

need for a combination of principles, practices, and governance structures to navigate the 

ethical complexities of AI deployment.17,18 While this study suggests that AI recommendations 

can have a positive impact on service quality and patient safety by influencing prescribing 

decisions and reducing practice variation, the design and implementation of the XAI needs to 

be carefully tailored to ensure effectiveness and reliability in clinical practice.10  

ASSURING THE SAFETY OF ARTIFICAL INTELLIGENCE-BASED CLINICAL 

DECISION SUPPORT SYSTEMS: A CASE STUDY OF THE ‘AI CLINICIAN’ FOR 

SEPSIS TREATMENT  

BMJ Health & Care Informatics, 04 June 2022 

Festor et al19 delve into issue of ensuring the safety of AI-based clinical decision support 

systems (CDSS), with a specific focus on the AI Clinician, a reinforcement learning-based 

treatment recommendation system for sepsis treatment. They emphasize the need for 

systematic safety assurance before such systems gain clinical deployment and regulatory 

approval, particularly for those with increasing autonomy in decision-making. 

Through the application of the Assurance of Machine Learning in Autonomous Systems 

(AMLAS) methodology, Festor et al aimed to systematically ensure the safety of the AI 

Clinician for sepsis treatment. This involved defining safety constraints to mitigate clinical 

hazards associated with sepsis resuscitation. Specifically, the AMLAS methodology is a safety 

assessment framework used to establish traceable links between system-level hazards, risks, 

and safety requirements in machine learning-based autonomous systems.  It takes a whole 

system approach to safety assurance and aims to ensure that the safety requirements of 

machine learning components are satisfied. AMLAS is modular and iterative, allowing for the 

refinement of safety requirements and the evaluation of safety evidence throughout the 

development and deployment lifecycle of the system.  It complements other safety 

assessment methodologies and can be applied to various domains, including healthcare. 

While robust, it requires significant interdisciplinary collaboration, highlighting the 

importance of integrating technical, ethical, clinical and regulatory expertise in the 

development and implementation of AI-based CDSS.20,21 
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Utilizing a subset of the Medical Information Mart for Intensive Care (MIMIC-III) database,22  

a freely accessible critical care database with data from over 40,000 patients (of which 17,083 

were patients with sepsis), Festor et al analyzed intensive care unit data on patients with 

sepsis. The research team, comprising clinical experts and safety engineers, identified four 

clinical hazards in sepsis resuscitation and outlined unsafe scenarios to limit the AI agent's 

action space (i.e., the range of possible actions that can be taken by the AI Clinician or human 

clinicians in the treatment of sepsis, such as for example, the administration of fluids and 

vasopressors to patients with sepsis). Based on retrospective data analysis, they compared 

the frequency of hazardous decisions made by the AI Clinician against those made by human 

clinicians for each scenario. They used a z-test to test the null hypothesis that the underlying 

Bernoulli distribution parameters were equal for human clinicians and the AI Clinician. The z-

test statistic was calculated using the observed proportions of unsafe decisions and the 

sample size. The use of Bernoulli random variables was important because these allow 

quantification and comparison of the likelihood of different outcomes. In this case, they were 

used to compare the proportion of unsafe decisions made by human clinicians and the AI 

Clinician in each scenario.  

The AI Clinician demonstrated a statistically lower frequency of hazardous decisions 

compared to human clinicians in three of four predefined scenarios. This means that in these 

scenarios, the AI Clinician made safer treatment recommendations than human clinicians.  

Additionally, by modifying the AI's reward function to satisfy safety constraints and retraining 

the AI Clinician, the study demonstrated enhanced safety without negatively affecting model 

performance. Specifically, the authors made changes to the way the AI Clinician was rewarded 

for its actions, penalizing instances where harmful decisions were taken by clinicians. They 

then retrained the AI model using these modified rewards, resulting in an AI Clinician that was 

12% less likely to suggest hazardous decisions than human clinicians, demonstrating an 

improvement in safety and highlighting AI’s potential to reduce unsafe clinical decisions and 

possibly improve patient outcomes. 

The study points to the importance of integrating safety considerations early in the AI design 

process to proactively generate safety evidence for CDSS, in line with current discourse.5 This 

proactive approach is essential in a field where the consequences of errors can be life-
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threatening. By embedding safety into the design process, AI developers can anticipate and 

mitigate potential risks before they manifest in clinical settings.23  

However, the study acknowledges specific limitations, such as the challenge of defining safety 

constraints in the absence of clinical consensus and their reliance on retrospective data for 

training the AI. These point to a broader issue in healthcare AI: the need for developing 

standardized frameworks for evaluating and ensuring the safety of AI applications; and the 

importance of careful consideration and validation of AI models before clinical 

implementation.24,25,26 These limitations highlight the need for ongoing collaboration 

between AI developers and clinical practitioners to refine AI-based CDSS.  

While the study marks a significant step towards assuring the safety of AI-based CDSS for 

sepsis treatment, it also raises questions about the implementation of such systems in real-

world clinical settings. Future research should address these challenges, exploring methods 

to refine safety constraints further, integrating more clinical considerations into the AI 

learning process and evaluating the impact of AI-based recommendations on patient 

outcomes.27 This future research is vital for moving beyond theoretical safety assurances to 

practical, measurable improvements in patient care, crucial for bridging the gap between 

research and practice.27,28 Implementing and assessing AI-based recommendations in live 

clinical environments will be crucial in ensuring that AI technologies can safely and effectively 

support healthcare providers.28 

The study’s methodical approach to assessing and improving the safety of AI systems in a 

clinical setting, through integration of safety constraints early in the AI design process and the 

subsequent modification of the AI model’s reward function, represents significant 

contributions to regulatory practices and the development of safety assurance methodologies 

for AI in healthcare. The insights provided could be valuable across various healthcare 

applications, demonstrating a concrete example of AI’s potential impact and aiding the 

understanding of the complexities involved in implementing AI in healthcare safely.19,21,23,28 

This nuanced perspective on the integration of AI into healthcare highlights the essential 

balance between innovation and patient safety, advocating for a future where AI technologies 

support healthcare providers in delivering safer, high quality care. 
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