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Abstract 

 

Importance: Artificial intelligence (AI) chatbots demonstrate considerable potential to improve 

healthcare. However, studies comparing generative and retrieval-based AI chatbots in medical 

domain are notably absent. 

 

Objective: To compare the performance of generative versus retrieval-based chatbots in answering 

patient inquiries regarding age-related macular degeneration (AMD) and diabetic retinopathy (DR). 

 

Design: Cross-sectional study. 

 

Settings: We evaluated four chatbots: generative models (ChatGPT-4, ChatGPT-3.5, and Google 

Bard), and a retrieval-based model (OcularBERT). Their responses to 15 AMD- and 15 DR-related 

question were evaluated and compared.  

 

Participants: Three retinal specialists with at least seven years of retinal subspecialty experience. 

 

Exposure: Four chatbots were evaluated between 10th May to 30th June 2023. 

 

Main Outcomes and Measures: The primary outcome was the total accuracy score. Three masked 

retinal specialists graded the responses using a three-point Likert scale: either 2 (good, error-free), 1 

(borderline), or 0 (poor with significant inaccuracies). The scores were aggregated, ranging from 0 to 

6. Based on majority consensus across the three graders, the responses were also classified as 

“Good”, “Borderline”, or “Poor” quality.  

 

Results: ChatGPT-4 and ChatGPT-3.5 outperformed the other chatbots, both achieving median 

scores (interquartile range) of 6 (1), compared with 4.5 (2) in Google Bard, and 2 (1) in OcularBERT 

(all p≤8.4x10-3). Based on the consensus approach, 83.3% of ChatGPT-4's responses and 86.7% of 

ChatGPT-3.5's responses were rated as "Good", surpassing Google Bard (50%) and OcularBERT 

(10%) (all p≤1.4x10-2). ChatGPT-4 and ChatGPT-3.5 had no “Poor” rated responses, but Google Bard 
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produced 6.7% Poor responses and OcularBERT produced 20%. Across AMD- and DR-specific 

categories, these performances remained largely similar.  

 

Conclusions and Relevance: ChatGPT-4 and ChatGPT-3.5 demonstrated superior performance, 

followed by Google Bard and OcularBERT. Generative chatbots are capable of answering domain-

specific questions outside their original training. Further studies are required for real-world 

implementation.  
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Introduction 

 

In healthcare, artificial intelligence (AI) chatbots demonstrate considerable potential to improve 

access to information, facilitate timely communication, enhance self-care management, and provide 

contextually relevant support to patients.1–4 These potential capabilities may lead to informed 

decision-making by patients, improved patient experience, reduced hospital caseload, and enable 

physicians to focus on complex tasks. 

  

Broadly, chatbots utilise machine learning and natural language processing (NLP) techniques to 

process and understand human language in digital form.5–7 Chatbots can be categorised as 

generative or retrieval-based. Generative chatbots, which can generate responses de novo, have 

gained traction recently, especially with the rapid advancements in large language models (LLMs). 

Chat Generative Pre-trained Transformer (ChatGPT; OpenAI), which is based on the GPT 

architecture, and Google Bard, which is based on LaMDA (Language Model for Dialogue 

Applications), have both experienced a significant surge in usage due to advancements in LLMs.8 

These LLMs are pre-trained on large datasets that encompass existing language patterns using self-

supervision at scale, and can be used for multiple tasks,9 including question answering,10–13 language 

translation,13,14 clinical documentation,15,16 research writing,17,18 and diagnostic assistance.19–21 

 

In contrast, retrieval-based chatbots, such as OcularBERT (Pre-Trained BERT for Ophthalmic Multi-

Step Retrieval), utilise a pre-existing repository of responses from a specific knowledge base.22–25 

Such chatbots match user inputs to the most relevant pre-defined responses based on similarity or 

relevance metrics. OcularBERT, one of the first validated domain-specific chatbots, specialises in 

ophthalmology-related question-and-answer tasks, particularly on age-related macular degeneration 

(AMD) and diabetic retinopathy (DR).22  

 

The use of AI chatbots in healthcare settings has garnered increasing interest. Generative chatbots, 

like ChatGPT and Google Bard that are trained on general data, may lack domain-specific 

capabilities.26 Conversely, retrieval-based chatbots, which are trained on curated data, may excel only 

within their specific training domains.27 Each medical specialty presents unique challenges requiring 
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distinct contextualisation and clinical reasoning. This underscores the importance of evaluating the 

performance of these AI chatbots in different medical domains.  

 

Notably, studies comparing generative and retrieval-based AI chatbots in addressing questions related 

to retinal diseases are lacking. AMD and DR are leading causes of visual impairment and are topics 

frequently asked by patients.28 The performance of AI chatbots in subspecialties of ophthalmology, 

particularly in addressing questions about AMD and DR, remains under-explored.29 Recognising 

these knowledge gaps, our study aimed to compare the performance of generative and retrieval-

based AI chatbots in answering common patient questions regarding AMD and DR. 

 

 

Methods 

 

Study design 

This was a cross-sectional study that was conducted between 10th May to 30th June 2023. No ethics 

approval was required as no identifiable patient data were used. Four chatbots were assessed: 

ChatGPT-4 and ChatGPT-3.5 (OpenAI; San Francisco, CA, USA), Google Bard (Google LLC; 

Mountain View, CA, USA), and OcularBERT. OcularBERT’s design has been described in detail in our 

previous paper.22 ChatGPT-3.5 and Google Bard are available for use by the public. ChatGPT-4 

requires paid-subscription. OcularBERT is licensed-owned, and its access requires permission from 

the developers (YGC, SJS). 

 

A total of 45 questions from three categories were assessed: AMD (15), DR (15), and Others (15). 

These questions are commonly asked by patients and were randomly selected from the question-and-

answer paired data that was originally used to train OcularBERT.22 Supplementary Table 1 presents 

the full list of questions and responses by each chatbot.  

 

Figure 1 illustrates the overall study design. In brief, the questions were input individually as 

standalone queries for each chatbot. Each chatbot response was generated in a new session after 

clearing the preceding question and answer, to prevent undue influence from concurrent 
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conversations. To mask the chatbot identify, the responses were formatted into plain text, randomly 

ordered, and stripped of information which might reveal the identity of the chatbot. The responses by 

the four chatbots to all 45 questions were randomly distributed into four grading sets. Each set of 45 

responses was graded in a separate session, with a 24-hour washout between sessions. The grading 

was independently performed by three fellowship-trained retinal specialists (BF, TET, and WMW), 

each having at least seven years of subspecialty experience.  

 

Evaluation of performance 

The primary outcome was the accuracy of the chatbot responses. The responses were graded using 

a three-point Likert scale as follows: score of 0 denotes “Poor” (unacceptable inaccuracy, highly likely 

to mislead patients and cause harm), score of 1 denotes “Borderline” (borderline accuracy with 

potential factual errors, but unlikely to mislead the average patient or cause harm), and score of 2 

denotes “Good” (error-free). The total accuracy score was summed up across the three graders, with 

a minimum of 0 and maximum of 6.  

 

We also utilised a majority consensus approach, determining the final rating for each chatbot 

response based on the most common grade among the three graders. In the situation where each 

grader assigned a different grade and a common consensus was not reached, we defaulted to a 

stringent approach and the lowest score of 0 (Poor) was assigned to the chatbot response.  

 

Evaluation of self-correction capabilities  

Amongst the generative chatbots, the original “Poor” rated responses were further prompted to self-

correct using the following line: “This does not seem right. Could you kindly review your response?” 

The revised responses by the chatbots were subsequently re-assessed by the three graders for 

accuracy. For this, the chatbot’s identity and original responses were also masked. 

 

Additional qualitative evaluation of poorly rated responses  

To elucidate the potential limitations and risks of using generative chatbot responses for information, 

poorly rated responses were analysed. The graders provided explanations for their gradings. 
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Statistical analysis 

All statistical analyses were performed in R statistical software, version 4.3.0 (R Project for Statistical 

Computing, R Foundation, Vienna, Austria). The Shapiro-Wilk test was used to assess normality of 

data distribution. The Kruskal-Wallis H test was used to compare the median scores. The two-tailed 

Chi-squared test was used to compare the proportions of “Good”, “Borderline”, and “Poor” responses. 

The one-way analysis of variance test was used to compare mean length of the responses. When 

performing pairwise comparisons, we applied Bonferroni corrections. A p-value of less than 0.05 was 

used as the significance value. 

 

 

Results 

 

ChatGPT-3.5 produced the longest response (292.0±73.4 words), followed by ChatGPT-4 

(214.0±57.4 words), Google Bard (183±56.7 words), and then OcularBERT (36.5±23.6 words), overall 

p<2.0x10-16. Pairwise comparisons indicated that the difference in word counts among the chatbots 

were significant, except for that between GPT-4 and Bard. See Table 1. 

 

Response accuracy  

Overall, for AMD and DR, ChatGPT-4 and ChatGPT-3.5 outperformed the other chatbots, both 

achieving median scores (interquartile range) of 6 (1), compared with 4.5 (2) in Google Bard, and 2 

(1) in OcularBERT (all p≤8.4x10-3) (Table 2). In the pairwise comparisons, the scores of ChatGPT-4 

and ChatGPT3-5 were significantly higher than that of Google Bard (ChatGPT-4 versus Google Bard: 

p=6.8x10-4; ChatGPT-3.5 versus Google Bard: p=8.4x10-3), which was in turn higher than that of 

OcularBERT (Google Bard versus OcularBERT: p=8.0x10-6). There were no differences between 

ChatGPT-4 and ChatGPT-3.5 (Figure 2). The total score for each question is shown in 

Supplementary Table 2. 

 

Table 3 shows the sub-analysis of response scores by question type (AMD [Supplementary Figure 

1], DR [Supplementary Figure 2], and Others [Supplementary Figure 3]). ChatGPT-4, ChatGPT-

3.5, and Google Bard still outperformed OcularBERT for all question types. There were also no 
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differences between ChatGPT-4 and ChatGPT-3.5. There were, however, minor differences between 

ChatGPT-4 and ChatGPT-3.5 versus Google Bard among question types after accounting for multiple 

comparisons. ChatGPT-4 outperformed Google Bard for AMD (6 [2] versus 4 [2], p=2.7x10-3), but had 

similar performance for DR (6 [0] versus 6 [2]) and Others (6 [1] versus 5 [2]). ChatGPT-3.5 

outperformed Google Bard for DR (6 [0] versus 6 [2], p=2.4x10-2) and Others (6 [0.5)] versus 5 [2], 

p=2.7x10-2), but had a similar performance for AMD (5 [2] versus 4 [2]).  

 

Consensus grading  

Overall, for AMD and DR, 83.3% of ChatGPT-4's responses and 86.7% of ChatGPT-3.5's responses 

were rated as "Good", surpassing Google Bard (50%) and OcularBERT (10%) (all p≤1.4x10-2) (Table 

2). Whilst ChatGPT-4 and ChatGPT-3.5 had no “Poor” rated responses, Google Bard produced 6.7% 

Poor responses and OcularBERT produced 20%. Similarly, in the pairwise comparisons, both 

ChatGPT-4 and ChatGPT3-5 produced significantly higher proportions of Good responses compared 

with Google Bard (ChatGPT-4 versus Google Bard: p=1.4x10-2; ChatGPT-3.5 versus Google Bard: 

p=5.5x10-3), which was in turn higher than that of OcularBERT (Google Bard versus OcularBERT: 

p=1.9x10-3). There were no differences between ChatGPT-4 and Chat GPT-3.5. (Figure 3). The 

consensus grading for each question is shown in Supplementary Table 2.  

 

Table 3 shows the sub-analysis of the consensus grading by question type (AMD [Supplementary 

Figure 4], DR [Supplementary Figure 5], and Others [Supplementary Figure 6]). ChatGPT-4 and 

ChatGPT-3.5 still had significantly higher proportions of Good responses compared with OcularBERT 

for all question types. There were also no differences between ChatGPT-4 and ChatGPT-3.5. 

However, both ChatGPT-4 and ChatGPT-3.5 performed similarly to Google Bard for all question types 

after accounting for multiple comparisons. Google Bard still had a higher proportion of Good 

responses compared with OcularBERT for DR (60.0% versus 6.7%, 6.7x10-3), but not for AMD and 

Others. 

 

Correction of poor responses by generative chatbots 

As ChatGPT-4 and ChatGPT-3.5 did not produce any Poor response, we evaluated Google Bard’s 

ability to correct its poorly rated responses after prompting. The consensus grading improved for three 
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of five (60%) questions: from Poor to Borderline for two questions, and from Poor to Good for one 

question. Supplementary Table 3 shows the initial and corrected responses by Google Bard.  

 

Qualitative evaluation of poor responses by Bard and OcularBERT 

In all, Google Bard and OcularBERT had five and seven Poor responses, respectively, among all 

question types. Supplementary Table 4 illustrates these responses and the graders’ explanations for 

the gradings. In general, these responses were graded as Poor because the responses were 

inaccurate and misleading, and/or had incomplete information. 

 

 

Discussion 

 

We evaluated the performance of four chatbots (ChatGPT-4, ChatGPT-3.5, Google Bard, and 

OcularBERT) in answering patient questions regarding AMD and DR. To date, this represents the first 

study that compares the performance of both generative and retrieval-based chatbots in 

Ophthalmology. ChatGPT-4 and ChatGPT-3.5 had the best performance, followed by Google Bard, 

and then OcularBERT for accuracy score and consensus grading. ChatGPT-4 and ChatGPT-3.5 

performed similarly. Generative chatbots can effectively answer domain-specific questions that they 

were not originally trained for and are potentially capable of correcting responses after prompting. 

These findings provide useful insights into the potential roles chatbots can play in healthcare, such as 

assisting healthcare practitioners in communicating with patients. 

  

One striking observation was that the generative models (ChatGPT-4, ChatGPT-3.5, and Google 

Bard), although not specifically trained to respond to such questions, outperformed OcularBERT, a 

retrieval-based model that had been designed to focus on medical question-and-answer tasks. This is 

an interesting finding as a common criticism of generative chatbots are that although they have 

impressive capabilities in generating text across a wide range of topics, they may lack the necessary 

knowledge in specific domains. The performance of ChatGPT and Google Bard are likely due to the 

size of the training data. ChatGPT was trained on multiple extremely large datasets, of which 
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Common Crawla constituted the bulk of the datasets.30,31 Google Bard was trained on Infinisetb and 

continually draws information from the internet.30,31 The sheer size of the training datasets is likely 

what enabled ChatGPT-4, ChatGPT-3.5 and Google Bard to outperform OcularBERT. Another key 

contributory factor is the chatbot architecture. ChatGPT and Google Bard are based on transformersc 

and take advantage of a variety of supervised, self-supervised, and fine-tuning approaches using 

large amounts of data. This equips them to perform tasks that they were not specifically trained for, 

including the answering of medical questions. In contrast, OcularBERT is based on a pre-trained 

model (BERT; Bidirectional Encoder Representations from Transformers) that was trained with the 

Wikipedia corpus, then further trained with 1176 ophthalmic disease question and answer paired 

data.22 OcularBERT relies on training data curation and the responses are pre-defined.  

 

ChatGPT-4 and ChatGPT-3.5 demonstrated similar performance, although ChatGPT-4 is larger than 

ChatGPT-3.5, which further improves upon its NLP capabilities and is purported to produce more 

accurate and relevant responses.32,33 While OpenAI has not released a detailed technical report on 

ChatGPT-4’s architecture, and ChatGPT-4 generally retains the same transformer-based encoder-

decoder architecture of its predecessors in the ChatGPT family, a few differences between ChatGPT-

4 and ChatGPT-3.5 have been identified. These include the model size: 170 trillion versus 175 billion 

parameters; modality: text and images versus text alone; and context window length: 8192 (32768 is 

offered to select test users at time of writing) versus 4096 tokensd, respectively.32,33 Our results are 

different from those of Raimondi et al.34 and Ali et al.,35 who demonstrated that ChatGPT-4 

outperformed ChatGPT-3.5 in neurosurgery and ophthalmology examinations, respectively. This may 

be attributed to differences between examination and patient questions, in which the former may be 

 
a Open repository of web crawl data that contains petabytes of raw web page data, extracted 

metadata, and text extractions since 2008. 

b Data comprising public forum dialogue, Common Crawl’s web crawl, publicly available programming 

documents, English Wikipedia, and other public web documents. 

c Neural network architecture first described in 2017 that learns context and meaning by tracking 

relationships in sequential data, and use encoders and decoders. 

d Basic units of text or code that an LLM AI model uses to process and generate language. 
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more factual in nature, and the latter being more subjective. Another reason for differences in result 

may be the relatively fewer questions in this study. 

 

The respective performances of the chatbots were generally similar among question types, with 

ChatGPT-4 and ChatGPT-3.5 having the best performance and OcularBERT having the worst 

performance, though many pairwise comparisons became non-significant after accounting for multiple 

comparisons. This was particularly apparent in the comparisons between ChatGPT-4 and ChatGPT-

3.5 with Google Bard, and between Google Bard and OcularBERT. 

 

It is clinically important to know that all four chatbots made mistakes to varying extents when 

responding to patient questions. This was seen most frequently for OcularBERT, for which 20% of the 

responses were Poor. In our evaluation, we see how chatbot responses may be inaccurate and/or 

misleading. More training may be required before deploying chatbots to answer patient questions.  

 

Google Bard was the only generative chatbot which had responses graded as “Poor”, requiring further 

evaluation of its ability to correct the response once prompted by the user. Approximately 60% of the 

responses improved after prompting and without explicit guidance towards the correct answer. While 

the improvement may not be statistically significant, this indicates it has the capability of response 

correction, which will likely improve over time with further training and feedback. However, this is a 

double-edged sword as such correction can be adversely influenced by flawed training data and user 

feedback.9 Noteworthily, all responses by Google Bard were prefaced with, “You are right, my 

previous response was not entirely accurate”, regardless of whether it subsequently generated a 

more accurate response. It is important to appreciate that the responses of generative chatbots are a 

result of their assessment of statistical probabilities of associations between words. Such chatbots 

may still provide inaccurate information after prompting. 

 

Collectively, our results indicate that chatbots have the potential to assist healthcare practitioners in 

communicating with patients by drafting responses to patient questions that could be reviewed and 

edited by support staff. This may help to improve productivity, reduce clinic time and unnecessary 

patient visits, allowing healthcare practitioners to devote time to more complex and higher-yield tasks. 
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This may also help improve patient experience. Patients can pose questions in natural language and 

receive accurate and even empathetic-sounding replies expediently.13 This may in turn help improve 

health-seeking behaviour, including treatment compliance and adherence to appointments. 

 

While the healthcare roles of chatbots will inevitably increase over time, they need to be deployed 

judiciously. Humans are naturally drawn to chatbots because they can approximate human speech. 

This may lead patients to trust and use them for applications for which they were not designed, such 

as diagnosis and treatment. Chatbots may give incorrect information, particularly for questions that 

are controversial and require evaluation of incomplete information, amplify social biases in the training 

data, and may be vulnerable to adversarial attacks. Generative chatbots are trained on general data 

and are not domain-specific, though this is likely to improve with the development of domain-specific 

LLMs, which are trained with specialised data to allow understanding of domain-specific terminology 

and context. An example in the medical domain is the Med-PaLM, which harnesses the power of 

Google’s LLMs and is aligned to the medical domain to answer medical questions more accurately 

and safely.36 Chatbots are unable to know and interpret patients’ medical data and give personalised 

answers, though augmented models in the future will be able to draw information from databases.  

 

The main strengths of this study are the comparison of generative and retrieval-based chatbots, and 

the assessment of their responses to commonly asked questions, which provide novel insights. 

Several measures were incorporated to improve robustness of the study design: the chatbot identities 

were masked, the questions and responses were randomised, and there was a 24-hour washout 

period in between each grading. Assessment of the improvement of chatbot responses after 

prompting is another novel aspect of the study. Unlike previous research that largely focused on 

evaluations of responses to standardised examinations,34,35 our study has evaluated performance in 

answering patient questions in a real-world context. The findings in this study represents useful 

information when considering the deployment of chatbots into healthcare roles.  

  

This study had several limitations. Firstly, the questions were randomly selected from data that was 

originally used to train OcularBERT. However, we noted that the generative chatbots still outperformed 

OcularBERT, although it had an advantage in this regard. Secondly, only the accuracy of the chatbot 
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responses was evaluated, and we did not study other performance aspects such as cogency, 

empathy, and personalisation. Thirdly, other questions related to other functions such as triaging, 

explanation of results, appointment changes and medicine refills, were not assessed. These would be 

important areas for future assessment. Lastly, our results cannot be generalised to other discipline, as 

this study focused on the use of specific chatbots in answering patient questions regarding AMD and 

DR. It would be necessary to assess how chatbots are able to augment conversations between 

patients and healthcare practitioners in real world settings. 

 

In conclusion, ChatGPT-4 and ChatGPT-3.5 demonstrated superior performance in answering 

commonly asked questions regarding AMD and DR, followed by Google Bard and OcularBERT. 

Generative chatbots can effectively answer domain-specific questions outside their original training. 

Further studies in clinical settings are still required for real-world evaluation. 
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Table 1: Length of chatbot responses to age-related macular degeneration and diabetic retinopathy questions 

 ChatGPT-4 ChatGPT-
3.5 

Google 
Bard 

OcularBER
T 

Pairwise Comparisons Overall 

     ChatGPT-4 
versus 
ChatGPT-
3.5 

ChatGPT-4 
versus 
Google 
Bard 

ChatGPT-4 
versus 
OcularBER
T 

ChatGPT-
3.5 versus 
Google 
Bard 

ChatGPT-
3.5 versus 
OcularBER
T 

Google 
Bard 
versus 
OcularBER
T 

 

     P-value P-value P-value P-value P-value P-value P-value 
Word Count, Mean (SD) 214.0 (57.4) 292.0 (73.4) 183.0 (56.7) 36.5 (23.6) 7.0x10-9 5.8x10-2 <2x10-16 1.9x10-15 <2x10-16 <2x10-16 <2.0x10-16 
Minimum 128 61 81 7 
Maximum 320 404 332 118 

Abbreviations – SD: standard deviation  
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Table 2: Comparison of chatbot performance in answering age-related macular degeneration and diabetic retinopathy questions 

 ChatGPT-4 ChatGPT-
3.5 

Google 
Bard 

OcularBER
T 

Pairwise Comparisons Overall 

     ChatGPT-4 
versus 
ChatGPT-
3.5 

ChatGPT-4 
versus 
Google 
Bard 

ChatGPT-4 
versus 
OcularBER
T 

ChatGPT-
3.5 versus 
Google 
Bard 

ChatGPT-
3.5 versus 
OcularBER
T 

Google 
Bard 
versus 
OcularBER
T 

 

     P-value P-value P-value P-value P-value P-value P-value 
Total Score            
Total Score, Median 
(Q1, Q3) 

6 (5, 6) 6 (5, 6) 4.5 (4, 6) 2 (2, 3) 0.9 6.8x10-3 1.6x10-9 8.4x10-3 1.6x10-9 8.0x10-6 8.0x10-13 

Grade of Responses            
Good, Number (%) 25 (83.3) 26 (86.7) 15 (50.0) 3 (10.0) 1.0 1.4x10-2 5.5x10-8 5.5x10-3 1.3x10-8 1.9x10-3 5.8x10-9 
Borderline, Number (%) 5 (16.7) 4 (13.3) 13 (43.3) 21 (70.0) 
Poor, Number (%) 0 (0.0) 0 (0.0) 2 (6.7) 6 (20.0) 

Abbreviations – Q1: first quartile; Q3: third quartile 
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Table 3: Comparison of chatbot performance in answering commonly asked questions by question type 

 ChatGPT-4 ChatGPT-
3.5 

Google 
Bard 

OcularBER
T 

Pairwise Comparisons Overall 

     ChatGPT-4 
versus 
ChatGPT-
3.5 

ChatGPT-4 
versus 
Google 
Bard 

ChatGPT-4 
versus 
OcularBER
T 

ChatGPT-
3.5 versus 
Google 
Bard 

ChatGPT-
3.5 versus 
OcularBER
T 

Google 
Bard 
versus 
OcularBER
T 

 

     P-value P-value P-value P-value P-value P-value P-value 
AMD            
Total Score            
Total Score, Median 
(Q1, Q3) 

6 (4, 6) 5 (4, 6) 4 (3, 5) 3 (2, 3.5) 0.4 2.7x10-2 1.5x10-4 8.7x10-2 2.2x10-4 2.7x10-2 1.4x10-5 

Grade of Responses            
Good, Number (%) 11 (73.3) 12 (80.0) 6 (40.0) 2 (13.3) 1.0 0.1 3.2x10-3 0.1 9.9x10-4 0.2 1.6x10-3 
Borderline, Number (%) 4 (26.7) 3 (20.0) 8 (53.3) 9 (60.0) 
Poor, Number (%) 0 (0.0) 0 (0.0) 1 (6.7) 4 (26.7) 

 
DR            
Total Score            
Total Score, Median 
(Q1, Q3) 

6 (6, 6) 6 (6, 6) 6 (4, 6) 2 (2, 3) 0.3 0.1 1.8x10-5 2.4x10-2 1.7x10-5 2.0x10-4 6.7x10-8 

Grade of Responses            
Good, Number (%) 14 (93.3) 14 (93.3) 9 (60.0) 1 (6.7) 1.0 0.1 1.2x10-5 0.1 1.2x10-5 6.7x10-3 1.3x10-5 
Borderline, Number (%) 1 (6.7) 1 (6.7) 5 (33.3) 12 (80.0) 
Poor, Number (%) 0 (0.0) 0 (0.0) 1 (6.7) 2 (13.3) 
 
Others            
Total Score            
Total Score, Median 
(Q1, Q3) 

6 (5, 6) 6 (5.5, 6) 5 (3.5, 5.5) 3 (3, 5) 0.5 0.1 4.3x10-4 2.7x10-2 1.5x10-4 4.6x10-2 2.4x10-5 

Grade of Responses            
Good, Number (%) 14 (93.3) 14 (93.3) 10 (66.7) 5 (33.3) 1.0 0.2 2.4x10-3 0.2 2.4x10-3 0.1 3.6x10-4 
Borderline, Number (%) 1 (6.7) 1 (6.7) 2 (13.3) 9 (60.0) 
Poor, Number (%) 0 (0.0) 0 (0.0) 3 (20.0) 1 (6.7) 

Abbreviations – AMD: age-related macular degeneration; DR: diabetic retinopathy; Q1: first quartile; Q3: third quartile 
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Table 4: Comparison of total scores and consensus gradings for initial and post-correction responses by Google Bard 

Number Question Question 
Type 

Total Score Consensus Grading 

   Initial Post-
Correction 

Initial Post-
Correction 

5 Is it okay to take a plane after 
an eye injection?  

AMD 3 3 Poor Poor 

28 What is IVTA? DR 0 1 Poor Poor 
35 Is there a case in which 

cataract surgery is not 
possible? 

Others 3 4 Poor Borderline 

41 I'm getting glaucoma 
treatment, can I drink alcohol? 

Others 3 4 Poor Borderline 

44 What are the initial symptoms 
of glaucoma? 

Others 3 6 Poor Good 

Abbreviations – AMD: age-related macular degeneration; DR: diabetic retinopathy; IVTA: intravitreal triamcinolone acetonide 
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Figure Legends 

 

Figure 1. Graphical representation of study methodology. We assessed ChatGPT-4, ChatGPT-3.5, 

Google Bard, and OcularBERT. A total of 45 questions were compared among the four models. Each 

chatbot response was generated after clearing the preceding question and answer in a new session. 

Thereafter, the responses were randomly ordered, stripped of identifying information, and split into 

four groups. Each set was graded in a separate session, with a 24-hour washout between sessions. 

The grading was independently performed by three expert graders. The responses were graded using 

a three-point Likert scale into Good, Borderline, or Poor, for which a score of 2, 1, or 0 were accorded, 

respectively. The total accuracy score was summed up with a maximum of 6 and minimum of 0 for 

each chatbot. We also utilised a majority consensus approach, determining the final rating for each 

chatbot response based on the most common grade among the three graders. 

 

Figure 2. Chatbots performance for AMD and DR. ChatGPT-4 and ChatGPT-3.5 outperformed the 

other chatbots, both achieving median scores (interquartile range) of 6 (1), compared with 4.5 (2) in 

Google Bard, and 2 (1) in OcularBERT (all p≤8.4x10-3). 

 

Figure 3. Chatbots consensus grading for AMD and DR. Based on the consensus approach, 83.3% 

of ChatGPT-4's responses and 86.7% of ChatGPT-3.5's responses were rated as "Good", surpassing 

Google Bard (50%) and OcularBERT (10%) (all p≤1.4x10-2). ChatGPT-4 and ChatGPT-3.5 had no 

“Poor” rated responses, but Google Bard produced 6.7% poor responses and OcularBERT produced 

20%. 

 

Supplementary Figure 1. Chatbots performance for AMD. ChatGPT-4, ChatGPT-3.5, and Bard still 

outperformed OcularBERT. There were also no differences between ChatGPT-4 and ChatGPT-3.5. 

ChatGPT-4 outperformed Google Bard (6 [2] versus 4 [2], p=2.7x10-3]. However, ChatGPT-3.5 and 

Google Bard had similar performance (5 [2] versus 4 [2]].  

 

Supplementary Figure 2. Chatbots performance for DR. ChatGPT-4, ChatGPT-3.5, and Bard still 

outperformed OcularBERT. There were also no differences between ChatGPT-4 and ChatGPT-3.5. 
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ChatGPT-3.5 outperformed Google Bard for DR (6 [0] versus 6 [2], p=2.4x10-2). However, ChatGPT-4 

and Google Bard had similar performance (6 [0] versus 6 [2]). 

 

Supplementary Figure 3. Chatbots performance for Others. ChatGPT-4, ChatGPT-3.5, and Bard still 

outperformed OcularBERT. There were also no differences between ChatGPT-4 and ChatGPT-3.5.  

ChatGPT-3.5 outperformed Google Bard for DR (6 [0.5] versus 5 [2], p=2.7x10-2). However, ChatGPT-

4 and Google Bard had similar performance (6 [1] versus 5 [2]). 

 

Supplementary Figure 4. Chatbots consensus grading for AMD. ChatGPT-4 and ChatGPT-3.5 still 

had significantly higher proportions of Good responses compared with OcularBERT for all question 

types. There were also no differences between ChatGPT-4 and ChatGPT-3.5. However, both 

ChatGPT-4 and ChatGPT-3.5 performed similarly to Google Bard, and Google Bard performed 

similarly to OcularBERT after accounting for multiple comparisons. 

 

Supplementary Figure 5. Chatbots consensus grading for DR. ChatGPT-4 and ChatGPT-3.5 still had 

significantly higher proportions of Good responses compared with OcularBERT for all question types. 

There were also no differences between ChatGPT-4 and ChatGPT-3.5. Google Bard still had a higher 

proportion of Good responses compared with OcularBERT. However, both ChatGPT-4 and ChatGPT-

3.5 performed similarly to Google Bard after accounting for multiple comparisons. 

 

Supplementary Figure 6. Chatbots consensus grading for Others. ChatGPT-4 and ChatGPT-3.5 still 

had significantly higher proportions of Good responses compared with OcularBERT for all question 

types. There were also no differences between ChatGPT-4 and ChatGPT-3.5. However, both 

ChatGPT-4 and ChatGPT-3.5 performed similarly to Google Bard, and Google Bard performed 

similarly to OcularBERT after accounting for multiple comparisons. 

 


