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Abstract—In the context of 6G, the use of drones / UAVs
and satellite is a high priority. One of the main issues is that
there is limited and varying bandwidth in these environments,
so the question arises: how do we provide high Quality of
Experience (QoE) to the users. BPP is a recent protocol which
is effective when used with Scalable Video Coding (SVC)
streams and limited bandwidth environments. We present an
end-to-end architecture, with a drone sending video, utilizing
functions for dynamically constructing the content of packets,
and then dynamically processing those packets during their
transmission across a network, all managed by a multi-domain
orchestrator. These functions are implemented as virtualized
network elements, as in our previous work. In this current
work, we investigate how different packing strategies for filling
packets impact different QoE parameters, when evaluated using
a number of different bandwidths. These insights can be utilized
for choosing the best QoE, and will be especially useful in
5G / 6G environments.

Index Terms—6G, In-Network Packet Processors, Pro-
grammable Protocols, Packet Trimming, Traffic Management

I. INTRODUCTION

As 5G is now being deployed, future enhancements in
networks in the form of 6G look at performance improve-
ments through various approaches. These include the inte-
gration of previously separate technologies, the use of edge
computing to ensure overall throughput and for low latency
and reliable communications, further support for machine-
to-machine communication necessary for IoT usage, the
extended use of virtualized elements across a number of
different cloud providers, the integration of high-performance
computing, and networks spanning UAV / drone network and
satellites [1]. The addition of drones and satellites to a
network will increase the scope of devices, including sources
of data and the number of links. However, these links often
have limited, and sometimes variable, bandwidth. Given such
conditions, certain applications can be made more effective
by taking into account these bandwidth issues.

In this paper we present an end-to-end scenario with a
drone sending video, utilizing techniques for dynamically
constructing the content of packets and then dynamically
processing those packets during their transmission across a
network, within the context of an end-to-end video streaming
application. The goal is to have improved QoE attributes,
where there are bandwidth limitations, compared to a number
of existing techniques. The use of virtualized functions at the
sender side and in the network is facilitated as part of the
mechanisms to achieve this goal. These concepts are part

of a vision for the operations and control of services in
Network 2030 [2]. For the packet construction we utilize the
Big Packet Protocol (BPP) protocol [3], which is a protocol
designed to support programmable functions in the network,
and in particular enables the trimming of packets as they pass
through the network, from the source to the destination. We
have previously considered the efficiency and effectiveness
of using the BPP protocol for transmitting video, and we
have observed that H264 SVC video is well matched with
BPP. Furthermore, we devised a number of strategies for
multiplexing the layers of the SVC video into the sequence
of BPP packets [4]. In support of this approach, we presented
a system that utilizes BPP for sending SVC video, and have
shown how the Packet Wash process of BPP can be used
for trimming video packets during transmission, when the
available bandwidth is limited, but still having good QoE
attributes [5]. Here we extend our previous work, and present
new work, showing a more detailed view of the effects on
QoE of these different packing strategies.

We propose an architecture that encompasses a drone
network, a 5G / 6G core network, and an edge network with
the clients. There is a multi-domain orchestrator to collect
data and pass on control messages between the partici-
pating domains. This enables the signaling of the sender
side, to select the most appropriate packing strategy from
these different packing strategies, considering the expected
performance at the receiver. To facilitate the packet creation
at the sender, and the packet trimming during transmission,
we utilize virtualized in-network functions. The architecture
together with an evaluation of the packing strategies are
presented, in the context of different bandwidths available
at the receiver.

We observe various QoE parameters, as well as overall
QoE values under many different bandwidth conditions. The
main contribution of this paper is the use of these different
packing strategies at the sender, and how they have an
impact on the different QoE parameters, given that there
can be processing of the packets as they pass through the
network. These results are not obvious, just by considering
the approach taken by each strategy. Furthermore, none of
these strategies can be done with UDP or TCP, as UDP is
too lossy and TCP is too reliable. We focus on evaluating the
different strategies for packet filling, in the context of one
drone, to determine the impact of these various strategies on
the different QoE parameters of the received video.



II. BACKGROUND

1) Video Streaming by Using Drones: Streaming video
from drones is currently of interest. Video transmission
between drones was proposed in [6], where a system was
designed where users across the network could use drone,
cellular, or a WiFi connection depending on the throughput
value. In [7], the clients can signal their bandwidth and delay
values to the drone, which then transfers video to the clients,
and the drones can use this data to adapt quality. In [8], the
QoE metrics such as latency and duration of pauses from
the videos captured by drones are tracked by a MEC server
to which the drones are connected. In [9], drones capture
different areas in a sport field, where they collect the video
on the basis of the signals sent by the motion sensors on
the ball or on the players. In that work, the drone cameras
move and capture the video depending on the information
they receive from the motion sensors. No broadcasting was
not undertaken in that study. The use of cameras on drones
for streaming video can be used in many scenarios, as seen
in the literature. However, except our paper [10], none of
these studies consider the transmission of end-to-end video.

2) Streaming SVC Video: Scalable video coding (SVC),
sometimes called Layered Video Coding, as the video is
encoded as layers. It is a beneficial approach as it takes
advantage of similarities between the different versions of the
same frame, as well as being able to reassemble successive
frames. There are different types of quality layers in this
video encoding, including temporal quality layers and spatial
quality layers. A detailed view of the mechanisms and tech-
niques used for transmitting SVC video across the network,
using the multi-chunk facilities and the packet trimming
capabilities of BPP, is presented in our paper [4]. In that
paper, we present details of mapping SVC video to BPP
packets using different packing strategies, and then show
an implementation of streaming video using BPP, where
some QoE parameters are observed in very limited and fixed
bandwidth conditions for the different packing strategies.
Also, in [10], we utilise SVC video from drones combined
with BPP transmission.

To deal with varying network behaviour and loss changes
over time, in our work with BPP we utilise packet trim-
ming [4]. Alternative approaches include Dynamic Adaptive
Streaming over HTTP (DASH) [11], which is a standard
developed by MPEG. It provides interoperability between
the participants of HTTP Adaptive Streaming (HAS) deploy-
ments, as it runs over HTTP. With DASH, the client can
dynamically adapt the quality of the video by requesting
segments of a different quality. To deal with changing
bandwidths, the original video is encoded multiple times with
a set of qualities. Higher qualities have higher data rates,
and bigger files, and use more bandwidth. There are also
implementations that evaluate the behaviour of DASH when
using QUIC as a transport. In [12], the authors evaluated
sending SVC video over DASH.

3) Using BPP for SVC Video: In many streaming applica-
tions, the packets are constructed in a linear sequence, taking
a number of consecutive bytes directly from the content of a
video file, and then transmitted. Depending on the protocol

being used, either the packet is lost (using UDP), or it is
retransmitted (using TCP). In our system, we utilize SVC
video which has multiple layers [13]. BPP allows packets to
have a number of chunks, which can be trimmed by a network
node during transmission. Although we could have a simple
packet filling technique, the use of layered video gives us a
number of options for multiplexing parts of these layers and
packing that data into BPP chunks. In [4], we describe these
different packing strategies, and has some initial results for
those strategies, when using very limited, fixed bandwidths.

Recently we evaluated using BPP and video for an end-to-
end transmission scheme [10], from multiple drones / UAVs
to clients in various environments. That approach only used
one strategy for filling packets, but all 4 approaches are
used here.

4) Orchestration: Orchestrators can have a large number
of functions, and more advanced ones allow services that
are deployed across distributed domains, where they can be
configured in a north-south way creating a hierarchy of ser-
vice provision capabilities, rather than configured in the more
common peer-to-peer approach [14]. This approach works
particularly well where each domain, from the mobile edge,
to the core DC, can be managed independently of the others.
They allow virtualized network services, fully integrated with
a service platform, using a modular and flexible architecture
[15]. These setups become even more complicated when the
multi Point-of-Presence (PoP) situation occurs [16].

Using our previous work with BPP, plus virtualized func-
tions, acts as a foundation for extending the implementa-
tion of the architecture to include video data sources, and
specifically drones, to evaluate a full end-to-end system with
orchestration. We previously presented some parts of the
architecture used here. We have also described the effects of
running virtualized in-network quality adaption by trimming
the packets of layered video streams at the edge [5].

III. END-TO-END VIDEO STREAMING ARCHITECTURE

This section presents the architecture for end-to-end deliv-
ery of streaming video from a drone network to the clients.
The architecture of the framework is presented in Fig. 1.
Video is sent from a drone to a Drone Control Unit, and
then onto a virtualized Packet Creation Function which
takes the SVC video and creates BPP packets. These are
forwarded over the provider’s network towards the client.
At the client edge network, a virtualized Packet Trimming
Function intercepts the packets during their transmission over
the network, and these video packets can be modified by
using the packet trimming capabilities of the BPP protocol
[5]. In the system, the sender always transfers the video
at the highest quality, and we rely on the Packet Trimming
Function to address the client aspects of network behaviour
and adaptiveness.

A multi-domain orchestrator interacts with the Controllers
and Servers in the domains. The orchestrator manages the
end-to-end video transmission by considering the network
resources, the video parameters, and the client characteristics.
All the system components are in communication with the
orchestrator. In this paper, the main functional elements are
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Fig. 1: The Architectural Framework

presented, and just a single path from one drone to one client
is evaluated, shown by the purple line.

A. The Virtualized Packet Creation Function

The Packet Creation Function is a virtualized element
which runs in the UAV Domain. It takes the SVC video
stream and uses one of the 4 different packing strategies to
create BPP packets. The JNSM paper [4] has all the details
of this operation. Here is a brief overview of the 4 packing
strategies devised. Each one takes data from the 3 layers
of the SVC video stream, and creates 3 chunks in each
BPP packet, as shown in Fig. 2.

Even Split Dynamic Split

In Order Fully Packed

Fig. 2: Different packing strategies have different chunks

The data presented in the figure above shows a sequence
of packets for each of the 4 strategies, producing a different
number of packets and varying packet sizes, all from a single
frame of video which has the following content: Layer 0:
3232 bytes, Layer 1: 2232 bytes, and Layer 2: 3527 bytes.
We use a 1500 byte packet, providing a content size of 1472
bytes. This allows for the BPP header and BPP meta-data,
before allocating data to the chunks of video. So, depending
on the size of each frame, the size of each layer in the frame,
and the selected packing strategy, there will be different sized
packets. The created packets are forwarded onwards.

B. The Virtualized Packet Trimming Function

The SDN controller sets a rule so that after the BPP
packets have crossed over the provider’s network and the
edge network, they are sent to a virtualized Packet Trimming

Function. This function uses an algorithm to decide if, and
how many, chunks should be removed from a packet, based
on the available bandwidth. For each packet received, the
algorithm checks the amount of traffic sent in the current
time period. If the number of bytes sent is greater than
the available bandwidth, it determines that bytes should be
trimmed. The trim operation is done by removing some
chunks based on their significance to the content [4]. As only
whole chunks can be removed, not an arbitrary number of
bytes, and as the size of the chunks that can be trimmed
can be different to the number of bytes that need to be
trimmed, it can take a number of packets of trimming before
it is possible to match the bandwidth level. However, if the
number of bytes sent are less than or equal to the available
bandwidth, then the received packets are forwarded without
implementing packet trimming. All packets of content must
be passed through the trimming process to ensure that the
video is sent in a quality suitable for the bandwidth between
the clients and the edge network.

C. The Role of the Multi-Domain Orchestrator
The Multi-Domain Orchestrator has different roles in

each of the different domains. In the Edge Domain, the
orchestrator manages the in-network computing process for
the virtualized Packet Trimming Function during setup and
during transmission, by considering the bandwidth values of
the paths and the client capabilities. The SDN controller
sets up the paths and also periodically sends the network
conditions and available bandwidth information of the paths
to the orchestrator. This information will be utilised to
manage the Packet Trimming Function, as described in [5].

In the Drone Domain, the orchestrator has the responsibil-
ity for defining the parameters for some components, namely
the Drone Control Unit and the virtualized function. It signals
the Packet Creation Function about the most appropriate
packing strategy based on the conditions when the streaming
starts. In a fully integrated system the orchestrator would
interact with the management of the Provider Domain, but
in this setup no functionality is used.



 0

 1000

 2000

 3000

 4000

 5000

 6000

 7000

 8000

 9000

1 Mbps 1.5 Mbps 2 Mbps 2.5 Mbps 3 Mbps 4 Mbps 4.5 Mbps

Q
o
E

Bandwidth

Inorder Dynamic Fully Packed Even

(a) Fixed Bandwidth Configuration

 0

 1000

 2000

 3000

 4000

 5000

 6000

 7000

 8000

 9000

Ascending Descending Dynamic

Q
o
E

Bandwidth Type

Inorder Dynamic Fully Packed Even

(b) Varying Bandwidth Configuration

Fig. 3: Overall QoE Results by Packing Strategies with Fixed and Dynamic Configuration

 0

 5

 10

 15

 20

 25

 30

 35

 40

1 Mbps 1.5 Mbps 2 Mbps 2.5 Mbps 3 Mbps 4 Mbps 4.5 Mbps

D
u
ra
ti
o
n

 o
f 
P
au
se
s 
(s
ec
)

Bandwidth

Inorder Dynamic Fully Packed Even

(a) Fixed Bandwidth Configuration

 0

 5

 10

 15

 20

 25

 30

 35

 40

Ascending Descending Dynamic
D
u
ra
ti
o
n

 o
f 
P
au
se
s 
(s
ec
)

Bandwidth Type

Inorder Dynamic Fully Packed Even

(b) Varying Bandwidth Configuration

Fig. 4: Total Duration of Pauses by Packing Strategies with Fixed and Dynamic Configuration

IV. PERFORMANCE EVALUATIONS

A. Experiment Environment and Settings

To evaluated the performance of transmission with BPP
and the different packing strategies, we conducted several
experiments using Mininet emulation environment, combined
with the SDN controller in our experimental setup. We used
virtualized Packet Creation and Packet Trimming functions.

To observe the performance under different network con-
ditions, we use two sets of bandwidth values in our experi-
ments. In the fixed bandwidth setting, the values between 1
and 4.5 Mbps are used, whereas in the varying bandwidth
settings, the bandwidth value fluctuates between 1 and 3
Mbps during the video session. We use three different sce-
nario for the varying bandwidth settings, namely ascending,
descending, and dynamic. In the ascending scenario, the
bandwidth value is 1 Mbps at the beginning of the streaming
session, increases up to 2 Mbps, and then to 3 Mbps. The
dynamic scenario begins at 3 Mbps, decreases to 1 Mbps,
and then increases to 2 Mbps. In the descending scenario,
the bandwidth initiates at 3 Mbps, decreases to 2 Mbps, and
then down to 1 Mbps. Each bandwidth change occurs with
a 14 second interval. The total video duration is 42 seconds.
All the details of the SVC encoded video, that is used in the
experiments, are shown in Table I.

The Packet Creation Function generates a different number

Video type H.264 Frame rate 24 fps
Resolution 480 x 360 L0 bitrate 897.66 Kbps
Frame No 1000 L0+L1 bitrate 1927.29 Kbps
Duration 42 sec L0+L1+L2 bitrate 4384.19 Kbps

TABLE I: Encoded Video Details

Packing Strategy Packets Packing Strategy Packets
Even Split 28560 Dynamic Split 17638
In Order 18626 Fully Packed 17624

TABLE II: Number of Packets for Packing Strategies

of packets for each of the 4 packing strategies, as shown in
Table II. As BPP has a meta-data and chunk structure, the
volume of traffic transferred is greater than the content being
read. This has an impact in limited bandwidth conditions.

B. Comparison of Transmission with the Packing Strategies

Fig. 3 represents the overall QoE values observed in the
experiments with different bandwidth settings. These values
are calculated by using a weighted linear function, where
the weight of each QoE parameter is determined according
to the impact of that parameter to the perceived quality [5]. It
is observed that the Dynamic Split strategy provides higher
QoE compared to other packing strategies in the experiments
conducted with low bandwidth (1-1.5 Mbps) as shown in
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Fig. 5: Total Average Bitrate Results by Packing Strategies with Fixed and Dynamic Configuration
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Fig. 6: Total Quality Change Results by Packing Strategies with Fixed and Dynamic Configuration

Fig. 3a. This strategy is always among the packing strategies
providing the best QoE in all scenarios, including fixed and
varying conditions. Although overall QoE values present a
generalized QoE value, the perceived quality differs for each
user and users might be affected by different QoE parameters
with different level. Therefore, as well as overall QoE values,
we also show each QoE parameters in the following graphs.

As seen in Fig. 4a the Dynamic Split strategy is among
the strategies having low total Duration of Pauses in fixed
bandwidth settings, whereas it is one of the packing strategies
that has the highest total bitrate as seen in Fig. 5a and 5b. The
In Order strategy is less good for Duration of Pauses. The
Dynamic Split strategy has similar bitrate and QoE values
with In Order and Fully Packed strategies in all experiments.

As seen in the Packet Count table above, the high number
of packets produced by the Even Split strategy leads to
an increase in packet header overhead, which becomes a
disadvantage over limited bandwidth conditions. Consider
the L0+L1 bitrate value used for the experiments, which is a
bit under 2Mbps. When examining the results of the 2Mbps
experiment, we observe from Fig. 6a that the Quality Change
values of all packaging strategies are high. The reason for
this is that the bandwidth becomes insufficient to carry all
L1 frames because the headers are a significant overhead
added to the packets. Therefore, only a limited number of
L1 packets can be transferred, which causes a large number

of quality changes due to the number of transitions between
L0 and L1 frames when the client plays the video.

Fig. 6a shows that the Quality Change value decreases for
all packing strategies when a bandwidth of 2.5 Mbps is used,
which verifies if the bandwidth is enough for carrying video
data and the headers. If so, the number of Quality Changes
decrease. The minimum decrease is observed with the Even
Split strategy, due to the large number of packets. Especially,
for the tests performed using 4 and 4.5 Mbps bandwidth,
the number of quality changes for all packing strategies is
minimized. Despite the large number of packets created in
the Even Split strategy, it has the lowest value with regard
to total Duration of Pauses for the experiments having the
fixed bandwidth 2 Mbps and above. When the bandwidth
increases to greater than or equal to 4 Mbps, the Even Split
strategy reaches the highest values in terms of QoE as seen
in Fig. 3a. This packing strategy gives better results at high
bandwidths.

As seen in Fig. 4a and Fig. 4b, the In Order strategy has
the highest total Duration of Pauses in the experiments for
all bandwidth values, and this situation leads to a significant
negative effect on overall QoE value. Since the In Order
strategy has the highest bitrate value in the experiment with 2
Mbps, the best QoE is obtained in these network conditions.
Furthermore, In Order reaches its best performance in terms
of overall QoE for the bandwidth values equal to 2 Mbps and



above, however, the other strategies have higher QoE values
in the experiments conducted using high bandwidth.

The Fully Packed strategy, having a low total Duration of
Pauses value and a high bitrate value, performs a moderate
performance in all types of experiments. It has never had
the minimum QoE value in any type of experiment. It
does not outperform other strategies by a large margin, but
good results can be obtained in suitable situations. In most
experiments, Fully Packed is one of the strategies having
the highest overall QoE result as it can be seen from Fig.
3a. However, the QoE parameters causing this outcome are
different from the other strategies. Fully Packed strategy
provides high QoE thanks to its low duration of pauses values
as seen in Fig. 4a and its low Quality Change values as seen
in Fig. 6a.

In the experiments with varying network conditions, the
highest QoE values are obtained by In Order, Dynamic Split,
and Fully Packed strategies whereas we observe that Even
Split strategy can not perform as good as in fixed bandwidth
scenarios. However, Even Split has the minimum Duration
of Pauses values in ascending, descending, and dynamic
bandwidth experiments. The number of quality changes is
the lowest with Even Split when the bandwidth is greater
than or equal to 4 Mbps. These results show that, if the
bandwidth capacity is enough to carry the video data plus
header or highly dynamic, the Even Split strategy can be
used for the users preferring lower duration of pauses and
quality changes.

V. CONCLUSIONS

In this paper we have presented an architecture that un-
dertakes the orchestration of end-to-end network resources,
and contains an Orchestrator which interacts with a Drone
Control Unit, a Virtualized Packet Creation Function, an
SDN Controller, and a Virtualized Packet Trimming Function
at the Edge, in order to provide the control needed to manage
all of the disparate elements. This multi-domain orchestrator
collects data about network conditions and manages the
packet creation strategy on the other end of the network.
With BPP and SVC, it is possible to use different packing
strategies where the performance of each strategy might
differ under different network conditions.

We have extended our previous work, and shown a more
detailed view of the effects on QoE of these different packing
strategies. The experimental results show that, some strate-
gies might perform better in limited and fixed bandwidth
conditions whereas the others might be preferable under
varying network conditions. These insights can be utilized
in determining the best packing strategy to use for QoE, and
will be especially useful in 5G / 6G environments.

In future work we intend to enhance the multi-domain
orchestrator functionality to provide a control loop and allow
for dynamically signaling the Packet Creation Function,
based on the real-time client information of the available
bandwidth. This would provide a mechanism to deliver video
with the best packet strategy for the observed conditions.
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