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ABSTRACT
Foundation models are the next generation of artificial 
intelligence that has the potential to provide novel use 
cases for healthcare. Large language models (LLMs), 
a type of foundation model, are capable of language 
comprehension and the ability to generate human- like 
text. Researchers and developers have been tuning LLMs 
to optimise their performance in specific tasks, such 
as medical challenge problems. Until recently, tuning 
required technical programming expertise, but the release 
of custom generative pre- trained transformers (GPTs) by 
OpenAI has allowed users to tune their own GPTs with 
natural language. This has the potential to democratise 
access to high- quality bespoke LLMs globally. In this 
review, we provide an overview of LLMs, how they are 
tuned and how custom GPTs work. We provide three use 
cases of custom GPTs in ophthalmology to demonstrate 
the versatility and effectiveness of these tools. First, we 
present ’EyeTeacher’, an educational aid that generates 
questions from clinical guidelines to facilitate learning. 
Second, we built ’EyeAssistant’, a clinical support tool 
that is tuned with clinical guidelines to respond to 
various physician queries. Lastly, we design ’The GPT for 
GA’, which offers clinicians a comprehensive summary of 
emerging management strategies for geographic atrophy 
by analysing peer- reviewed documents. The review 
underscores the significance of custom instructions and 
information retrieval in tuning GPTs for specific tasks in 
ophthalmology. We also discuss the evaluation of LLM 
responses and address critical aspects such as privacy 
and accountability in their clinical application. Finally, 
we discuss their potential in ophthalmic education and 
clinical practice.

INTRODUCTION
Foundation models are a new paradigm for 
building artificial intelligence (AI) systems. They 
have gained considerable traction due to improve-
ments in computing power, the development of 
transformer model architecture and the avail-
ability of large datasets.1 One area that has seen 
significant utility is natural language processing 
(NLP), with the advent of large language models 
(LLMs).2 LLMs are foundation models that are 
trained on large corpora of text, which gives 
them the capability of language comprehension 
and the ability to generate human- like text.1 3 A 
notable example is generative pretrained trans-
formers (GPTs).3

There has been growing interest in evaluating 
the role of LLMs in healthcare.4 Despite not 

being specifically trained in medical knowledge, 
LLMs have shown generalisation capacities in 
many domains, including medical challenge prob-
lems.5 As LLMs are updated, their performance 
in answering medical examination questions 
is improving, including in the field of ophthal-
mology.4 6–11 However, since those generic 
models may not be trained on vetted medical 
information, their deployment for patient care 
will be a challenge.12 To address this, generic 
LLMs can be tuned with domain- specific infor-
mation. For example, models such as Biomed-
BERT and BioGPT have been trained on content 
from peer- reviewed literature and Med- PaLM 
on clinical question databases.4 13 14 Models 
can also undergo task- specific tuning, such 
as instruction tuning, as is the case with Med- 
PaLM 2. Those approaches have shown consid-
erable gains in biomedical NLP tasks, including 
answering medical examination questions. 7 15 
Prompting strategies (different ways of querying 
the model) can also be used to augment models. 
An example of this is Medprompt. It uses innova-
tive prompting strategies with GPT- 4 to surpass 
Med- PaLM 2, which uses domain- specific and 
task- specific tuning in answering medical exam-
ination questions.5

As valuable as these solutions are, there is 
still the issue of not capturing the most up- to- 
date information as the training and tuning are 
performed with a snapshot of data up to a certain 
point in time.16 Due to the extensive volume 
of data and the time- consuming nature of the 
training process, there is an inherent delay in 
updating the knowledge base of LLMs. This is 
particularly significant in the field of medicine, 
where up- to- date knowledge and evidence- based 
practice are fundamental to quality healthcare. 
Recently, some LLMs were augmented with real- 
time internet browsing abilities, allowing them 
to search the internet for up- to- date content 
to formulate responses.17 18 Up- to- date medical 
information is a pertinent feature of evidence- 
based medicine,19 and thus having real- time 
information is a crucial feature in LLMs for use 
in a clinical setting.

In November 2023, OpenAI introduced a 
feature allowing users to customise their own 
GPTs using natural language.20 During this inter-
action, GPT developers can provide custom 
instructions to the GPT to determine its func-
tion, interaction with users, method of answering 
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questions, tone and how it retrieves information. GPT can 
be instructed to use external tools such as internet searches 
and/or documents uploaded by the developer. In effect, this 
leverages custom GPTs for their natural language abilities and 
information retrieval capacity from predetermined sources. 
This degree of customisation can help overcome issues with 
LLMs providing false information and reduce inaccuracies 
if there is more reliance on using trusted, predetermined 
sources.21

In this review, we provide three use cases of custom GPTs 
in the field of ophthalmology and how clinicians may interact 
with these tools. First, ‘EyeTeacher’ is a teaching tool that 
creates questions from selected clinical guidelines. Second, 
a clinical assistant, ‘EyeAssistant, answers clinical queries, 
tuned to clinical guidelines. Third, ‘The GPT for GA’ can 
provide clinicians with an overview of the current manage-
ment of geographic atrophy (GA) by retrieving informa-
tion from peer- reviewed documents uploaded to the GPT. 
Through these illustrative examples, we show how careful 
custom instructions and information retrieval are able to tune 
ChatGPT to specific tasks. We also review how LLMs can be 
evaluated and explore the privacy and accountability of using 
these tools in clinical practice.

CUSTOMISING LLMS
LLMs are trained on large corpora of text, amassing over a 
trillion words.3 22 Many models have emerged and are acces-
sible through their respective interfaces, such as Gemini 
(by Google), GPT- 4 (by OpenAI), Claude 2 (by Anthropic) 
and LLaMA (open- access by Meta AI).23 These models can 
be fine- tuned with domain- specific information; however, 
this requires technical programming expertise. An example 
of a fine- tuned model is Neuro- GPTx, which is a content- 
enriched chatbot for the management of vestibular schwan-
noma trained on over 4000 peer- reviewed articles. 24 Another 
example is Almanac, a medicine- based model that acquires 
domain- specific knowledge from textbooks and preselected 

web documents, as well as browsing predetermined web 
domains.21 Also embedded into the model architecture is a 
calculator, which can overcome the limitations of models 
being unable to count. These features can improve accuracy 
and reliability in answering clinical scenario questions.21

Customising LLMs encompasses a variety of approaches, 
including data- driven strategies and those focused on 
interaction- level enhancements.25 These methods can be 
effectively combined to optimise model performance and 
adaptability. At the data level, a pretrained LLM can be 
adjusted using a dataset of labelled examples through super-
vised tuning or fine- tuning.26 This method requires substan-
tial amounts of high- quality input–output pairs to create a 
bespoke model tailored for specific responses in a desired 
domain. Although typically requiring technical expertise, 
more accessible tuning methods have emerged, such as within 
the Google ecosystem.27 For example, Vertex AI enables users 
to upload JSON Lines files within an automated machine 
learning framework to tune an LLM.

At the interaction level, prompt engineering and retrieval 
augmented generation (RAG) can provide further custom-
isation through interaction with user inputs and external 
sources of information, respectively. Prompt engineering 
(and custom instructions) guide model behaviours through 
natural language instructions, making them more adaptable 
to specific user needs.28 This is enabled by the ability of LLMs 
to temporarily learn from instructions without changing their 
internal parameters.3 29 RAG, on the other hand, enables 
LLMs to augment their responses by grounding their knowl-
edge on external sources.30 LLMs would retrieve knowledge 
from a set of fixed sources, such as documents, similar to 
what is seen in OpenAI’s Custom GPTs. Beyond the OpenAI 
ecosystem, other user- friendly tools have surfaced, including 
Cohere AI and Google’s NotebookLM.31 32

In this review, we primarily focus on how GPT models can 
be customised using natural language for custom instructions 
and employing user- friendly interfaces for RAG through 

Figure 1 Simplified comparison between generic and custom GPT architectures. Generic GPTs operate linearly: a user prompt is processed by an 
LLM to generate a response. Custom GPTs integrate custom instructions and domain- specific knowledge into the process. Here, a user prompt is 
combined with custom instructions (provided by the developer) to steer the LLM, which can also retrieve external knowledge (eg, web searches, 
clinical guidelines and databases) to produce an aligned response. GPT, generative pretrained transformer; LLM, large language model.

 on M
ay 13, 2024 at U

C
L Library S

ervices. P
rotected by copyright.

http://bjo.bm
j.com

/
B

r J O
phthalm

ol: first published as 10.1136/bjo-2023-325046 on 7 M
ay 2024. D

ow
nloaded from

 

http://bjo.bmj.com/


3Sevgi M, et al. Br J Ophthalmol 2024;0:1–8. doi:10.1136/bjo-2023-325046

Review

document uploads. This approach aligns particularly well 
with healthcare applications, where maintaining factual 
correctness, professional tone and adherence to clinical 
guidelines is paramount.

CUSTOM GPTS
Tuning custom GPTs involves custom instructions with natural 
language and content retrieval through RAG. We provide 
an overview of how custom GPTs work in figure 1. ‘GPT 
Builder’ is the backend for custom GPTs, allowing users to 
tune the model using natural language, as shown in figure 2. 
Currently, up to 10 documents may be provided for RAG, 
with a token limit of 2 million per document. 33 Tokens are a 
unit of analysis employed by LLMs to process text. One token 
is roughly equivalent to four characters, which corresponds 
to 0.75 words.34 A limit of 2 million tokens per document 
translates to approximately 1.5 million words, which is more 
than sufficient for the majority of clinical documents, guide-
lines and textbooks.

Custom instructions allow for a more steerable model to 
align with specific user intentions. For use in healthcare, one 
may want the model to uphold factual correctness, profes-
sional tone, privacy and confidentiality, limitation acknowl-
edgement and risk communication, to name some examples. 
Regarding content retrieval, LLMs are prone to fabricate 
information, which is commonly termed ‘hallucinations’. 35 36 
This is a concern for clinical use and will be a limiting factor 
in LLM deployment. RAG may improve LLM outputs and 
decrease hallucinations by grounding the model on external 
sources of knowledge to supplement the LLM’s internal 

representation of ophthalmology.37 For our custom GPTs, we 
align with the values of evidence- based medicine, providing 
peer- reviewed literature and clinical guidelines as domain- 
specific knowledge.38 Clinical guidelines are particularly 
valuable as they represent the consensus of an expert group 
from a particular organisation. 39 40. By tailoring the custom 
GPT to clinical guidelines, we can provide region- specific 
domain knowledge that is applicable to the healthcare setting 
we work in.

USE CASES
Education: active learning with generated questions
‘EyeTeacher’ demonstrates how users can enhance their under-
standing of clinical guidelines by answering questions generated 
by the custom GPT. As an active learning tool, this method of 
learning can promote more effective knowledge acquisition and 
retention.41 As exemplars, we provide two clinical guidelines on 
the management of diabetic retinopathy (DR) and angle closure 
glaucoma (ACG) from the Royal College of Ophthalmolo-
gists.42 43 We chose these topics as they are common conditions 
relevant to general ophthalmologists. Both guidelines are within 
the token limit of the custom GPT (DR: 147 pages, approxi-
mately 66 000 tokens. ACG: 44 pages, approximately 19 000 
tokens). We showcase an example in figure 3.

We instructed the custom GPT to be an interactive, active 
learning tool, asking multiple- choice questions with a single best 
answer. Questions would be generated from the uploaded docu-
ments. We also instructed the GPT to ask for the level of experi-
ence of the user and to tailor the difficulty of the questions to the 

Figure 2 Custom GPTs are built in natural language using a builder chatbot. The GPT builder enables users to input custom instructions using 
natural language and upload specific knowledge datasets for retrieval. These modifications are implemented in the GPT‘s backend. Additionally, the 
builder offers the option to enhance or limit functionalities, such as web browsing, image creation and code interpretation and generation, although 
the latter may be less relevant for our specific use cases. GPT, generative pretrained transformer.
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user’s level of experience. In keeping with the format of medical 
question books, we instructed the GPT to provide explanations 
for the answer. For content retrieval, the GPT is instructed to 
create the questions from the documents provided. The ability 
to engage with EyeTeacher is akin to conversing with a personal 
tutor. It provides flexibility for users to direct their own learning. 
They can ask for easier or harder questions. They are able to 
select topics and ask for clarity on the topic if required. The 
example we have provided is from a clinical guideline; however, 
one could also use this method to study for exams by uploading 
notes and asking questions about a specific topic.

Clinical assistant: interacting with clinical guidelines
‘EyeAssistant’ is provided with the same clinical guidelines as 
EyeTeacher, but has separate custom instructions, leading to a 
different use case and user experience. The purpose of this use 
case is to act as a clinical assistant. The user is able to converse 
with the assistant, who has domain- specific knowledge from 
clinical guidelines. Clinicians would typically query guidelines 
by reading through them; however, EyeAssistant provides an 
interactive experience. Users can ask for specific sections in the 
guidelines as well as provide clinical information such as exam-
ination findings or demographic information. EyeAssistant will 
browse and retrieve the relevant content. To improve reliability, 
we can include custom instructions in the GPT to ask for further 
clarification if the information provided is not sufficient to 
generate an answer. We provide an example in figure 4.

Summarising peer-reviewed research with custom GPTs
Custom GPTs have emerged as powerful tools for summarising 
and extracting knowledge from peer- reviewed articles. These 
custom models offer several advantages over traditional methods 

of literature review, including enhanced accessibility, efficient 
knowledge discovery and personalised learning. One of the 
primary benefits of using custom GPTs for summarising peer- 
reviewed research is their ability to transform complex scientific 
literature into concise and understandable language. This makes 
the information more readily accessible to a wider audience, 
including researchers, clinicians and even patients. By distilling 
the key findings, conclusions and implications of research arti-
cles, custom GPTs can bridge the gap between scientific experts 
and those seeking to understand the latest advancements in their 
field.

In our use case example, ‘The GPT for GA’ summarises peer- 
reviewed articles on the latest treatment for GA. Custom instruc-
tions include tailoring responses to clinicians and scientists and 
offering informed answers on GA in a professional yet conver-
sational tone. It will focus on providing accurate and relevant 
information while avoiding speculation and not offering patient- 
specific medical advice. For content retrieval, The GPT for GA 
exclusively retrieves information from the provided documents, 
including the new pivotal GA trials.44 45 At the time of writing, 
there is a limit of 10 document uploads; however, as we expect 
further advancements in the capabilities of custom GPTs, we will 
likely see an increase in this capacity.

The treatment for GA is an interesting example, as there are 
many clinical trials underway to find a treatment.46, Recently, 
new drugs have been approved to treat GA. 44 45 However, there 
is concern about adverse events from the newly approved medi-
cations.47 48 Thus, ‘The GPT for GA’ is able to summarise the 
most recent literature, providing a balanced overview to readers. 
We provide an example in figure 5.

Figure 3 EyeTeacher is a custom GPT built for education. In this enhanced learning scenario, EyeTeacher presents a multiple- choice question about 
diabetic macular oedema. When a student selects an answer, EyeTeacher elaborates on why the answer is correct and explains why each distractor 
is incorrect. This approach is crucial because it does not merely validate the student’s choice but educates them about the nuances of each option. 
This method promotes active learning, as students do not just memorise the right answer; they understand the rationale behind each option. The 
explanations are free of hallucinations and factually correct. GPT, generative pretrained transformer.
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EVALUATING RESPONSES
The use of LLMs for healthcare requires models that can avoid 
hallucinations and acknowledge their limitations.49 Companies 
developing LLMs are aware of this and developing models with 
increased ‘honesty’. For example, Anthropic released Claude 
2.1. The company reported that the number of hallucinations 
was halved compared with their previous version.50 In addi-
tion to providing fewer incorrect answers, Claude 2.1 has an 
increased number of responses where it declines to answer 
due to a lack of knowledge. Another example is Almanac. This 
model is evaluated on factuality, which can be improved with 
the use of real- time internet search retrieval and calculators. 
The completeness and safety of responses are improved with 
custom instructions.21

Currently, there is no official consensus for evaluating models 
and responses; however, we can gather insight from studies that 
evaluate LLMs on answering medical exam questions as well as 
summarising medical literature.15 51 Alongside assessing factual 
correctness, responses are assessed across multiple evaluation 
metrics such as comprehension, coherence, knowledge recall, 
reasoning, potential for harm and relevance, among others.4 
LLM responses were compared against human responses using 
these evaluation metrics, which also found that reviewers 
preferred LLM responses compared with human experts.15 24 51 
LLMs can be adjusted to perform in varying creative settings. 
Evaluating ChatGPT- 4 explanations of answers for ophthal-
mology exam questions revealed that more creative settings are 
preferred.11

MAINTAINING SAFETY AND ACCOUNTABILITY
The increasing adoption of LLMs in healthcare raises a crit-
ical question: who should be held accountable for any adverse 
outcomes arising from their use? Within the existing legal frame-
work, clinicians bear the ultimate responsibility for patient 
outcomes. 52 Clinicians should exercise the same degree of 
caution with LLMs as they do with other medical tools until their 
efficacy and safety have been rigorously validated. If clinicians 
wish to use LLMs to aid in their work, tuning with custom GPTs 
could improve relevance. Uploading their own documents and 
setting strict instructions are methods users can apply to access 
more reliable and relevant information. The privacy of data is 
paramount in healthcare. If clinicians are entering patient infor-
mation when seeking guidance from LLMs, we need to consider 
how this information can be kept private. Some LLM providers 
are offering secure enterprise services so that conversations with 
the LLMs are not used to train the model and are encrypted.53 54 
Including privacy controlling measures, there needs to be regula-
tory oversight for using LLMs in healthcare.55 This would require 
a framework that can evaluate LLMs for their NLP, translational 
value and governance model to ensure fairness, transparency, 
trustworthiness, accountability and privacy. 56 57

LIMITATIONS OF CUSTOM GPTS
The innovative use of custom GPTs in medical education, work-
flow improvement and clinical assistance has demonstrated 
considerable potential. However, it is crucial to acknowledge 

Figure 4 EyeAssistant is a custom GPT built for clinical support. In this clinical scenario, EyeAssistant presents an evidence- based response 
regarding the management of narrow angles or primary angle closure suspects. From the guideline, it identifies risk factors for angle closure that 
may warrant prophylactic iridotomy. When prompted to justify the answer and describe the popular Zhongshan Angle Closure Prevention trial, it 
summarises the findings adequately and contextualises the findings for the London- based ophthalmologist. The explanations are free of hallucinations 
and factually correct. GPT, generative pretrained transformer
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the inherent limitations of these tools to ensure their responsible 
and effective use.

While a tool like EyeTeacher can facilitate metacognitive 
learning through generated questions, its effectiveness hinges on 
the accuracy of the information generated. There is a risk of rein-
forcing incorrect knowledge if the model generates erroneous 
content. There is also the risk that EyeTeacher may not probe 
areas of weakness unless the student explicitly communicates 
them. In parallel, EyeAssistant, designed to interact with clinical 
guidelines, may lead to automation bias, where users overrely 

on AI- generated responses.58 Incorrect interpretations or incom-
plete retrieval of information from the guidelines could lead to 
misguided clinical decisions. Additionally, the models’ abilities 
to accurately retrieve information might vary depending on the 
structure of the documents and the content placement.59–61

For The GPT for GA, the current limitation of the number of 
document uploads restricts the breadth of information that can 
be summarised. In addition, the static form of content retrieval 
might miss out on the latest research developments. Updating 
this would require manual user uploads of the latest research. 

Figure 5 The GPT for GA is a custom GPT built to provide balanced information on the treatments for geographic atrophy. When queried about 
FDA- approved treatments for GA, The GPT for GA accurately identifies pegcetacoplan (Syfovre) and avacincaptad pegol (Izervay). It appropriately 
references the pertinent pivotal trials that led to their approval. When prompted to discuss the functional benefits of these treatments, it judiciously 
cites relevant sources while acknowledging that the associated functional benefits remain limited. Addressing safety concerns, it correctly highlights 
the elevated risk of macular neovascularisation associated with both drugs and the potential for intraocular inflammation with pegcetacoplan. When 
asked about the latter, it also provides up- to- date information and cites authoritative sources, such as the American Society of Retina Specialists 
(ASRS) ReST committee. Of note, it mistakenly refers to the ASRS as the American Society of Retinal Surgeons. FDA, food and drug administration; GA, 
geographic atrophy; GPT, generative pretrained transformer.
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This underscores the benefit of leveraging real- time internet 
browsing abilities for LLMs. Indeed, the recent approval of new 
drugs for GA and concerns about their adverse events highlight 
the need for timely and comprehensive data integration. Finally, 
while custom instructions and prompt engineering offer flex-
ibility, they are subjective and highly dependent on the user’s 
ability to craft effective prompts. This evolving field requires a 
nuanced understanding of how LLMs interpret and respond to 
various prompts. Inaccuracies or spurious features in prompts 
can lead to misleading or irrelevant responses.62 Beyond these 
specific use cases, general limitations of LLMs include their 
dependence on the training data and its potential biases, and 
their inability to verify the factual accuracy of generated content. 
This necessitates careful consideration and validation in contexts 
where accuracy and reliability are critical, such as in medical and 
educational applications.

CONCLUSION
The rapid evolution of foundation models, particularly in the 
realm of medical applications, is an exciting development to 
witness. As researchers and developers continue to refine these 
models with specialised tuning techniques, we are moving closer 
to achieving more suitable models for healthcare applications. 
The future iterations of foundation models and their potential 
to generalise in solving medical challenges present an intriguing 
prospect that could pave the way towards artificial general intel-
ligence. The advent of custom GPTs represents a significant step 
in democratising these powerful tools, thus enabling a wider array 
of applications. However, further research is essential, partic-
ularly in translating these advancements into practical medical 
settings. We should next focus on medical challenges that mirror 
actual clinical practice to validate the real- world utility of these 
models. With the advent of custom GPTs, a multitude of users 
now have the opportunity to test and adapt these models. The 
path forward calls for robust research and collaborative efforts 
to fully harness the potential of custom GPTs in real- world prac-
tice. We are at the threshold of a new era in medical technology, 
an era where AI not only complements but significantly enhances 
our healthcare capabilities. This is a thrilling prospect, beckoning 
for further exploration and innovation in the field.
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