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Abstract—Ultra-reliable and low-latency communication

(URLLC) is recognized as the most challenging use case for
the next generation of wireless networks. Existing research
on URLLC is based on the regular pilot (RP) scheme, which
is tough to ensure a high transmission rate with stringent
latency and reliability requirements due to the impact of finite
blocklength, especially in massive connectivity scenarios. In
this paper, we propose to use generalized superimposed pilot
(GSP) scheme for URLLC transmission in massive multi-input
multi-output (mMIMO) systems. Distinguishing from the
conventional superimposed pilot (SP) scheme, the GSP scheme
eliminates mutual interference between the pilot and data,
where the data length is optimized, and the data symbols
are precoded to spread over the whole transmission block.
With the GSP scheme, we first formulate a weighted sum rate
maximization problem by jointly optimizing the data length,
pilot power, and data power and then derive closed-form results,
including suboptimal data length and achievable rate lower
bounds with maximum-ratio combining (MRC) and zero-forcing
(ZF) detectors, respectively. Based on the closed-form results, we
provide the corresponding iterative algorithms for the MRC and
ZF cases where the problems are transformed into geometry
program format by using log-function and successive convex
approximation methods. Finally, the performance of the RP,
SP, and GSP schemes are compared through simulation results,
which reflect the superiority and robustness of the GSP scheme
in URLLC scenarios.

Index Terms—URLLC, massive MIMO, superimposed pilot,
finite blocklength

I. INTRODUCTION

With the large-scale commercialization of 5G, the global
industry has embarked on research and exploration of the next-
generation mobile communication technology (6G). Looking
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towards the year 2030 and beyond, human society is entering
an era of ubiquitous connectivity, where numerous emerging
applications impose increasingly stringent requirements on
networks in terms of latency and reliability. [2]. Hence, ultra-
reliable and low-latency communication (URLLC) is a critical
use case of the emerging 6G systems, which will enable
various applications such as intelligent traffic management,
metaverse [3], and tactile Internet [4]. Typical key performance
indicator (KPI) for URLLC of 5G refers to 1-millisecond end-
to-end latency and 10−5 decoding error rate for a packet with
32 bytes. Practically, the KPI of URLLC varies for different
applications. For instance, industrial automation has reliability
requirement of 1−10−9 at latency 0.25∼10 ms with data size
of 80∼1000 bytes when the communication range is between
10 to 1000 m, while smart grid has more relaxed latency (3∼20
ms) and reliability (1 − 10−5) requirements [5]. These KPIs
will be improved by one order of magnitude in 6G. However,
the relevant research is still in its infancy since the targets
above are conflicting and challenging to satisfy at the same
time.

Low latency implies a finite number of channel uses (block-
length). In other words, the packet size or the codeword length
is very short, which is different from traditional communi-
cations where the number of channel uses goes to infinity
[6]. Hence, in the regime of short packet transmission, the
classic Shannon theorem is not applicable anymore. Fortunate-
ly, the finite blocklength information theorem has made great
progress in recent years, which reveals that short packet incurs
a degradation of transmission rate and non-negligible decoding
error. This phenomenon can be mathematically characterized
by the URLLC achievable rate, which manifests that the
degradation is inversely proportional to the blocklength [7].
Therefore, how to reduce the influence of finite blocklength
such that the throughput of URLLC can be improved is a
crucial issue in future research of 6G.

A. Related Works
Channel state information (CSI) plays a critical role in

mandating URLLC. The channel estimation accuracy deter-
mines the level of signal-to-interference-plus-noise ratio (S-
INR), influencing the reliability and transmission rate. Many
existing works of URLLC with short packet transmission
assume that perfect CSI can be available by using ignorable
pilot overhead. For example, in [8], [9], He and Nasir et al.
investigated the resource allocation and beamforming design
in the finite blocklength under different scenarios. Later, [10]
discussed the rate and energy efficiency of URLLC in cell-
free massive multi-input multi-output (mMIMO) by using a
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low complexity conjugate beamforming scheme. Intelligent
reflecting surface was also applied to assist URLLC and
various cases were considered in [11]. However, the above
assumption is impractical since the impact of pilot overhead
will be more significant when the packet length is shortened.
More practically, some works have studied pilot-based short
packet transmission for URLLC. In [12], joint power control
for uplink URLLC in a cell-free mMIMO system was investi-
gated. A low-complexity algorithm was developed to allocate
the channel uses for the pilot and data in [13]. Moreover, [14]
claimed that the imperfection of channel reciprocity has an
influence on downlink URLLC when channel inversion power
control is adopted. The performance of two different short
frame structures in the downlink URLLC transmission was
compared in [15].

In the aforementioned literature, the conventional regular
pilot (RP) scheme is exploited to send short packets where
pilot and data are separately transmitted. Then, the data block-
length becomes smaller, which results in more serious rate
degradation, especially when the pilot length linearly increases
with the number of users [16]. Although pilot-free scheme has
been studied to replace the pilot-based scheme in short packet
transmission [17], [18], the reliability of message decoding is
still questionable due to the absence of channel knowledge.
Hence, novel transmission strategy should be proposed to
replace the conventional RP scheme.

Superimposed transmission schemes such as sparse vector
coding-based sparse superimposed transmission and superim-
posed pilot (SP) have been studied to enable URLLC in terms
of channel coding [19] and channel estimation [20, 21], whose
similarity lies in guaranteeing low latency by superimposing
multiple independently transmitted signals. In this paper, we
focus on applying superimposed transmission in the channel
estimation of URLLC. The primary feature of SP is that the
pilot and data occupy the same transmission block, which
implicitly indicates a larger number of channel uses for data
and more available pilot sequences for connected users [22].
Our previous work [20] has verified that the influence of finite
blocklength can be reduced by using the SP scheme, especially
in the massive connectivity setting. However, the SP scheme
suffers from mutual interference (MI) between the pilot and
payload, impairing channel estimation and signal detection
quality. To reduce MI, some works have proposed effective
solutions in mMIMO systems. In [21], we suppressed the MI
by jointly optimizing the superimposed length, pilot power
and data power. In [23], the authors used an iterative channel
estimation approach to mitigate the MI of the SP scheme in
mMIMO systems. Also, [24] and [25] proposed combining
the advantages of the RP and SP schemes to obtain better
performance.

Although the above research has shown effectiveness of
the solutions, the impact of MI can only be alleviated not
eliminated. The generalized superimposed pilot (GSP) in [26]
scheme has been recently proposed to enhance the perfor-
mance further. The main idea of the GSP scheme is that
instead of sending a data sequence of the same length as the
pilot sequence, the data sequence is shortened, and the data
symbols are precoded, to reduce the correlation between the

pilot and data. Thus, the MI can be removed by optimizing
the data length. In [27], the performance of the GSP scheme
in cell-free mMIMO systems with centralized and distributed
modes are respectively analyzed, and the work was extended to
the more complicated system with intelligent reflective surface
in [28]. However, these researches are based on the infinite
blocklength regime and the optimal payload length has not
been given in a closed form. Although the performance of the
GSP scheme with maximum-ratio combining (MRC) receiver
has been studied in the finite blocklength regime [1], the merit
of the GSP scheme for URLLC is not well understood.

B. Contributions

Motivated by the aforementioned facts, this paper investi-
gates the short packet transmission performance of the GSP
scheme in a multi-user uplink mMIMO system, with giv-
en latency and decoding error probability and then conduct
performance comparisons of the RP, SP, and GSP schemes.
Specifically, the contributions are summarized as follows:
• To the best of our knowledge, we are the first to

study the GSP scheme for uplink mMIMO to meet
the KPIs of URLLC. We avoid MI by ensuring the
orthogonality between the precoding matrix and pilot.
The imperfect channel estimation and two detectors,
i.e., MRC and zero-forcing (ZF), are considered in this
paper. We propose a weighted sum rate maximization
problem under given delay and reliability targets, where
the variables including data length, pilot power, and data
power are jointly optimized subject to the minimum rate
and energy constraints. To simplify the problem, the
closed-form achievable rate lower bounds (LBs) for the
MRC and ZF cases with finite blocklength are derived.

• For the MRC detector, the optimization problem is a
mixed-integer nonlinear programming problem and hard
to obtain a globally optimal solution. We first derive the
suboptimal data length in a closed form, which shifts
our focus to power allocation. Next, we utilize log-
function to iteratively approximate the achievable rate
LB, which facilitates that the problem can be converted
into a sequence of geometric program (GP) problems.
Finally, we propose an iterative algorithm to find a
locally optimal solution, and the convergence analysis
is also provided.

• For the ZF detector, we prove that the suboptimal data
length has the same closed-form solution as that in the
MRC case. The problem can not be transformed into
the GP format directly due to the complicated SINR
expression. To address the issue, we adopt successive
convex approximation (SCA) to construct monomial
functions to approximate the posynomial functions in
each iteration. Then, the optimization problem can also
be transformed into a sequence of GP problems, in
which the corresponding algorithm and convergence
analysis are provided.

• In our simulations, the conventional RP [15] and SP [22]
schemes are used as the benchmarks for comparison in
the same setup . The results suggest that the GSP scheme
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is superior to the RP and SP schemes in the MRC
case and outperforms the SP scheme in the ZF case.
Specifically, with fixed delay and error probability, the
GSP scheme shows that more gain can be obtained in the
low energy, small channel uses, and large user number
regions, respectively, which emphasizes the robustness
of the GSP scheme in URLLC.

The remainder of this paper is organized as follows. In
Section II, the system model and problem formulation are pro-
vided. In Section III and Section IV, we derive the suboptimal
data length and design the corresponding iterative algorithms
to optimize power allocation for the MRC and ZF cases,
respectively. The simulation results and analysis are given in
Section V. Finally, Section VI draws conclusions.

Notation: We use lower-case bold-face letters to denote
vectors (e.g., x), while bold-face capital letters are used for
matrices (e.g., X). xH , ‖x‖, E {x}, tr {x}, and Re {x} rep-
resent the Hermitian transpose, Euclidean norm, expectation,
trace, and real part operation of vector x, respectively. D (X)
and X−1 denote a diagonal matrix with the diagonal com-
ponents and the inverse matrix of X, respectively. CN (·, ·)
and C represent a circularly symmetric complex Gaussian
distribution and the set of complex numbers, respectively.

II. SYSTEM MODEL AND PROBLEM FORMULATION

A. System Model

This paper considers the uplink short packet transmission in
a single-cell system consisting of one M -antenna base station
(BS) and K single-antenna users. For simplicity, we denote
the set of users as K = {1, 2, · · · ,K}. The short packets
are transmitted simultaneously by the users utilizing the same
bandwidth B Hz. To achieve URLLC, we stipulate that each
transmission block contains no more than T channel uses for
the given decoding error probability ε. Note that our system
model can be applied to typical local or wide area URLLC
communication scenarios [29].

B. Channel Model

Generally, the short packet transmission time is greatly
small, in comparison with the channel coherence time. Hence,
the channel is modelled as a quasi-static fading channel in
which the channel hi ∈ CM×1 is constant during the same
transmission block but varies in different blocks. We assume
that the channel fading follows Rayleigh distribution, i.e.,
hi ∼ CN (0, αiIM ), where αi denotes the statistic CSI
between the i-th user and the BS.

C. GSP Scheme

To guarantee latency and reliability, the GSP training
scheme is employed instead of the conventional RP scheme.
The frame structure of the GSP scheme is shown in Fig. 1.
As presented in Fig. 1, the transmitted signal zi ∈ CT×1 is a
superimposition of the pilot and precoded data. In this paper,
we consider the signal in a period of T channel uses. Let τ
and Wi ∈ CT×τ denote the data length and the orthogonal

precoder matrix, respectively. The transmitted signal zi can be
written as

zi =
√
ρiϕi +

√
ηiWisi, (1)

where ρi and ηi are the normalized transmitting power on
the pilot and data for the i-th user, respectively, ϕi ∈ CT×1

denotes the orthogonal pilot vector, and si ∈ Cτ×1 is the data
vector following the distribution of CN

(
0, 1

τ Iτ
)
. Then, the

received signal at the BS is given by

Y =
∑

i∈K
hiz

H
i + N, (2)

where N ∈ CM×T is the additive white Gaussian noise
(AWGN) matrix and its each entry follows the distribution
of CN (0, 1).

Under the superimposed scheme, the data and pilot will
interfere with each other in channel estimation and data detec-
tion [22]. To ensure transmission reliability, in this paper, we
eliminate the MI by designing the precoding matrix carefully.

Pilot

Data

T

Pilot + Precoded Data

Frame size: T

Fig. 1. Frame structure of generalized superimposed pilot.

1) Precoding Matrix Design: We assume K < T such that
the BS can choose K columns as pilots for the users from
the T × T orthogonal matrix. For the i-th user, the precoding
matrix Wi is chosen to satisfy the orthogonality with pilot ϕj ,
i.e., WH

i ϕj = 0. Specifically, Wi is obtained by randomly
selecting τ columns from the remaining T−K columns. In this
case, there is no MI between the data and pilot. In particular,
when τ = T−K, all the users have the same precoding matrix.

Using the orthogonality of pilot, we have the following
conclusion:

WH
i Wj =

{
TΦij , i 6= j

T Iτ , i = j
, (3)

where Φij is a permutation matrix with rank rij . The rank rij
of the matrix Φij implies Wi and Wj having rij identical
columns. For each user, the transmit power has the following
constraint:

E
{
‖zi‖2

}
= E

{
‖√ρiϕi + Wi

√
ηisi‖2

}
= ρi‖ϕi‖2 + ηiE

{
‖Wisi‖2

}
= T (ρi + ηi) .

(4)

D. Channel Estimation
At the BS, the signal of the k-th user is extracted by

multiplying Y with ϕk
/√

T , which yields

yk = Y
ϕk√
T

=
∑
i∈K

√
ρihiϕ

H
i

ϕk√
T

+
∑
i∈K

√
ηihis

H
i WH

i

ϕk√
T

+ N
ϕk√
T

=
√
ρkThk + nk,

(5)
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where nk = N ϕk√
T
∼ CN (0, IM ). From (5), it can be

seen that there is no interference from data, and yk is still
a Gaussian signal. Then, we use the minimum mean squared
error (MMSE) estimator to obtain the corresponding channel
estimation

ĥk = λkyk, (6)

in which

λk =

√
ρkTαk

ρkTαk + 1
. (7)

It should be noted that ĥk and estimation error are independent
of each other in MMSE estimation. The covariance matrices
of ĥk and estimation error εk = hk − ĥk are, respectively,
given by

E
{

ĥkĥ
H
k

}
= βkIM , (8)

E
{
εkε

H
k

}
= (αk − βk) IM , (9)

where βk =
√
ρkTλkαk.

E. Data Detection

The BS performs data detection with conventional linear
detector after channel estimation. The cases of MRC and ZF
detectors are discussed, respectively, in the following.

Denote Ĥ =
[
ĥ1, ĥ2, · · · ĥK

]
as the channel estimation

matrix. Based on Ĥ, the received matrices of the MRC and
ZF detectors are given by

Ψ =

Ĥ, for MRC,

Ĥ
(
ĤHĤ

)−1

, for ZF.
(10)

Then, using the matrix to process the received signal, we
obtain

ŜH = ΨHY. (11)

Finally, the estimated data of the k-th user is obtained by
multiplying the precoded matrix Wk.

ŝHk = ψHk
∑

i∈K

√
ρihiϕ

H
i Wk

+ψHk
∑

i∈K

√
ηihis

H
i WH

i Wk +ψHk NWk,
(12)

where ψk denotes the k-th column of Ψ. To derive the
SINR of mMIMO systems, the effective channel gain can be
approximated by its mean value, which is referred to as the
use-and-then-forget (UatF) technique and very accurate with
the channel hardening effect [30]. Thus, we use the technique
to rewrite (12) as

ŝHk =
√
ηkE

{
aHk hk

}
sHk WH

k Wk

+
√
ηk
(
aHk hk − E

{
aHk hk

})
sHk WH

k Wk + ωk,
(13)

where the combining vector ak and effective noise ωk are
respectively defined as

ak =

{
βkα

−1
k hk, for MRC,

ψk, for ZF,
(14)

ωk =



√
ηkh̄

H
k hks

H
k WH

k Wk

+
√
ηi
∑
i∈K\k ĥHk his

H
i WH

i Wk

+ĥHk NWk,

for MRC,

√
ηi
∑
i∈K\k aHk his

H
i WH

i Wk

+aHk NWk,
for ZF,

(15)
with h̄k = ĥk − λk

√
ρkThk. From (15), it can be observed

that the interference term related to pilot in (12) is removed.
Thus, the effective SINR of the k-th user can be expressed as

γk =
ηkT

2
∣∣E{aHk hk

}∣∣2
ηkT 2Var

(
aHk hk

)
+ E

{
‖ωkH − E {ωkH}‖2

} . (16)

F. Problem Formulation
In the short packet transmission with the GSP scheme, the

ergodic achievable rate depends on not only the SINR but
also the number of transmitted data symbols, the number of
channel uses, and decoding error probability. The relationship
among them can be characterized as follows in the unit of
bits/channel use [7], i.e.,

Rk =
τ

T
E
[
log2 (1 + Γk)− Q−1 (ε)

In2
√
T

√
V (Γk)

]
, (17)

where V (Γk) = 1 − 1
(1+Γk)2

, Γk is the instantaneous SINR
for the k-th user, Q−1 (·) denotes the inverse of the Gaussian
Q-function. Here, the number of channel uses is equal to
T because the τ data symbols are spread over the whole
transmission block under the GSP scheme1.

It should be note that the channel uses means a latency
constraint. Specifically, the channel uses is equal to the product
of transmission duration (latency) and system bandwidth.
Hence, given bandwidth B Hz and channel uses T , the latency
is guaranteed [6]. In this paper, we consider the weighted
sum rate maximization problem where the data length, pilot
power, and data power are jointly optimized. Based on (17),
the problem can be formulated as

P1 : max
ρ,η,τ

∑
k∈K

µkRk (18a)

s.t. Rk > Rmin, ∀k, (18b)
T (ρk + ηk) 6 E, ∀k, (18c)

1 6 τ 6 T −K, τ ∈ N+, (18d)

where ρ = {ρk,∀k}, η = {ηk,∀k}, µk is the weight of the k-
th user. Obviously, the rate expression (17) can take a negative
value which is not practically possible. Thus, it is general to
set a minimum rate Rmin to impose a constraint (18b) on each
user. Besides, (18c) is the energy constraint, and (18d) means
that data length τ is an integer and can not be more than
T −K. Otherwise, the SINR will deteriorate sharply since the
MI can not be cancelled completely.

Finding a globally optimal solution for a mixed-integer non-
linear programming problem such as P1 is very challengeable.
Instead, we seek the locally optimal solution to P1 by means
of efficient algorithms in an iterative manner.

1In the RP scheme, the number of channel uses is equal to the data length
τ [16], which is less than that in the GSP scheme. Accordingly, the impact
of finite blocklength is more significant and causes a larger rate loss in (17).
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III. JOINT OPTIMIZATION FOR MRC

In this section, we focus on the optimization problem in (18)
with the MRC detector. Unfortunately, deriving the closed-
form expression of the ergodic achievable rate is extremely
difficult. In contrast, its LB is readily available [31] and can
be expressed as

Rk > R̂k ,
τ

T In2
Φ
(
E
{

(Γk)
−1
})

, (19)

where Φ (x) = In (1 + 1/x) − Q−1(ε)√
T

√
V (1/x). Based on

(16) and (19), we introduce the following theorem:
Theorem 1: For the ergodic achievable rate of the k-th

user in URLLC transmission with the GSP scheme and MRC
detector, its LB can be expressed as

R̂k ,
τ

T In2
Φ
(
γ−1
k

)
, (20)

where the effective SINR (16) is further written as

γk =
Mρkηkα

2
k(

ρkαk + 1
T

) (
ηkαk + 1

τ

∑
i∈K\k ηiαirik + τ

T

) , (21)

where rik denotes the number of identical columns between
the precoded matrix of the k-th user and the precoded matrix
of the i-th user.

Proof : Please refer to Appendix A.
Therefore, we use R̂k to replace Rk in P1 in the following

sections.

A. Data Length Optimization

Theorem 1 implies a tradeoff in the data length of the
GSP scheme. On the one hand, increasing τ will increase the
payload capability of frames. On the other hand, overladen
data will deteriorate the SINR. In the following, we struggle
to find a suboptimal data length based on the approximated
LB (20).

Theorem 2: Without MI in the GSP scheme, for the MRC
detector, the suboptimal data length τ for each user in URLLC
transmission is T −K when Rmin > τ

T In2 .
Proof : Please refer to Appendix B.
To further illustrate the optimality, we let κ denote the power

allocation factor such that pk = κP and qk = (1− κ)P ,
where P is transmitting total power. As shown in Fig. 2, we
present the sum rate versus data length with various power
allocations. As expected, the sum rate increases with data
length when τ 6 T − K and peaks at T − K. Besides, as
indicated by the dashed lines in Fig. 2, excessive data causes
significant performance degradation since the MI is present.

Using Theorem 2, the variables τ can be substituted by
constant T −K in P1 and the SINR in (21) is rewritten as

γk =
Mρkηkα

2
k(

ρkαk + 1
T

) (∑
i∈K ηiαi + T−K

T

) . (22)

Based on the results, in the following, we design an iterative
algorithm to find a locally optimal power solution.
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Fig. 2. Sum rate versus data length with different power allocation factor κ
for MRC detector, where K = 5, T = 20, ε = 10−5, and M = 100.

B. Power Allocation Optimization

An essential aspect of the SP is how to distribute power
between the pilot and data symbols. The typical idea is
to allocate a fraction of data symbol power to the pilot
symbol so that the overall power budget remains the same,
as illustrated in III.A. In this paper, we jointly optimize the
power allocation between pilot and data symbols of each user
while guaranteeing the energy constraint (18c). For ease of
tractability, we introduce the following lemma.

Lemma 2: Given R̂k > 0, function R̂k is monotonically
increasing with respect to (w.r.t.) γk.

Proof: The first derivative w.r.t. γk is given by R̂′k =
− τ
T In2γ

−2
k Φ′

(
γ−1
k

)
. R̂k is always non-negative under the min-

imum rate constraint. According to [31], the feasible region
of γk is Θ =

{
x
∣∣0 < 1

/
γk 6 g−1 (δ)

}
, where δ = Q−1(ε)√

T
.

Therefore, Lemma 1 in [31] holds and we have Φ′
(
γ−1
k

)
6 0.

Then, we have R̂′k > 0.
Based on the above results, we reformulate P1 as the

following optimization problem.

P2 : max
ρ,η

∑
k∈K

µkR̂k (23a)

s.t. γk > 1

/
Φ−1

(
In2

RminT

τ

)
, ∀k, (23b)

T (ρk + ηk) 6 E, ∀k, (23c)

where (23b) is obtained by applying Lemma 2. However, the
objective function (23a) is very complex, which hinders the
goal of obtaining a solution. Hence, it is necessary to simplify
the objective function (23a). First of all, we introduce auxiliary
variables υ = {υk,∀k} to transform P2 into the following
equivalent problem:

P3 : max
ρ,η,υ

∑
k∈K

$k [In (1 + υk)− δP (υk)] (24a)

s.t. γk > υk, ∀k, (24b)

υk > 1

/
Φ−1

(
In2

RminT

τ

)
, (23c), ∀k, (24c)

where $k = τµk

T In2 and P (υk) =
√
V (υk). Note that P2 and

P3 have the same solutions and optimal value, which can be
proved by exploiting the contradiction method. Obviously, the
objective function (24a) is still a complicated function. To turn
(24a) into a tractable form, we present the following lemmas.
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Lemma 3: Given t >
√

17−3
4 , ∀y >

√
17−3
4 , the function

P (y) is upper bounded by [31]2

P (y) 6 σIn (y) + θ , H (y) , (25)

where σ and θ are defined as, respectively,

σ =
t√

t2 + 2t
− t
√
t2 + 2t

(1 + t)
2 , (26)

and

θ =

√
1− 1

(1 + t)
2 − σIn (t) . (27)

Additionally, when y = t, the upper bound is tight and we
have P (t) = H (t) and P ′ (t) = H ′ (t).

Proof: Please refer to Appendix C in [31].
Lemma 4: Given t > 0, ∀y > 0, the LB of function

In (1 + y) is given by [31]

In (1 + y) > σ̂In (y) + θ̂, (28)

where σ̂ and θ̂ are defined as, respectively,

σ̂ =
t

1 + t
, θ̂ = In (1 + t)− t

1 + t
In (t) . (29)

Similarly, the bound is tight at y = t.
Proof: The proof is similar to that of Lemma 3 and is

omitted.
Resort to Lemma 3 and Lemma 4, we can obtain the LB

of the objective function (24a), which enables us to solve
P3. The main idea is to develop an iterative algorithm where
the LB is updated to approximate (24a) in each iteration.
Specifically, we denote variables ρk, ηk, and υk, ∀k in the n-
th iteration as ρ(n)

k , η(n)
k , and υ(n)

k , ∀k. Then, based on (26),
(27), and (29), the objective function (24a) is approximated
by computing σ(n)

k , σ̂(n)
k , θ(n)

k , and θ̂(n)
k with t = υ

(n)
k in the

n+1-th iteration. Then, substituting σ(n)
k , σ̂(n)

k , θ(n)
k , and θ̂(n)

k

into (25) and (28) , we acquire the LB of (24a) in the n+1-th
iteration as∑

k∈K
$k [In (1 + υk)− δP (υk)]

>
∑

k∈K
$k

[
σ̂

(n)
k Inυk + θ̂

(n)
k − δσ(n)

k Inυk − δθ(n)
k

]
.

(30)
Besides, the LB is tight at υk = υ

(n)
k . Thus, the objective

function (24a) is replaced by its LB and P3 is transformed as

P4 : max
ρ,η,υ

∑
k∈K

χ
(n)
k Inυk (31a)

s.t. (23c), (24b), (24c), (31b)

where χ(n)
k = $kσ̂

(n)
k − δ$kσ

(n)
k and the constant $kθ̂

(n)
k −

δ$kθ
(n)
k is omitted. Then, substituting (22) into (24b) and

2Recalling Lemma 2, we have γk > 1
/
g−1 (δ). In this paper, the

inequality 1
/
g−1 (δ) >

√
17−3
4

is satisfied such that Lemma 3 can be applied.

performing simple mathematic transformations, P4 can be
further turned into the following GP problem [32]:

P5 : max
ρ,η,υ

∏
k∈K

υ
χ
(n)
k

k (32a)

s.t.
(
ρkαk +

1

T

)(∑
i∈K

ηiαi + 1− K

T

)
υk (32b)

6Mρkηkα
2
k,∀k, (32c)

υk > 1

/
Φ−1

(
In2

RminT

τ

)
, ∀k, (32d)

T (ρk + ηk) 6 E, ∀k. (32e)

In general, to resolve the GP problem, the powerful CVX tool
with MOSEK solver is employed, which can convert the GP
problem into a convex form via logarithmic change [33]. The
detailed steps to resolve P5 is shown in Algorithm 1 [31].

Algorithm 1 Algorithm to solve P5.
1: Initialize iteration number n = 1, error tolerance ξ, and a

feasible power allocation {ρ(0)
k , η

(0)
k ,∀k}.

2: Compute {υ(0)
k , σ

(0)
k , σ̂

(0)
k , χ

(0)
k ,∀k} with (26), (29), and

χ
(0)
k = $kσ̂

(0)
k −δ$kσ

(0)
k . Compute the objective function

of P3, denoted as OF (0).
3: Given {υ(n−1)

k , σ
(n−1)
k , σ̂

(n−1)
k , χ

(n−1)
k ,∀k}, use the CVX

tool to solve P5, obtaining {ρ(n)
k , η

(n)
k , υ

(n)
k ,∀k}.

4: Update {σ̂(n)
k , σ

(n)
k , χ

(n)
k ,∀k}.

5: Compute new objective function OF (n), when∣∣OF (n) −OF (n−1)
∣∣/OF (n) < ξ, stop iteration.

Otherwise, set n = n+ 1, go to step 3.

To trigger the iteration process, we need to provide an initial
solution for the algorithm. To this end, we solve the following
optimization problem:

P6 : max
ρ,η,ν

ν (33a)

s.t. γk > ν

/
Φ−1

(
In2

RminT

τ

)
, (23c) ∀k, (33b)

where ν is an auxiliary variable that decides the availability
of the initial feasible solution. Specifically, if ν > 1, the
power solution of P6 can be used to initialize Algorithm 1.
Otherwise, the SINR constraint can not be satisfied and we set
the objective function to zero in this iteration. The process of
solving P6 is omitted here since P6 can also be turned into
a GP problem.

C. Convergence and Complexity Analysis

In the subsection, we prove that Algorithm 1 is con-
vergent [31]. Firstly, we validate OF (n) 6 OF (n+1). Let{
υ

(n+1)
k ,∀k

}
represent the optimal solution in the n + 1-th

iteration. Then, we have∑
k∈K

$k

[
σ̂

(n)
k Inυ(n+1)

k + θ̂
(n)
k − δσ(n)

k Inυ(n+1)
k − δθ(n)

k

]
>
∑

k∈K
$k

[
σ̂

(n)
k Inυ(n)

k + θ̂
(n)
k − δσ(n)

k Inυ(n)
k − δθ(n)

k

]
=
∑

k∈K
$k

[
In
(

1 + υ
(n)
k

)
− δP

(
υ

(n)
k

)]
= OF (n),

(34)
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where the equality holds due to the tightness of (30) at υk =

υ
(n)
k . Similarly, for υk = υ

(n+1)
k , we have

OF (n+1)

=
∑
k∈K

$k

[
In
(

1 + υ
(n+1)
k

)
− δP

(
υ

(n+1)
k

)]
=
∑
k∈K

$k

[
σ̂

(n)
k Inυ(n+1)

k + θ̂
(n)
k − δσ(n)

k Inυ(n+1)
k − δθ(n)

k

]
.

(35)
Combining (34) and (35), we readily obtain OF (n) 6
OF (n+1). Note that the objective function can not be infinite
owing to the energy constraint, which suggests that Algorithm
1 is convergent.

According to [34], the computational complexity of Algo-
rithm 1 is O

(
L1 ×max

{
(3K)

3
, L2

})
with 3K variables

and 3K constraints in P5, where L1 is the number of iterations
and L2 is the computational complexity of calculating the
first-order and second-order derivatives of the objective and
constraint functions of P5.

IV. JOINT OPTIMIZATION FOR ZF

When the ZF detector is considered, P1 becomes more
intractable due to the complicated SINR expression. To tackle
the issue, we first approximate the expression by the SCA
method such that the derivations in the MRC case can be
applied, and then an iterative algorithm is developed.

Theorem 3: For the ergodic achievable rate of the k-th user
in URLLC transmission with the GSP scheme and ZF detector,
its LB can be expressed as (20) with

γk =
(M −K) ρkηkα

2
k

1
T ηkαk +

(
ρkαk + 1

T

) (
1
τ

∑
i∈K\k

ηiαirik
ρiTαi+1 + τ

T

) .
(36)

Proof : Please refer to Appendix C.
Remark 1: In fact, the closed-form SINR expression of

ZF detection in the SP scheme is hard to obtain. For the RP
scheme, the expectation E{[(ĤHĤ)

−1
]k,k} can be calculated

by using the random matrix theorem with the Gaussian nature
of estimated channels when we derive the closed-form SINR
with ZF receiver [35]. However, this conclusion can not be
applied in the SP scheme since the estimated channel is not
Gaussian [22]. Unlike the SP scheme, the GSP scheme re-
moves the MI such that the estimated channel is still Gaussian
and (36) can be derived.

A. Data Length Optimization

Similarly, we show the suboptimal data length in a closed
form, which is summarized as follows.

Theorem 4: Without MI in the GSP scheme, for the ZF
detector, the suboptimal data length τ for each user in URLLC
transmission is T −K when Rmin > τ

T In2 .
Proof : Please refer to Appendix B.
As illustrated in Fig. 3, to avoid MI and maximize the sum

rate in the GSP scheme, the data length should be set to T−K
, which validates the accuracy of Theorem 4.
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 = 0.8,   T-K
 = 0.8,  > T-K

Fig. 3. Sum rate versus data length with different power allocation factor κ
for ZF detector, where K = 5, T = 20, ε = 10−5, and M = 100.

Theorem 4 implies that Φik is a full rank matrix, and then
the SINR in (36) is rewritten as

γk =
(M −K) ρkηkα

2
k(

ρkαk + 1
T

) (∑
i∈K

ηiαi

ρiTαi+1 + τ
T

) . (37)

B. Power Allocation Optimization

In this part, we manage to convert P2 for the ZF detector
into a GP problem. Unfortunately, the SINR constraint (23b)
with (37) can not be written as a standard GP constraint
because the denominator of (37) is not a posynomial function.
To overcome this obstacle, we approximate the denominator
by means of the following lemma [36].

Lemma 5: Denote a posynomial as T (x) =
∑
i ti (x), in

the l-th iteration, we have

T (x) > T̂ (x) =
∏
i

(
ti (x)

ϑi

)ϑi

, (38)

where ϑi = ti (xl−1)/T (xl−1) and xl−1 is the optimal
solution obtained in the (l − 1)-th iteration. Additionally, the
bound is tight at x = xl−1.

Proof: Please refer to Lemma 1 in [36].
From (38), it can be seen that the denominator of the term

Υi = ηiαi

ρiTαi+1 is a posynomial. In the l + 1-th iteration, we
apply Lemma 5 to the denominator of Υi,∀i ∈ K, constructing
K corresponding monomial functions as their approximations,
which is given by

ρiTαi + 1 >

(
ρiTαi

ϑ
(l)
i,1

)ϑ(l)
i,1
(

1

ϑ
(l)
i,2

)ϑ(l)
i,2

= Fl (ρi) , ∀i ∈ K,

(39)
with

ϑ
(l)
i,1 =

ρ
(l)
i Tαi

ρ
(l)
i Tαi + 1

, ϑ
(l)
i,2 =

1

ρ
(l)
i Tαi + 1

, ∀i ∈ K, (40)

where ρ(l)
i is the pilot power solution of the i-th user in the l-

th iteration. Using the approximation, the denominator of (37)
becomes a monomial, and then the SINR constraint (23b) in
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the (l + 1)-th iteration is rewritten as3(
ρkαk +

1

T

)(∑
i∈K

ηiβi
Fl (ρi)

+
τ

T

)
υk 6 (M −K) ρkηkα

2
k.

(41)
Next, we perform the same transformation for P2 as in the

case of MRC. Thus, the GP format of P2 in the ZF case is
given by

P7 : max
ρ,η,υ

∏
k∈K

υ
χ
(l)
k

k (42a)

s.t. (23c), (41), (42b)

υk > 1

/
Φ−1

(
In2

RminT

τ

)
, ∀k. (42c)

where χ(l)
k = $kσ̂

(l)
k − δ$kσ

(l)
k . Similarly, an iterative algo-

rithm is developed to resolve P7, as presented in Algorithm
2 [31].

Algorithm 2 Algorithm to solve P7.
1: Initialize iteration number l = 1, error tolerance ξ, and a

feasible power allocation {ρ(0)
k , η

(0)
k ,∀k}.

2: Compute {υ(0)
k , σ

(0)
k , σ̂

(0)
k , χ

(0)
k , ϑ

(0)
i,1 , ϑ

(0)
i,2 ,∀k} with (26),

(29), (40), and χ
(0)
k = $kσ̂

(0)
k − δ$kσ

(0)
k . Compute the

objective function of P3, denoted as OF (0).
3: Given {υ(l−1)

k , σ
(l−1)
k , σ̂

(l−1)
k , χ

(l−1)
k , ϑ

(l−1)
i,1 , ϑ

(l−1)
i,2 ,∀k},

use the CVX tool to solve P7, obtaining
{ρ(l)
k , η

(l)
k , υ

(l)
k ,∀k}.

4: Update {σ̂(l)
k , σ

(l)
k , χ

(l)
k , ϑ

(l)
i,1, ϑ

(l)
i,2,∀k}.

5: Compute new objective function OF (n), when∣∣OF (n) −OF (n−1)
∣∣/OF (n) < ξ, stop iteration.

Otherwise, set n = n+ 1, go to step 3.

C. Convergence and Complexity Analysis

In each iteration, Algorithm 2 has different SINR con-
straints. Therefore, we only need to prove that the optimal
solution from the last iteration is feasible for the next iteration.
Then, the method to analyze the convergence of Algorithm 1
can be utilized for Algorithm 2. We only need to analyze the
constraint (41) since it is different in each iteration.

Let
{
ρ

(l)
k , η

(l)
k , υ

(l)
k ,∀k

}
be the optimal solution in the l-th

iteration. According to (41), we have(
ρ

(l)
k αk +

1

T

)(∑
i∈K

η
(l)
i αi

Fl−1(ρ
(l)
i )

+
τ

T

)
υ

(l)
k

6 (M −K) ρ
(l)
k η

(l)
k α2

k.

(43)

By using (40), we have

ρ
(l)
i Tαi+1 >

(
ρ

(l)
i Tαi

ϑ
(l−1)
i,1

)ϑ(l−1)
i,1

(
1

ϑ
(l−1)
i,2

)ϑ(l−1)
i,2

= Fl−1(ρ
(l)
i ).

(44)

3In [31], the product of K posynomials is approximated by using
Theorem 3, which easily generate a overflowing result in simulation especially
when the number of users K is large, due to the best local monomial approxi-
mation is a continued product of power functions. Here, we approximate each
posynomial independently such that the simulation results can be obtained
even when K is large.

Applying the tightness of Lemma 5, we have

ρ
(l)
i Tαi+1 =

(
ρ

(l)
i Tαi

ϑ
(l)
i,1

)ϑ(l)
i,1
(

1

ϑ
(l)
i,2

)ϑ(l)
i,2

= Fl

(
ρ

(l)
i

)
. (45)

In the end, combining (43)-(45), we have(
ρ

(l)
k αk +

1

T

)(∑
i∈K

η
(l)
i αi

Fl(ρ
(l)
i )

+
τ

T

)
υ

(l)
k

6 (M −K) ρ
(l)
k η

(l)
k α2

k,

(46)

which indicates that
{
ρ

(l)
k , η

(l)
k , υ

(l)
k ,∀k

}
is a feasible solution

in the (l + 1) iteration.
Similarly, P7 has 3K variables and 3K constraints and

thus the computational complexity of Algorithm 2 is on the
order of O

(
L3 ×max

{
(3K)

3
, L4

})
[34], where L3 is the

number of iterations and L4 is the computational complexity
of calculating the first-order and second-order derivatives of
the objective and constraint functions of P7.

V. SIMULATION RESULTS

In this section, we analyze the performance of the GSP
scheme in short packet transmission from the perspective of
simulation experiments. We consider a rectangle simulation
area, where a BS is deployed in the centre and the loca-
tions of users follow a uniform distribution. Without loss of
generality, the pathloss model is chosen as PLk = 35.3 +
37.6log10dk (dB) [37], where dk is the distance from the
k-th user to the BS. The noise power spectral density and
the decoding error rate ε are set as -174 dBm/Hz and 10−9,
respectively. Note that the energy limit E is normalized in the
following, i.e., E = E0

σN
, where σN is noise power. For a given

channel uses (latency) T , we compare the weighted sum rate
of various schemes in the following. Note that the benchmark
schemes RP and SP are optimized in the same setup [21],
which means that the pilot length of the RP scheme and the
power allocation for the SP and RP schemes are optimized
under the same blocklength T and energy limit E as the
GSP scheme4. For the SP scheme, we consider the practical
situation of imperfect pilot interference removal (IPPR) [20].
We average 100 trails to obtain the Monte-Carlo results, in
which the locations of users are randomly generated in each
trail.

Fig. 4 illustrates the impact of the number of BS antennas
on the weighted sum rate. It can be seen that the system
performance is improved with the increase in the number
of antennas at the BS. In the MRC case, the GSP scheme
displays superior performance to the traditional RP scheme
when antenna number is below 400. This is because larger
channel uses in the GSP scheme reduces the rate loss caused
by finite blocklength. Compared with the SP scheme, the

4The optimization problems for the RP and SP schemes are similar to
[21] except for the SINRs and minimum rate constraints, and the optimal
pilot length of the RP scheme is equal to the number of users, which can
be proved by using Lemma 1. In the case of ZF, we only compare the GSP
and RP schemes with different rate requirements since the closed-form SINR
expression of SP is hard to obtain. The performance comparison between the
GSP and SP schemes will be further studied in future work.
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Fig. 4. Impact of the number of BS antennas on the weighted sum rate: (a) MRC case: K = 20, T = 40, E0 = −4 dB, and Rmin = T−K
T In2 ; (b) ZF case:

K = 20, T = 40, and E0 = −5 dB.
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Fig. 5. Impact of the maximum energy limit of each user on the weighted sum rate: (a) MRC case: K = 20, T = 40, M = 200, and Rmin = T−K
T In2 ; (b)

ZF case: K = 20, T = 40, and M = 100.

GSP scheme achieves higher reliability by removing the MI
between the pilot and data. However, the SP scheme outper-
forms the GSP scheme when M = 400, which is due to
the number of antennas starting to dominate the performance
of the SP scheme. This brings an enormous expense and is
unrealistic in actual deployment [38]. Besides, in the ZF case,
we observe a significant performance gap between the GSP
and RP schemes at medium antenna numbers with a more
strict rate requirement, which indicates that the GSP scheme
has the potential to carry out the target of low latency, high
rate, and ultra-reliability. Besides, under a more relaxed rate
requirement, the gap becomes smaller but is still evident.

Fig. 5 demonstrates the impact of the maximum energy
limit at each user on the weighted sum rate. As shown in
the figures, increasing the energy budget of users can provide
more performance gain in the low energy region, which is
owing to the SINR being improved. For the MRC case, the
GSP scheme has the best performance even in a shortage of
energy, while that of the RP scheme is the worst. However,
in the high energy regime, we observe that the SP scheme
outperforms the GSP scheme when E0 = 0 dB. The reason
for which is that the joint power allocation decreases the MI in
the SP scheme as energy increases, and more superposed data
symbols brings high transmission efficiency. In fact, the energy
reserve of users, such as sensors, is very limited in practical
scenarios [39]. Hence, the GSP scheme is more suitable for

uplink URLLC transmission than the SP scheme in reality. For
the ZF case, we observe that the rate can be improved by more
than 10 bits/channel use under different fairness requirements,
which states the superiority of the GSP scheme again.

Fig. 6 shows the impact of the number of channel uses
on the weighted sum rate. As expected, the rate increases
with the growth of channel uses number because of the
availability of more resources. The dependence on energy
leads to an obvious performance gap between the SP scheme
and the other two schemes. It should be noted that the GSP
scheme is superior to the SP and RP schemes for the MRC
and ZF cases, especially in the small channel uses region,
which justifies that the GSP scheme is appropriate for finite
blocklength transmission. Moreover, it can be seen that the gap
between the GSP and RP schemes gradually becomes small
with the increase in channel uses. This is because the rate loss
caused by finite blocklength transmission is reduced in the
RP scheme. Moreover, the impact of pilot overhead reduces
in the RP scheme while energy budget becomes tight in the
SP scheme with the increase of channel uses number. Hence,
we can find the RP scheme outperforms the SP scheme at
T = 45. Additionally, we find that increasing the minimum
rate requirement leads to a worse sum rate performance in
the ZF case. This is because the increase in channel uses and
minimum rate make energy become the dominant factor in
system performance.
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Fig. 6. Impact of the number of channel uses on the weighted sum rate: (a) MRC case: K = 20, E0 = −4 dB, M = 200, and Rmin = T−K
T In2 ; (b) ZF

case: K = 20, E0 = −2 dB, and M = 100.
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Fig. 7. Impact of the number of users on the weighted sum rate: (a) MRC case: T = 40, E0 = −4 dB, M = 200, and Rmin = T−K
T In2 ; (b) ZF case:

T = 40, E0 = 1 dB, and M = 100.

Fig. 7 depicts the impact of the number of users on the
weighted sum rate. For the two cases, owing to multi-user
diversity, it is clear to see that the GSP scheme increases
with user number in a small K. Then, for the MRC case,
the rate decreases with K since the multi-user interference
becomes severe. However, the decrease of the GSP scheme
is slight while the others fall sharply, which reveals strong
robustness of the GSP scheme. Moreover, it can be observed
that the performance of the RP scheme is worse than that of
the SP scheme when K larger than 20 due to substantial pilot
overhead, which indicates the RP scheme is not suitable for
massive URLLC transmission. Similarly, the GSP scheme also
shows its robustness in the ZF case. In other words, the GSP
scheme can support more users at a higher rate than the RP
scheme.

VI. CONCLUSION

In this paper, we investigated the GSP scheme supporting
URLLC in mMIMO systems under the MRC and ZF detection.
The key idea behind the GSP scheme is to eliminate the MI
in the SP scheme by shrinking the data length and precoding
for the data symbols. We formulate a mixed-integer nonlinear
programming problem where the data length, pilot and data
power allocation are jointly optimized to maximize the weight-
ed sum rate. The suboptimal data lengths and achievable rate
LBs for the MRC and ZF cases are derived in a closed form,

respectively, which shows that the suboptimal data length of
the GSP scheme is equal to T −K no matter which detector
is utilized. Based on the results, the optimization problems
can be transformed into a sequence of GP problems, and we
then develop two iterative algorithms to obtain locally optimal
solutions. Simulation results demonstrate that the GSP scheme
is superior to the conventional RP and SP schemes in the
MRC case in terms of supporting massive connectivity with
low resource configuration. In the ZF case, the GSP scheme
still outperforms the RP scheme and the comparison to the SP
scheme is left in future work.

APPENDIX A
PROOF OF THEOREM 1

The effective SINR for the MRC detector is given by

γk =
ηkT

2
∣∣βkα−1

k E
{
hHk hk

}∣∣2
ηkT 2Var

(
βkα

−1
k hHk hk

)
+ E

{∥∥ωHk − E
{
ωHk
}∥∥2

} .
(47)

To calculate the expectations and variances in (47), we have∣∣βkα−1
k E

{
hHk hk

}∣∣2 = M2α2
k, (48)

E
{∣∣βkα−1

k hHk hk
∣∣2} = β2

kα
−2
k E

{
‖hk‖4

}
= M (M + 1)α2

k.

(49)

This article has been accepted for publication in IEEE Transactions on Communications. This is the author's version which has not been fully edited and 

content may change prior to final publication. Citation information: DOI 10.1109/TCOMM.2024.3392806

© 2024 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.

See https://www.ieee.org/publications/rights/index.html for more information.
Authorized licensed use limited to: University College London. Downloaded on May 07,2024 at 20:02:17 UTC from IEEE Xplore.  Restrictions apply. 



11

Using the results of (48) and (49), we have

Var
(
βkα

−1
k hHk hk

)
= E

{∣∣βkα−1
k hHk hk

∣∣2}− ∣∣E{βkα−1
k hHk hk

}∣∣2 = Mα2
k.

(50)
For the sake of derivation, we calculate the variance of
effective noise by decomposing it, i.e.,

E
{∥∥ωHk − E

{
ωHk
}∥∥2

}
= E

{∥∥ωHk ∥∥2
}
−
∥∥E{ωHk }∥∥2

=

3∑
i=1

E
{
‖uik‖2

}
− ‖E {uik}‖2

+ 2Re


3∑
i=1

3∑
j=i+1

E
{
uiku

H
jk

}
− E {uik}E

{
uHjk
} ,

(51)
where u1k =

√
ηkT h̄Hk hks

H
k , u2k =√

ηiT
∑
i∈K\k ĥHk his

H
i Φ[ik], and u3k = ĥHk NWk. In

the following, we show the derivation of each expectation in
the expansion (51). The main idea is to isolate the correlated
and uncorrelated parts and then compute them respectively.

E
{
‖u1k‖2

}
= ηkE

{∥∥λkTnHk hks
H
k

∥∥2
}

= ηkλ
2
kTE

{∥∥ϕHk NHhks
H
k

∥∥2
}

= ηkλ
2
kTE

{
ϕHk NHhks

H
k skh

H
k Nϕk

}
= Mλ2

kT
2ηkαk (ρkTαk + 1− ρkTαk)

= MηkαkβkT
2 −Mηkβ

2
kT

2

= MT 2ηkβk (αk − βk) .
(52)

After expansion, E
{
‖u2k‖2

}
can be expressed as

E
{
‖u2k‖2

}
= E


∥∥∥∥∥∥√ηiT

∑
i∈K\k

λk
√
ρkThHk his

H
i Φ[ik]

∥∥∥∥∥∥
2
︸ ︷︷ ︸

A

+ E


∥∥∥∥∥∥√ηiT

∑
i∈K\k

λkn
H
k his

H
i Φ[ik]

∥∥∥∥∥∥
2
︸ ︷︷ ︸

B

.

(53)
The derivations of A and B are given by

A = ρkλ
2
kT

3
∑

i∈K\k
ηiE

{∥∥hHk his
H
i Φ[ik]

∥∥2
}

= ρkλ
2
kT

3
∑

i∈K\k
ηiE

{
hHk hih

H
i hks

H
i Φ[ik]Φ

H
[ik]si

}
= M

T 3

τ
ρkλ

2
kαk

∑
i∈K\k

ηiαirik,

(54)

B = λ2
kηiT

∑
i∈K\k

E
{∥∥ϕHk NHhis

H
i Φ[ik]

∥∥2
}

= λ2
kηiT

∑
i∈K\k

E
{
ϕHk NHhis

H
i Φ[ik]Φ

H
[ik]sih

H
i Nϕk

}
= Mλ2

k

T 2

τ

∑
i∈K\k

ηiαirik.

(55)
Combining (53)-(55), we have

E
{
‖u2k‖2

}
= M

T 3

τ
ρkλ

2
kβk

∑
i∈K\k

ηiαirik +Mλ2
k

T 2

τ

∑
i∈K\k

ηiαirik

= Mλ2
k

T 2

τ

∑
i∈K\k

ηiαirik (ρkτcαk + 1)

= Mβk
T 2

τ

∑
i∈K\k

ηiαirik

(56)
Similarly, E

{
‖u3k‖2

}
is expanded as

E
{
‖u3k‖2

}
= E

{∥∥∥λk√ρkThHk NWk

∥∥∥2
}

︸ ︷︷ ︸
C

+
λ2
k

T
E
{∥∥ϕHk NHNWk

∥∥2
}

︸ ︷︷ ︸
D

,

(57)
where the first term in (57) is simplified as

C = λ2
kρkTtr

{
WH

k E
{
NHhkh

H
k N

}
Wk

}
= λ2

kρkTαktr
{
WH

k E
{
NHN

}
Wk

}
= Mλ2

kρkTαktr
{
WH

k Wk

}
= Mλ2

kT
2τρkαk.

(58)

For ease of derivation, we rewrite the noise matrix N in the
form of a block matrix, i.e., N∗ = [n̄1, . . . , n̄T ], where each
entry is a column vector of N. Then, we have

[
NH
∗ N∗

]
i,j

=

n̄Hi n̄j and the second term in (57) is further computed as

D = tr
{
E
{
NHNϕkϕ

H
k NHNWkW

H
k

}}
=
∑
i,j,l,r

E
{[

NH
∗ N∗

]
i,j

[
ϕkϕ

H
k

]
j,l

[
NH
∗ N∗

]
l,r

[
WkW

H
k

]
r,i

}
=
∑
i,j,l,r

E
{

n̄Hi n̄j
[
ϕkϕ

H
k

]
j,l

n̄Hl n̄r
[
WkW

H
k

]
r,i

}
=

∑
i=j,l=r,i 6=l

E
{

n̄Hi n̄i
[
ϕkϕ

H
k

]
i,l

n̄Hl n̄l
[
WkW

H
k

]
l,i

}
+

∑
l=j,r=i,i 6=l

E
{

n̄Hi n̄jn̄
H
j n̄i

[
ϕkϕ

H
k

]
j,j

[
WkW

H
k

]
i,i

}
+

∑
i=j=l=r

E
{

n̄Hi n̄in̄
H
i n̄i

[
ϕkϕ

H
k

]
i,i

[
WkW

H
k

]
i,i

}
= M2

∑
i,l,i6=l

[
ϕkϕ

H
k

]
i,l

[
WkW

H
k

]
l,i

+M
∑

i,j,i 6=j

[
ϕkϕ

H
k

]
j,j

[
WkW

H
k

]
i,i

+
(
M2 +M

)∑
i

[
ϕkϕ

H
k

]
i,i

[
WkW

H
k

]
i,i

= M2
(
tr
{
ϕkϕ

H
k WkW

H
k

}
− tr

{
WkW

H
k Λ
})

+M
(
tr
{
ϕkϕ

H
k

}
tr
{
WkW

H
k

}
− tr

{
WkW

H
k Λ
})

+
(
M2 +M

)
tr
{
WkW

H
k Λ
}

= MT 2τ,
(59)
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where Λ = D
(
ϕkϕ

H
k

)
. Then, combining (57)-(59), we have

E
{
‖u3k‖2

}
= MβkTτ. (60)

The calculative procedure of the remaining terms in (51) is
omitted since they are equal to zero. Finally, we can acquire
(21) by substituting (48), (50), (52), (56), and (60) into (47).

APPENDIX B
PROOF OF THEOREM 2

Let x = τ
T ∈

[
1
T ,

T−K
T

]
, δ = Q−1 (ε)

/√
T .

Next, we define function f (x) = xlog2

(
1 + a

bx+c

)
−

δ
In2x

√
1− 1

(1+ a
bx+c )

2 , and provide the following Lemma.

Lemma 1: When f (x) > τ
T In2 , for positive a, b, and c,

f (x) is a strictly monotonic increasing function w.r.t. x.
Proof: According to the known conditions f (x) > x

In2 , we

have In
(

1 + a
bx+c

)
− δ
√

1− 1

(1+ a
bx+c )

2 > 1. Then, taking

the first derivative w.r.t. x, we obtain

f ′ (x) = 1
In2

{
In
(

1 + a
bx+c

)
− abx

(bx+c)(bx+c+a)

−δ
√

1− 1

(1+ a
bx+c )

2 + δ abx√
( a

bx+c )
2
+2( a

bx+c )(bx+c+a)2

}
> 0.

(61)
The inequality in (61) is due to the fact that bx

bx+c ·
a

bx+c+a <
1. For the MRC case, we apply Lemma 1 with a =
Mρkηkα

2
k, b = ρkαk + 1

T , and c =
(
ρkαk + 1

T

)
ηkαk +(

ρkαk + 1
T

)
1
τ

∑
i∈K\k ηiαirik. To maximize the achievable

rate of users, i.e. f (x), the value of x should be tak-
en T−K

T , which proves Theorem 2. Similarly, for the ZF
case, we let a = Mρkηkα

2
k, b = ρkαk + 1

T , c =(
ρkαk + 1

T

) (
1
τ

∑
i∈K\k

ηiαirik
ρiTαi+1

)
+ 1

T ηkαk, which proves
Theorem 4.

APPENDIX C
PROOF OF THEOREM 3

The effective SINR for the ZF detector is rewritten as

γk =
ηkT

2
∣∣E{ψHk hk

}∣∣2
ηkT 2Var

(
ψHk hk

)
+ E

{
‖ωkH − E {ωkH}‖2

} . (62)

Under the ZF detector, we have ψHk ĥk = 1 and ψHk ĥi = 0 if
i 6= k. Using the independence between ĥk and εk in MMSE
estimation, the term

∣∣E{ψHk hk
}∣∣2 is derived as

∣∣E{ψHk hk
}∣∣2 =

∣∣∣E{ψHk (ĥk + εk

)}∣∣∣2 = 1. (63)

Based on the above results, we have

Var
(
ψHk hk

)
= E

{∣∣ψHk hk − E
{
ψHk hk

}∣∣2}
= E

{∣∣ψHk hk
∣∣2}− ∣∣E{ψHk hk

}∣∣2
= E

{∣∣∣ψHk ĥk

∣∣∣2}+ E
{∣∣ψHk εk∣∣2}− 1

= 1 + E
{
ψHk εkε

H
k ψk

}
− 1

= E
{
ψHk (αk − βk) IMψk

}
= (αk − βk)E

{
‖ψk‖2

}
,

(64)

where the fifth equality holds owing to (9). To calculate
the term E

{
‖ψk‖2

}
, define Ω = diag

{√
β1, · · · ,

√
βK
}

and H̆ =
[

ĥ1√
β1
, · · · , ĥK√

βK

]
with the independent and iden-

tical distributed (i.i.d.) columns distributed as ĥi

/√
βi ∼

CN (0, I) ,∀i ∈ K. Then, the term E
{
‖ψk‖2

}
can be derived

as

E
{
‖ψk‖2

}
= E

{[
ΨHΨ

]
k,k

}
= E

{
[(ĤHĤ)

−1
]k,k

}
= E

{
[(ΩH̆HH̆Ω)

−1
]k,k

}
=

1

βk
E
{

[(H̆HH̆)
−1

]k,k

}
=

1

Kβk
E
{
tr[(H̆HH̆)

−1
]
}

=
1

(M −K)βk
,

(65)
where the last equality holds by using the identity ,
E
{
tr
(
Ξ−1

)}
= m

n−m [35], where Ξ ∼ Wm (n, In) is an
m × m central complex Wishart matrix with n (n > m)
degrees of freedom. As a result, (64) is given by

Var
(
ψHk hk

)
=

αk − βk
(M −K)βk

. (66)

For the variance of effective noise, we adopt the same
method as the MRC case to compute it. For simplicity, we only
show the nonzero terms in the expansion, which is expressed
as

E
{∥∥ωHk − E

{
ωHk
}∥∥2

}
= E

{
‖v1k‖2

}
+ E

{
‖v2k‖2

}
− ‖E {v2k}‖2,

(67)

where v1k =
∑
i∈K\k

√
ηiTaHk his

H
i Φ[ik], v2k = aHk NWk.
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The first term in (68) is calculated as

E
{
‖v1k‖2

}
= E

{∥∥∥∥∑i∈K\k

√
ηiTψ

H
k his

H
i Φ[ik]

∥∥∥∥2
}

= ηiT
2 rik
τ

∑
i∈K\k

E
{∥∥ψHk hi

∥∥2
}

= ηiT
2 rik
τ

∑
i∈K\k

E
{∥∥∥ψHk (ĥi + εi

)∥∥∥2
}

= ηiT
2 rik
τ

∑
i∈K\k

(
E
{∥∥∥ψHk ĥi

∥∥∥2
}

+ E
{∥∥ψHk εi∥∥2

})
= ηiT

2 rik
τ

∑
i∈K\k

E
{
ψHk E

{
εiε

H
i

}
ψk
}

= ηiT
2 rik
τ

∑
i∈K\k

E
{
‖ψk‖2

}
(αi − βi)

=

∑
i∈K\k ηiT

2 rik
τ (αi − βi)

(M −K)βk
.

(68)
The second term in (67) can be derived as

E
{
‖v2k‖2

}
= E

{∣∣ψHk NWk

∣∣2}
= trE

{
WH

k NHψkψ
H
k NWk

}
=
∑
i,j,l,r,t

E
{[

WH
k

]
i,j

[
NH

]
j,l

[
ψkψ

H
k

]
l,r

[N]r,t[Wk]t,i

}
=

∑
t=j,r=l

E
{[

WH
k

]
i,j

[
NH

]
j,l

[
ψkψ

H
k

]
l,l

[N]l,j [Wk]j,i

}
=
∑
i,j,l

E
{[

WH
k

]
i,j

[Wk]j,i
[
ψkψ

H
k

]
l,l

}
=
∑
i,j

[
WH

k

]
i,j

[Wk]j,i

∑
l

E
{[
ψkψ

H
k

]
l,l

}
= tr

{
WH

k Wk

}
E
{
tr
{
ψkψ

H
k

}}
=

Tτ

(M −K)βk
.

(69)
The value of ‖E {v2k}‖2 in (67) is very small compared with
the other two terms, and thus we set it to zero. Finally, by
combining (63), (64), (67)-(69), we can obtain (36).
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