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ABSTRACT: A new approach to the closure of sub-grid scale cloud fields in the parameterization

of convection in large-scale atmospheric models, based upon the asymptotic theory of homoge-

nization, is presented. A key aim is to quantify potential model errors in wave propagation speeds,

introduced by using averaged fields in place of the fully resolved circulation, in the setting of a sim-

ple stratified Boussinesq mid-latitude 𝛽-channel model. The effect of the cloud field, represented

here by a random array of strongly nonlinear axisymmetric circulations, is found to appear in the

large-scale governing equations through new terms which redistribute the large-scale buoyancy and

horizontal momentum fields in the vertical. These new terms, which have the form of non-local

integral operators, are linear in the cloud number density, and are fully determined by the solution

of a linear elliptic equation known as a cell problem. The cell problem in turn depends upon

the details of the nonlinear cloud circulations. The integral operators are calculated explicitly for

example cloud fields and then dispersion relations are compared for different waves in the presence

of clouds at realistic densities. The main finding is that baroclinic Rossby waves are significantly

slowed and damped by the clouds, most strongly at the lowest frequencies. In contrast, Rossby

waves with barotropic structure, and all inertia-gravity waves, are found to be almost unaffected by

the presence of clouds, even at the highest realistic cloud densities.
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1. Introduction23

Accurately representing small-scale convective processes within the large-scale framework of24

global circulation models (GCMs) and numerical weather simulations is one of the most challenging25

problems within the atmospheric sciences (Arakawa 2004). Since atmospheric convection is a26

highly turbulent process resulting in momentum and buoyancy fluxes which vary on horizontal27

scales of less than one kilometre, it cannot be resolved on the larger scale numerical grids used in28

GCMs (e.g. Collins et al. 2013). Instead, convective parameterizations are used to model the effects29

of the unresolved processes, allowing large-scale models to reproduce many convectively coupled30

atmospheric phenomena without the use of fine-scale grids. These parameterizations, however,31

may vary significantly in their utility, and are often underconstrained and therefore somewhat32

heuristic. Furthermore, models are often highly sensitive to the particular parameterizations used33

(see e.g. Slingo et al. 1994; Villafuerte et al. 2021), indicating that a more universal approach34

to developing convective paratemerizations would be beneficial. In this paper, we investigate the35

effect of a small-scale nonlinear convective cloud field on the propagation of large-scale waves36

through a stratified atmosphere, using a systematic multiple-scales approach. In particular, we37

motivate (within a simplified setting) a method by which a convective parameterization may38

be closed in a manner which is fully consistent with the governing fluid dynamical equations.39

This contrasts with classical mass-flux convective parameterization schemes (e.g. Ooyama 1971;40

Arakawa and Schubert 1974; Gregory and Rowntree 1990; Emanuel 1991; Gregory 2002) in which41

the unresolved fluxes are constructed using physically motivated heuristics.42

A formal framework for a multiple-scales asymptotic approach to the interaction between long43

waves and convection has been developed by Majda and Klein (2003); Biello and Majda (2005,44

2010), with a particular focus on understanding the dynamics of the Madden-Julian oscillation and45

tropical intraseasonal behaviour in general. The outcome of these studies is a hierarchy of equation46

sets which apply on different horizontal scales, with the largest scale equations being coupled to47

the smaller-scale equations through averaged buoyancy and momentum flux terms which must48

be resolved to close the system. The homogenization framework to be employed in the present49

work provides an example of an explicit closure, by showing how the flux terms in the largest50

scale equations can be calculated explicitly from the large-scale variables, at the cost of making51

simplifying assumptions about the nature of the small-scale flow. Specifically, here we focus52
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on the interaction between long waves and a field of localized convective cells (with horizontal53

scale . 10km) representing cumulus clouds. These axisymmetric ‘cloud-like’ circulations are54

steady solutions to the full nonlinear, non-hydrostatic Boussinesq equations driven by a steady55

axisymmetric localized heating. Similar (but larger-scale) axisymmetric flows in the atmosphere56

have been studied by Wirth (1998); Wirth and Dunkerton (2006); Plumb and Hou (1992) as57

models for for the development of monsoons and hurricanes. It is to be emphasized that the cloud58

circulations we investigate are strongly nonlinear, and that the homogenization method does not59

depend upon linearizing their interaction with the large-scale flow. It should also be noted that60

the restriction to a field of steady identical clouds can be relaxed, and considerably more realistic61

scenarios can be addressed using the same method, at the expense of additional complexity.62

The method of homogenization was developed initially to understand the properties of composite63

media (e.g. Rayleigh 1892), and has found multiple previous applications in geophysical fluid64

dynamics, most notably in the study of flows over small-scale topgraphy (e.g. Vanneste 2000a,b,65

2003; Benilov 2000; Li and Mei 2014; Goldsmith and Esler 2021; Radko 2022a,b). Analogously66

to the present study, the strength of the method is that it allows the effect of nonlinear topographic67

variations to be modelled accurately. For simplicity, most of the studies above focussed on applying68

the method to the linearized large-scale equations, and major results included, for example, the69

corrections to Rossby and gravity wave dispersion relations due to the topographic variations.70

Notable exceptions are the paper by Vanneste (2003), and the recent work of Radko (2022a,b)71

where the homogenization method is successfully applied to the full nonlinear quasi-geostrophic72

shallow water (one and two-layer) equations, illustrating the potential for the full parameterization73

of small-scale effects in large-scale equations.74

In common with most of the works listed above, the present study will, as a first step, focus on75

a linear system, namely the linearized stratified Boussinesq equations in a mid-latitude 𝛽-channel.76

Note, however, that the system will be linearized about a basic state which includes the nonlinear77

cloud circulations. It is well-known that in the absence of clouds, modal decomposition in the78

vertical (see e.g. Gill 1982, §6.11; Olbers et al. 2012, Ch. 8) can be used to separate disturbances79

into individual modes (barotropic, first baroclinic, second baroclinic etc.), for each of which the80

horizontal structure is governed by the shallow water equations with a mode-dependent wave speed.81

It will be shown below that the effect of the cloud field is to couple these wave modes to one another.82
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A similar coupling of wave modes is known to occur when waves propagate over slowly varying83

topography (Craig 1987; Smith and Young 2002; Kelly et al. 2010; Kelly 2016; Garrett and Kunze84

2007). For example, in the oceanic context the interaction between a gently sloping seabed and85

surface waves can act to excite internal waves within the fluid. Here, the coupling is manifest86

through additional terms in the equations, which have the form of non-local integral operators that87

in their discretized form are known as transilient matrices (Stull 1984; Romps and Kuang 2011).88

Originating in turbulence theory, transilient matrices are used to model the non-local vertical89

redistribution of conserved quantities due to the rapid turbulent rearrangement of fluid parcels in90

convective columns (see e.g. Cheng et al. 2017). Here, the analogous integral operators model91

a continuous-in-time, non-local, vertical rearrangement of horizontal momentum and buoyancy.92

One of the main outcomes of this work is a method by which the kernels of the integral operators93

(here referred to as ‘transilient kernels’) can be explicitly diagnosed for any given cloud field. In94

future it is hoped that these results could be adapted for use in numerical weather simulations - an95

area of research where the utility of transilient operators as a means of parameterizing turbulence96

and convection is already being realized (see e.g. Forster et al. 2007; Kuell and Bott 2022).97

To allow for a straightforward presentation of the key concepts and main qualitative results, a98

number of simplifying assumptions are made. In particular, the clouds are assumed to be sufficiently99

well-separated so that the circulations due to each individual cloud, despite being strongly nonlinear100

in the cloud core region, interact only linearly where they overlap. For simplicity, the cloud101

circulations are driven by imposed steady heating fields, which represent the release of latent heat102

by condensation in cumulus cloud updrafts. Including time dependence in the cloud circulation,103

which is obviously necessary when considering the relevant timescales, is postponed to a future104

study. Another simplifying assumption with this approach is that effects due to a dynamically105

active moisture field will be of secondary importance. Despite this, a suitable choice of heating106

can result in a plausible cloud circulation with a strong, narrow updraft region surrounded by a107

wide region of subsidence. The above two assumptions should be viewed as the weakest points108

in our model from a physical standpoint; however, they act as a good starting point upon which to109

build our asymptotic theory, and the development of models which relax these assumptions is left110

as a topic for future study.111
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The structure of this paper is as follows. In section 2 we derive the equations governing long112

wave propagation in the presence of a cloud field in an incompressible, stratified atmosphere113

via the method of homogenization. In particular, we derive three systems of equations - those114

governing the nonlinear cloud circulation, the large-scale averaged equations, and the so-called115

‘cell problem’ which couples the cloud circulation to the large-scales. The central result of this116

paper, namely the homogenized integro-differential equations are presented here, with convection117

shown to enter the dynamics through terms involving integral operators which are non-local in118

the vertical direction. In section 3, we give a detailed description of how the transilient kernels119

derived in the previous section may be diagnosed for a particular cloud field. This involves a120

review of wave mode decomposition in the absence of convection, followed by its extension to our121

problem. We then detail the numerical methods by which the cloud circulation problem and the122

cell problems associated with homogenization are solved. Finally, in section 4, properties of the123

homogenized equations are discussed, with a particular emphasis on how convection affects the124

dispersive characteristics of waves in a mid-latitude 𝛽–channel. Conclusions are drawn in section125

5.126

2. Homogenization of the Boussinesq Equations127

The starting point for our analysis is the nonlinear, non-hydrostatic Boussinesq equations in a128

𝛽–channel129

𝜕𝑡v+ 𝑓 k×v+ (v · ∇) v = −∇𝑝 + 𝑏k+∇ · (𝜈∇v) , (1a)

∇ ·v = 0, (1b)

𝜕𝑡𝑏 + (v · ∇) 𝑏 +𝑁2𝑤 =𝑄 +∇ · (𝜅∇𝑏) . (1c)

Here v = (𝑢, 𝑣,𝑤)𝑇 is the velocity field, 𝑏 is the buoyancy, 𝑝 is the perturbation pressure field,130

𝑓 = 𝑓0 + 𝛽𝑌 is the Coriolis parameter and 𝑁 is the buoyancy frequency. The final terms in131

equations (1a) and (1c) parameterize the turbulent diffusion of momentum and buoyancy with132

an eddy viscosity 𝜈 and diffusivity 𝜅 respectively. The quantity 𝑄 is a diabatic heat source133

parameterizing latent heat release as moisture in the atmosphere condenses (see e.g. Ogura and134

Phillips 1962; Ling and Zhang 2013; Holton and Hakim 2013, Ch. 11). To motivate the scaling135
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analysis to follow, in which lower case variables will denote the natural length scales for the averaged136

equations and upper case variables the shorter horizontal scales associated with the clouds, the137

isotropic spatial coordinate system is here denoted (𝑋,𝑌, 𝑧) with the associated gradient operator138

being ∇ = (𝜕𝑋 , 𝜕𝑌 , 𝜕𝑧)𝑇 .139

Since we are ultimately concerned with long wave propagation in the presence of steady, cu-140

mulus convection, it is helpful to non-dimensionalize (1a–1c) on the scale of an individual cloud.141

Assuming that the height and horizontal extent of the circulation associated with a cumulus cloud142

are of the same order, we take the tropopause height 𝐻 as a typical length scale. We then have 𝑁𝐻143

as the velocity scale, 𝑁2𝐻2 as the perturbation pressure scale, and 𝑁2𝐻 as the buoyancy scale.144

Correspondingly, the eddy viscosity 𝜈 and diffusivity 𝜅 are both scaled as 𝑁𝐻2, and the diabatic145

heat source is scaled as 𝑁3𝐻. The time scale associated with 𝑡 is chosen to be 𝑓 −1
0 (which is indeed146

much greater than the time scale 𝑁−1) so that the temporal variability is found only on the scale of147

the long waves. Consequently, the equations may be written in non-dimensional form as148

𝜀 (𝜕𝑡v+ 𝑓 k×v) + (v · ∇) v = −∇𝑝 + 𝑏k+∇ · (𝜈∇v) , (2a)

∇ ·v = 0, (2b)

𝜀𝜕𝑡𝑏 + (v · ∇) 𝑏 +𝑤 =𝑄 +∇ · (𝜅∇𝑏) , (2c)

where variable names are retained for the non-dimensional quantities, and where 𝜀 = 𝑓0/𝑁 . In149

this case, the non-dimensional Coriolis parameter becomes 𝑓 = 1+ 𝜀𝛽𝑌 where 𝛽 = 𝛽𝐿𝑅/ 𝑓0 is the150

rescaled beta parameter, with 𝐿𝑅 = 𝑁𝐻/ 𝑓0 being the Rossby radius of deformation appropriate to the151

mid-latitude atmosphere. Using typical values of the buoyancy frequency and Coriolis parameter152

for the mid-latitude troposphere (𝑁 = 10−2s−1, 𝑓0 = 10−4s−1) results in a value of 𝜀 ≈ 0.01.153

We are interested in the propagation of long waves in (2a–2c) through a steady background flow154

{v, 𝑝, 𝑏}. This steady flow is defined as the leading-order solution to (2a–2c) in the presence of155

a specified heating 𝑄 which determines the cloud field. We also wish to direct our focus towards156

arrays of weakly-interacting clouds - that is to say that the clouds must be separated by a great157

enough distance that their interactions have a negligible effect on the dynamics. Under such158

assumptions, the diabatic heating may be expressed as a linear combination of the contributions159
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from each individual source centred at (𝑋 (𝑖) ,𝑌 (𝑖)) as160

𝑄 =

∞∑︁
𝑖=1
𝑄0(𝑟 (𝑖) , 𝑧), (3)

where 𝑟 (𝑖) ≡ |X−X(𝑖) | =
√︁
(𝑋 − 𝑋 (𝑖))2 + (𝑌 −𝑌 (𝑖))2. In the above decomposition and from here161

onwards, variables subscripted with a 0 indicate the contribution from a single cloud centred at the162

origin. It is assumed that the response to the heating may be decomposed in a similar fashion, as163

v =

∞∑︁
𝑖=1

v0(𝑟 (𝑖) , 𝑧), 𝑝 =

∞∑︁
𝑖=1

𝑝0(𝑟 (𝑖) , 𝑧), (4a,b)

𝑏 =

∞∑︁
𝑖=1
𝑏0(𝑟 (𝑖) , 𝑧). (4c)

Finally, in part as a mathematical device to be used to simplify aspects of the the analysis below,164

albeit one that has a reasonable physical basis since turbulence can be expected to be strongest in165

the vicinity of the clouds, both 𝜈 and 𝜅 are taken to vary with distance from the cloud core, taking166

the form167

𝜈 =

∞∑︁
𝑖=1
𝜈0(𝑟 (𝑖)), 𝜅 =

∞∑︁
𝑖=1
𝜅0(𝑟 (𝑖)). (5a,b)

This is a reasonable assumption from a physical standpoint, since the effects of turbulence are168

minimal outside of the atmospheric boundary layer, except for in regions of high convective169

activity (Holtslag 2003). The background flow is therefore found from the steady ‘cloud circulation170

problem’ (CCP hereafter), given by171

(v0 · ∇) v0 = −∇𝑝0 + 𝑏0k+∇ · (𝜈0∇v0) , (6a)

∇ ·v0 = 0, (6b)

(v0 · ∇) 𝑏0 +𝑤0 =𝑄0 +∇ · (𝜅0∇𝑏0), (6c)

where the single source 𝑄0 = 𝑄0(𝑟, 𝑧) is centred on the origin. Consequently the solutions to the172

CCP (6a–6c) are axisymmetric functions, i.e. {v0, 𝑝0, 𝑏0} = {v0(𝑟, 𝑧), 𝑝0(𝑟, 𝑧), 𝑏0(𝑟, 𝑧)}. Note that173

the assumption of well-separated clouds is analogous to an assumption of well-separated seamounts174
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that has been widely applied in the corresponding flow over topography problem (Benilov 2000;175

Vanneste 2000b; Goldsmith and Esler 2021).176

Here we are interested in linear waves with horizontal wavelengths at the order of the Rossby177

radius 𝐿𝑅 propagating on the background flow. Therefore, in order to examine interactions across178

spatial scales, we introduce the large, horizontal spatial variable x = 𝜀X, with x = (𝑥, 𝑦,0)𝑇 and179

expand the gradient operator according to the multiple-scales formalism as180

∇→ 𝜀∇x +∇, (7)

where ∇x = (𝜕𝑥 , 𝜕𝑦,0)𝑇 . In conjunction with this, we introduce a horizontal averaging operator181

over the small scales 〈·〉 as is typical in the method of homogenization. For a function 𝑔(X) which182

may be decomposed as in (3), this operator acts as183

〈𝑔〉 = 1
|Ω|

∫
Ω

𝑔(X) dX

=
1
|Ω|

∫
Ω

∞∑︁
𝑖=1
𝑔0( |X−X(𝑖) |, 𝜃) dX (8)

= 𝑛〈𝑔0〉0,

where184

〈𝑔0〉0 =
∫ 2𝜋

0

∫ ∞

0
𝑔0(𝑟, 𝜃) 𝑟d𝑟d𝜃, (9)

and 𝑛 is the number density of clouds per unit area in Ω. It turns out that the interesting, tractable185

regime occurs when the number density of clouds is 𝑂 (𝜀), hence we write 𝑛 = 𝜀𝑛 where 𝑛 is of186

order unity. Linearizing about the background flow by writing187

v → v+ 𝛿v, 𝑝→ 𝑝 + 𝛿𝑝, 𝑏→ 𝑏 + 𝛿𝑏,
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where 𝛿 � 𝜀 � 1, then inserting (7) into (2a–2c), and retaining only terms at leading order in 𝛿188

gives189

𝜀 [𝜕𝑡v+ 𝑓 k×v+ (v · ∇x) v] + (v · ∇) v+ (v · ∇) v = −𝜀∇x𝑝−∇𝑝 + 𝑏k (10a)

+ 𝜀2𝜈∇2
xv+ 𝜀𝜈∇x · ∇v+ 𝜀∇ · (𝜈∇xv) +∇ · (𝜈∇v)

𝜀∇x ·v+∇ ·v = 0, (10b)

𝜀 [𝜕𝑡𝑏 + (v · ∇x) 𝑏] + (v · ∇) 𝑏 + (v · ∇) 𝑏 +𝑤 = 𝜀2𝜅∇2
x𝑏 + 𝜀𝜅∇x · ∇𝑏 + 𝜀∇ · (𝜅∇x𝑏) +∇ · (𝜅∇𝑏) .

(10c)

where the unbarred variables now refer to perturbations from the (barred) basic state which includes190

the clouds.191

Next, the time dependent, unbarred variables in (10a–10c) are decomposed into their averaged192

parts (denoted by capitals) using the averaging operator (8), and fluctuations (denoted with tildes),193

by writing194

v = U(x, 𝑧, 𝑡) + 𝜀𝑊 (x, 𝑧, 𝑡)k+ ṽ(x,X, 𝑧, 𝑡), (11a)

𝑝 = 𝑃(x, 𝑧, 𝑡) + 𝑝(x,X, 𝑧, 𝑡), (11b)

𝑏 = 𝐵(x, 𝑧, 𝑡) + �̃�(x,X, 𝑧, 𝑡). (11c)

The hydrostatic approximation is made implicitly here, because the averaged vertical velocity195

vanishes at leading order and correspondingly U = (𝑈,𝑉,0)𝑇 denotes the averaged horizontal196

components of velocity. The fluctuating components in the above expansions must all have zero197

horizontal average, i.e. 〈ṽ〉 = 0 and 〈𝑝〉 = 〈�̃�〉 = 0.198

Inserting (11a–11c) into equations (10a–10c) and applying the averaging operator, we find at199

leading order200

𝜕𝑡U+ 𝑓 k×U+𝑛𝜕𝑧 〈𝑤0ũ0 + �̃�0u0〉0 = −∇x𝑃+S𝜈0 , (12a)

𝜕𝑧𝑃 = 𝐵, (12b)

∇x ·U+ 𝜕𝑧𝑊 = 0, (12c)

𝜕𝑡𝐵+𝑛𝜕𝑧〈𝑤0�̃�0 + �̃�0𝑏0〉0 +𝑊 = 𝑆𝜅0 , (12d)
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where201

S𝜈0 = 𝑛〈𝜈0〉0𝜕2
𝑧𝑧U+𝑛𝜕𝑧〈𝜈0∇ũ0〉0, (13a)

𝑆𝜅0 = 𝑛〈𝜅0〉0𝜕2
𝑧𝑧𝐵+𝑛𝜕𝑧〈𝜅0∇�̃�0〉0. (13b)

Equations (12a–12d) are simply the linearized, hydrostatic Boussinesq equations with additional202

terms involving the background cloud circulations (barred variables) and the perturbations induced203

by their interaction with the mean flow (tilde variables). These additional terms are the divergences204

of the vertical fluxes of horizontal momentum and buoyancy due to the presence of the clouds.205

Additionally, there are terms associated with the averaged eddy viscosity S𝜈0 and diffusivity 𝑆𝜅0206

due to turbulence in the clouds. For these terms to formally enter at the correct order, it is necessary207

to assume that the profiles of eddy viscosity and diffusivity 𝜈0(𝑟) and 𝜅0(𝑟) remain of order unity208

only in the vicinity of the clouds, so that the integrals in (9) remain bounded. (In fact, when we209

come to consider the averaged equations below, we will assume that 𝜈 and 𝜅 are sufficiently small210

that S𝜈0 and 𝑆𝜅0 can be neglected altogether.)211

The leading order part of equations (10a–10c), after insertion of the expansion (11a-11c), is a212

linear equation in the perturbation quantities {ṽ, 𝑝, �̃�}. Just as for the CCP above, this equation can213

be decomposed into contributions from individual clouds, and it is therefore necessary to consider214

only the single-cloud problem in {ṽ0, 𝑝0, �̃�0} given by215

(v0 · ∇) ṽ0 + (ṽ0 · ∇) v0 +∇𝑝0 − �̃�0k−∇ · (𝜈0∇ṽ0) = − (U · ∇) v0 −𝑤0𝜕𝑧U+ s𝜈0 , (14a)

∇ · ṽ0 = 0, (14b)

(v0 · ∇) �̃�0 + (ṽ0 · ∇) 𝑏0 + �̃�0 −∇ ·
(
𝜅0∇�̃�0

)
= − (U · ∇) 𝑏0 −𝑤0𝜕𝑧𝐵+ 𝑠𝜅0 , (14c)

where s𝜈0 = 𝜈0𝜕
2
𝑧𝑧U, 𝑠𝜅0 = 𝜅0𝜕

2
𝑧𝑧𝐵 and here {v0, 𝑏0} are the solutions of the CCP (6a-6c). Equations216

(14a–14c) will be referred to as the ‘linear cell problem equations’ (LCPE hereafter). It constitutes217

a linear, elliptic system of partial differential equations which can be solved to find {ṽ0, 𝑝0, �̃�0} in218

terms of the averaged horizontal velocity and buoyancy fields {U, 𝐵}. In fact, since (14a–14c) is219

also linear in U and 𝐵, the solution establishes a linear relationship between {ṽ0, 𝑝0, �̃�0} and {U,B}220

which is the key to deriving the homogenized equations describing the large-scale dynamics. Note,221
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however, that the nature of this linear relationship has a nonlinear dependence on the details of the222

cloud circulations described by the CCP solution {v0, 𝑏0}.223

In the low diffusivity limit of interest (𝜈0, 𝜅0 → 0) the diffusive terms on the left-hand side must224

be retained in order that the solution of the LCPE remains regular, while s𝜈0 , 𝑠𝜅0 can be neglected225

because they are small compared with the other terms on the right-hand side. In the next section it226

will be shown that, in this limit, the linear relationship established between {ṽ0, 𝑝0, �̃�0} and {U, 𝐵}227

allows the momentum and heat flux terms appearing in (12a–12d) to be expressed as228

〈𝑤0ũ0 + �̃�0u0〉0 =K1 U+K2 𝜕𝑧U, (15a)

〈𝑤0�̃�0 + �̃�0𝑏0〉0 = L 𝜕𝑧𝐵, (15b)

where the linear operators K1, K2 and L act on functions 𝐺 (𝑧) defined in the vertical as229

K1𝐺 =

∫ 1

0
𝐾1(𝑧, 𝑧′)𝐺 (𝑧′) d𝑧′, (16a)

K2𝐺 =

∫ 1

0
𝐾2(𝑧, 𝑧′)𝐺 (𝑧′) d𝑧′, (16b)

L𝐺 =

∫ 1

0
𝐿 (𝑧, 𝑧′)𝐺 (𝑧′) d𝑧′. (16c)

The integral kernels 𝐾1(𝑧, 𝑧′), 𝐾2(𝑧, 𝑧′) and 𝐿 (𝑧, 𝑧′) will be referred to as ‘transilient kernels’230

hereafter because they are continuous analogues of the transilient matrix, a concept which has its231

origin in the theory of convective turbulence (Stull 1984; Romps and Kuang 2011; Bhamidipati232

et al. 2020; Cheng et al. 2017). Below 𝐾1, 𝐾2 and 𝐿 will be shown to be smooth functions which233

depend upon the details of the CCP solutions {v0, 𝑏0}. Physically, the non-local action of the234

integral operators quantifies the process of the near-instantaneous rearrangement of fluid particles235

in the vertical, by turbulent updrafts and downdrafts with small horizontal scale.236
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Inserting the expressions (15a-15b) for the vertical fluxes into the averaged equations (12a–12d)237

results in the homogenized equations238

𝜕𝑡U+ 𝑓 k×U+𝑛𝜕𝑧 (K1U) = −∇x𝑃+𝑛𝜕𝑧 (K2𝜕𝑧U) , (17a)

𝜕𝑧𝑃 = 𝐵, (17b)

∇x ·U+ 𝜕𝑧𝑊 = 0, (17c)

𝜕𝑡𝐵+𝑊 = 𝑛𝜕𝑧 (L𝜕𝑧𝐵) , (17d)

Equations (17a-17d) are the main result of this work, and govern the propagation of linear distur-239

bances through the atmosphere in the presence of the cloud circulations. They are solved with the240

rigid lid boundary conditions241

𝜕𝑧U = 0, 𝑊 = 𝐵 = 0, on 𝑧 = 0,1. (18)

The details of how to solve the cloud circulation problem (CCP), the linear cell problem equations242

(LCPE) and thus obtain the transilient kernels, will be given the next section. Readers who are not243

interested in these technicalities can skip forwards to section 4 where the properties and physical244

behaviour of (17a-17d) are discussed.245

3. Solution of the CCP, LCPE and calculation of the transilient kernels246

The aim of this section is to establish the linear relationship between the large-scale flow and the247

small-scale vertical fluxes of horizontal momentum and buoyancy given by (15a-15b), and then248

to demonstrate how the transilient kernels 𝐾1, 𝐾2 and 𝐿 appearing in the homogenized equations249

may be calculated. The starting point is simply to specify a heating profile 𝑄0(𝑟, 𝑧) which drives250

the individual cloud circulations in the CCP. Then251

(a) A numerical method for solving the CCP to obtain the cloud circulation variables {v0, 𝑏0} is252

described and example solutions are calculated.253

(b) The vertical mode decomposition used for the solution of the LCPE is described.254

(c) The decomposition of the LCPE into a set of ‘kernel cell problems’ is detailed.255
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(d) The numerical solution of the kernel cell problems and therefore the LCPE are described.256

(e) Example calculations of the transilient kernels are presented.257

a. Solution of the CCP258

In solving the CCP (6a–6c) to obtain the circulation variables {v0, 𝑏0}, the first step is to specify259

a suitable heating profile 𝑄0(𝑟, 𝑧) in order to drive the cumulus cloud-like circulations. For the260

numerical solutions below, constant diffusivities 𝜈0 = 𝜅0 = 0.05 are set within the computational261

domain, which for numerical convenience is truncated at an outer boundary 𝑟 = 𝑟out where a free-262

slip boundary condition is applied. Tests have confirmed that for the choice made below (𝑟out = 5)263

the outer boundary is sufficiently distant for it to have minimal impact on the CCP solutions (see264

appendix D). Note that, for consistency with the analysis above, there is an implicit assumption265

that 𝜈0 and 𝜅0 both decay to zero (or formally, are of order 𝜀) in between clouds, as is physically266

consistent with higher eddy diffusivities within regions of the convective activity.267

Since the CCP is axisymmetric, the components of the velocity vector are independent of the268

azimuthal coordinate 𝜃, and the azimuthal component of velocity is zero. The background flow269

can therefore be expressed as270

v0 = 𝑢
𝑟
0(𝑟, 𝑧)e𝑟 +𝑤0(𝑟, 𝑧)k, (19)

where 𝑢𝑟0 is the radial component of velocity, and e𝑟 and k are the cylindrical polar coordinate271

basis vectors in the radial and vertical directions respectively. Since the flow is incompressible, a272

streamfunction 𝜓0 can be introduced from which the velocity can be calculated according to273

𝑢𝑟0 = −1
𝑟
𝜕𝑧𝜓0, 𝑤0 =

1
𝑟
𝜕𝑟𝜓0, (20)

and the continuity equation (6b) is thus automatically satisfied. Note that we retain the overline274

and subscript 0 notation here for clarity when referring to solutions of the CCP. Introducing the275

azimuthal component of vorticity 𝜁0 which is defined as276

𝜁0 = 𝜕𝑟𝑤0 − 𝜕𝑧𝑢𝑟0, (21)
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the CCP can be expressed in streamfunction-vorticity form as277

J
(
𝜓0, 𝜁0/𝑟

)
− 𝜕𝑟𝑏0 = 𝜈0

(
∇2𝜁0 −

𝜁0
𝑟2

)
, (22a)

1
𝑟

(
𝜕2
𝑟𝑟𝜓0 −

1
𝑟
𝜕𝑟𝜓0 + 𝜕2

𝑧𝑧𝜓0

)
= 𝜁0, (22b)

1
𝑟
J

(
𝜓0, 𝑏0

)
+ 1
𝑟
𝜕𝑟𝜓0 =𝑄0 + 𝜅0∇2𝑏0, (22c)

where J is the usual Jacobian operator. Equations (22a-22c) constitute a nonlinear system of278

equations in the three variables 𝜓0, 𝜁0, 𝑏0 to be solved in the numerical domain (𝑟, 𝑧) ∈ (0, 𝑟out) ×279

(0,1). A rigid lid boundary is imposed at 𝑧 = 1. The associated boundary conditions are280

𝜓0 = 𝜁0 = 𝑏0 = 0, on 𝑧 = 0,1, (23a)

𝜓0 = 𝜁0 = 𝜕𝑟𝑏0 = 0, on 𝑟 = 0, (23b)

𝜓0 = 𝜁0 = 𝑏0 = 0, on 𝑟 = 𝑟out. (23c)

In order that a steady solution can be found the heating profile 𝑄0 should be chosen to have zero281

integral over the domain,282 ∫ 1

0

∫ 𝑟out

0
𝑄0 𝑟d𝑟d𝑧 = 0, (24)

so that there is no net source of total buoyancy in the system.283

Fig. 1 shows numerical solutions of (22a–22c) subject to (23a–23c) for the diabatic heat source288

given by289

𝑄0(𝑟, 𝑧) = 12e−5(𝑟2+𝑧) (1−5𝑟2)
√︁
𝑧(1− 𝑧). (25)

The nonlinear iterative algorithm used to obtain the solution is described in appendix A. The290

illustrated solution captures the basic features of the circulation surrounding a cumulus cloud - that291

is, the circulation occupies the full height of the troposphere, with a narrow, localized updraft region292

at 𝑟 = 0, and a much broader and less intense subsidence away from the cloud core. For typical293

values of the dimensional buoyancy frequency 𝑁 = 0.01s−1, and tropopause height 𝐻 = 104m,294

the maximum horizontal and vertical velocities of the fluid are approximately 𝑤max ≈ 10ms−1
295

and 𝑢max ≈ 5ms−1, broadly consistent with measurements of cumulus convection. The buoyancy296
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Fig. 1. Numerical solutions to (22a–22c) for the specified heat distribution given in (25) and 𝜈0 = 𝜅0 = 0.05.

The streamlines of 𝜓0 are shown as closed, grey curves, and the contours of the total buoyancy 𝑏tot = 𝑏0 + 𝑧 are

shown as black curves. The heat distribution is shown using color, with red and blue representing regions of

heating and cooling respectively. Arrows are included to indicate the direction of cloud circulation.

284

285

286

287

perturbations are localized near to the heat source, and have a maximum dimensional value of297

approximately 0.65ms−2. Note also that using the maximum horizontal velocity as a reference,298

and recalling that the local horizontal scale of motion in the cloud is given by 𝐿𝑐 = 𝐻 ≈ 104m, the299

local Rossby number is given by Ro = 𝑢max/𝐿𝑐 𝑓0 ≈ 5, justifying the omission of rotation terms in300

the CCP equations.301

A necessary condition for the solution of the CCP to be convectively stable to small perturbations302

is that the vertical gradient in total buoyancy, which in non-dimensional form is303

𝑁2
tot(𝑟, 𝑧) ≡ 𝜕𝑧𝑏tot(𝑟, 𝑧) = 1+ 𝜕𝑧𝑏0(𝑟, 𝑧), (26)

must be everywhere positive. Additionally, a physical feature of deep convection that we would like304

our CCP solution to reproduce, is that the vertical gradient in the total buoyancy is significantly305

reduced in the cloud core compared with the background atmosphere. The structure of 𝑁2
tot is306

shown in Fig. 2, and it is seen that the total stratification does indeed remain positive everywhere,307

and is reduced by an order of magnitude within the cloud core compared to its background value.308

16



Fig. 2. Contours of 𝑁2
tot(𝑟, 𝑧) for the circulation driven by the heating profile (25).

b. Vertical mode decomposition309

The first key step in our solution of the LCPE (14a–14c) is to establish a set of vertical modes310

onto which our solutions can be projected. The approach to be taken is the standard one used for311

e.g. the Matsuno-Gill model (Matsuno 1966; Gill 1980) and is discussed in e.g Gill (1980, §6.11)312

and Olbers et al. (2012, Ch. 8). Following (Kelly 2016), the vertical modes in question satisfy313

[U, 𝑃] (x, 𝑧, 𝑡) =
∞∑︁
𝑗=0

[
Ũ 𝑗 , �̃� 𝑗

]
(x, 𝑡)𝜙 𝑗 (𝑧), (27a)

[𝑊,𝐵] (x, 𝑧, 𝑡) =
∞∑︁
𝑗=0

[
�̃� 𝑗 , �̃� 𝑗

]
(x, 𝑡)Φ 𝑗 (𝑧), (27b)

where the baroclinic modes 𝑗 = 1,2,3, ... have structure314

𝜙 𝑗 (𝑧) =
√

2cos( 𝑗𝜋𝑧), Φ 𝑗 (𝑧) =
√

2
𝑗𝜋

sin( 𝑗𝜋𝑧), (28a)

and the barotropic mode 𝑗 = 0 has 𝜙0(𝑧) = 1, Φ0(𝑧) = 0.315
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The orthogonality results316 ∫ 1

0
𝜙 𝑗 (𝑧)𝜙𝑘 (𝑧) d𝑧 = 𝛿 𝑗 𝑘 , (29)∫ 1

0
Φ 𝑗 (𝑧)Φ𝑘 (𝑧) d𝑧 = 𝑐 𝑗𝑐𝑘𝛿 𝑗 𝑘 , (30)

allow for straightforward calculation of the the coefficients in (27a-27b),317

[
�̃� 𝑗 , �̃� 𝑗

]
(x, 𝑡) = 1

𝑐2
𝑗

∫ 1

0
[𝑊,𝐵] (x, 𝑧′, 𝑡)Φ 𝑗 (𝑧′) d𝑧′, (31)

[
Ũ 𝑗 , �̃� 𝑗

]
(x, 𝑡) =

∫ 1

0
[U, 𝑃] (x, 𝑧′, 𝑡) 𝜙 𝑗 (𝑧′) d𝑧′. (32)

It is well known that under such a decomposition the Boussinesq equations (i.e. equations318

(17a-17d) with zero cloud number density, 𝑛 = 0) reduce to a sequence of linear shallow water319

equations320

𝜕𝑡Ũ 𝑗 + 𝑓 k× Ũ 𝑗 = −∇�̃� 𝑗 , (33a)

𝜕𝑡 �̃� 𝑗 + 𝑐2
𝑗∇ · Ũ 𝑗 = 0. (33b)

Here 𝑐 𝑗 = 1/ 𝑗𝜋 is the equivalent wavespeed for the baroclinic modes and 𝑐0 = 1/
√
𝛼 is the barotropic321

wave speed, where 𝛼 = 𝑁2𝐻/𝑔. It is worth recalling that there is a subtlety in the derivation of322

these modes and wave speeds (see Kelly et al. 2010; Kelly 2016), which is necessary because a323

naı̈ve treatment with rigid lid boundaries leads to a dynamically inactive barotropic mode with zero324

phase speed. Instead, a free surface boundary condition is introduced at 𝑧 = 1, an approximation325

is made in which the barotropic wave speed is assumed large (𝛼� 1), and then the leading order326

results in 𝛼 are retained for each mode. This procedure has the effect of recovering the rigid lid327

results for the baroclinic modes, while obtaining the correct barotropic wavespeed to leading order328

in 𝛼−1/2.329

c. Decomposition of the LCPE into kernel cell problems330

Once the CCP has been solved, the remaining undetermined quantities in the correlation terms331

(15a–15b) are the solutions {ũ0, �̃�0, �̃�0} of the LCPE (14a–14c). The first step in our solution332
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method is to expand the large-scale variables in the vertical basis functions using (27a-27b). It is333

also necessary to expand the vertical derivatives as334

𝜕𝑧U(x, 𝑧, 𝑡) =
∞∑︁
𝑗=0

Ũ′
𝑗 (x, 𝑡)Φ 𝑗 (𝑧), where Ũ′

𝑗 (x, 𝑡) =
1
𝑐2
𝑗

∫ 1

0
𝜕𝑧U(x, 𝑧′, 𝑡)Φ 𝑗 (𝑧′) d𝑧′, (34a)

𝜕𝑧𝐵(x, 𝑧, 𝑡) =
∞∑︁
𝑗=0
�̃�′𝑗 (x, 𝑡)𝜙 𝑗 (𝑧), where �̃�′𝑗 (x, 𝑡) =

∫ 1

0
𝜕𝑧𝐵(x, 𝑧′, 𝑡)𝜙 𝑗 (𝑧′) d𝑧′. (34b)

Inserting these expansions, the LCPE (14a–14c) becomes335

(v0 · ∇) ṽ0 + (ṽ0 · ∇) v0 +∇𝑝0 − �̃�0k− 𝜈0∇2ṽ0 = −
∞∑︁
𝑗=0

(
Ũ 𝑗 · ∇

)
v0𝜙 𝑗 −

∞∑︁
𝑗=0
𝑤0Ũ′

𝑗Φ 𝑗 , (35a)

∇ · ṽ0 = 0, (35b)

(v0 · ∇) �̃�0 + (ṽ0 · ∇) 𝑏0 +𝑁2�̃�0 − 𝜅0∇2�̃�0 = −
∞∑︁
𝑗=0

(
Ũ 𝑗 · ∇

)
𝑏0𝜙 𝑗 −

∞∑︁
𝑗=0
𝑤0�̃�

′
𝑗𝜙 𝑗 . (35c)

Next, the fact that the CCP solutions {v0, 𝑏0} are axisymmetric is exploited to write down336

an ansatz for the solution to the LCPE. That is, it has a simple dependence on the azimuthal337

variable 𝜃, which is expressed here using the polar coordinate basis vectors e𝑟 = (cos𝜃, sin𝜃,0)𝑇338

and e𝜃 = (−sin𝜃,cos𝜃,0)𝑇 . The form of the solution to be sought is339

ṽ0 =

∞∑︁
𝑗=0

e𝑟
[
�̂�𝑟1, 𝑗

(
Ũ 𝑗 · e𝑟

)
+ �̂�𝑟2, 𝑗

(
Ũ′
𝑗 · e𝑟

)
+ �̂�𝑟3, 𝑗 �̃�

′
𝑗

]
(36a)

+ e𝜃
[
�̂�𝜃1, 𝑗

(
Ũ 𝑗 · e𝜃

)
+ �̂�𝜃2, 𝑗

(
Ũ′
𝑗 · e𝜃

)]
+k

[
�̂�1, 𝑗

(
Ũ 𝑗 · e𝑟

)
+ �̂�2, 𝑗

(
Ũ′
𝑗 · e𝑟

)
+ �̂�3, 𝑗 �̃�

′
𝑗

]
,

𝑝0 =

∞∑︁
𝑗=0

[
𝑝1, 𝑗

(
Ũ 𝑗 · e𝑟

)
+ 𝑝2, 𝑗

(
Ũ′
𝑗 · e𝑟

)
+ 𝑝3, 𝑗 �̃�

′
𝑗

]
, (36b)

�̃�0 =

∞∑︁
𝑗=0

[
�̂�1, 𝑗

(
Ũ 𝑗 · e𝑟

)
+ �̂�2, 𝑗

(
Ũ′
𝑗 · e𝑟

)
+ �̂�3, 𝑗 �̃�

′
𝑗

]
, (36c)

where the unknowns {�̂�𝑟
𝑘, 𝑗
, �̂�𝜃
𝑘, 𝑗
, �̂�𝑘, 𝑗 , 𝑝𝑘, 𝑗 , �̂�𝑘, 𝑗 }, for 𝑘 = 1,2,3 and 𝑗 ≥ 0 are each functions of (𝑟, 𝑧)342

only. These unknown functions are determined by three separate ‘kernel cell problems’ (KCP1,343
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Fig. 3. Contours of the KCP1 solutions {�̂�𝑟1,1, �̂�
𝜃
1,1, �̂�1,1, 𝑝1,1, �̂�1,1} to (37a) with the boundary conditions

(39a–39c). The values 𝜈0 = 𝜅0 = 0.05 are used.

340

341

KCP2, KCP3 hereafter) for each value of 𝑘 , each which can be used to determine the solution for344

every value of 𝑗 . The problems KCP1, KCP2 and KCP3 are found by substituting (36a–36c) into345

equations (35a–35c) and matching the basis coefficients.346

Following this process, KCP1 and KCP2 are found to have the abstract form347

M
(
𝜓0, 𝑏0;𝑟, 𝑧

)
q̂1, 𝑗 (𝑟, 𝑧) = r1

(
𝜓0, 𝑏0;𝑟, 𝑧

)
𝜙 𝑗 (𝑧), (37a)

M
(
𝜓0, 𝑏0;𝑟, 𝑧

)
q̂2, 𝑗 (𝑟, 𝑧) = r2

(
𝜓0, 𝑏0;𝑟, 𝑧

)
Φ 𝑗 (𝑧). (37b)

Here, M is a 5×5 linear, elliptic matrix operator (see appendix B for its explicit form) which acts348

on the vectors q̂𝑘, 𝑗 = (�̂�𝑟
𝑘, 𝑗
, �̂�𝜃
𝑘, 𝑗
, �̂�𝑘, 𝑗 , 𝑝𝑘, 𝑗 , �̂�𝑘, 𝑗 )𝑇 for 𝑘 = 1,2. A key point regarding the efficient349
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numerical solution of the problem is that the discretized form of M need only be calculated once350

in order to solve KCP1 and KCP2 for every value of 𝑗 . The vectors r1 and r2 are given by351

r1 = −

©«

𝜕𝑟

(
1
𝑟
𝜕𝑧𝜓0

)
1
𝑟2 𝜕𝑧𝜓0

𝜕𝑟

(
1
𝑟
𝜕𝑟𝜓0

)
0

𝜕𝑟𝑏0

ª®®®®®®®®®®¬
, r2 =

1
𝑟
𝜕𝑟𝜓0

©«

1

1

0

0

0

ª®®®®®®®®®®¬
. (38a,b)

The boundary conditions for KCP1 (𝑘 = 1) and KCP2 (𝑘 = 2) are352

𝜕𝑧�̂�
𝑟
𝑘, 𝑗 = 𝜕𝑧�̂�

𝜃
𝑘, 𝑗 = �̂�𝑘, 𝑗 = �̂�𝑘, 𝑗 = 0, at 𝑧 = 0,1, (39a)

𝜕𝑟 �̂�
𝑟
𝑘, 𝑗 = 𝜕𝑟 �̂�

𝜃
𝑘, 𝑗 = �̂�𝑘, 𝑗 = 𝑝𝑘, 𝑗 = �̂�𝑘, 𝑗 = 0, at 𝑟 = 0, (39b)

�̂�𝑟𝑘, 𝑗 = 𝜕𝑟 �̂�
𝜃
𝑘, 𝑗 = 𝜕𝑟 �̂�𝑘, 𝑗 = �̂�𝑘, 𝑗 = 0, at 𝑟 = 𝑟out. (39c)

KCP3 is somewhat different to KCP1 and KCP2. Notably, there is no azimuthal component353

of velocity and so we are able to rewrite the system in streamfunction-vorticity form using the354

definitions355

�̂�𝑟3, 𝑗 = −1
𝑟
𝜕𝑧�̂�3, 𝑗 , �̂�3, 𝑗 =

1
𝑟
𝜕𝑟 �̂�3, 𝑗 , (40)

and356

𝜁3, 𝑗 = 𝜕𝑟 �̂�3, 𝑗 − 𝜕𝑧�̂�𝑟3, 𝑗 . (41)

In this formulation, KCP3 may be written in terms of the variables {�̂�3, 𝑗 , 𝜁3, 𝑗 , �̂�3, 𝑗 } as357

N
(
𝜓0, 𝜁0, 𝑏0;𝑟, 𝑧

)
q̂3, 𝑗 (𝑟, 𝑧) = r3

(
𝜓0;𝑟, 𝑧

)
𝜙 𝑗 (𝑧). (42)
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Here, N is a 3× 3 linear, elliptic operator (see appendix B) which acts upon the vector q̂3, 𝑗 =358

(�̂�3, 𝑗 , 𝜁3, 𝑗 , �̂�3, 𝑗 )𝑇 , and the vector r3 is given by359

r3 = −1
𝑟
𝜕𝑟𝜓0

©«
0

0

1

ª®®®®¬
. (43)

Again, the discretized form of N need only be calculated once in order to solve KCP3 for every360

value of 𝑗 . The boundary conditions are analogous to (23a–23c) used to solve the CCP, and are361

given by362

�̂�3, 𝑗 = 𝜁3, 𝑗 = �̂�3, 𝑗 = 0, on 𝑧 = 0,1, (44a)

�̂�3, 𝑗 = 𝜁3, 𝑗 = 𝜕𝑟 �̂�3, 𝑗 = 0, on 𝑟 = 0, (44b)

�̂�3, 𝑗 = 𝜁3, 𝑗 = �̂�3, 𝑗 = 0, on 𝑟 = 𝑟out. (44c)

d. Numerical solutions of the kernel cell problems KCP1, KCP2 and KCP3363

Having fully defined the three kernel cell problems KCP1, KCP2 and KCP3 we are now in a364

position to describe their numerical solution for an example cloud circulation {v0, 𝑏0}. The cloud365

circulation we choose is naturally the solution to the CCP described above and illustrated in Figs. 1366

and 2. The numerical solutions are found using a Chebyshev collocation method with the same367

numerical parameters as for the CCP, which are given in appendix A. For an introductory discussion368

of the Chebychev collocation method, the reader is directed to Trefethen (2000); Boyd (2001).369

We first consider the two cell problems KCP1 and KCP2. As an example of the numerical370

solutions found, Figs. 3 and 4 show the solutions associated with first baroclinic wave mode371

( 𝑗 = 1) {�̂�𝑟1,1, �̂�
𝜃
1,1, �̂�1,1, 𝑝1,1, �̂�1,1} to KCP1 and {�̂�𝑟2, 𝑗 , �̂�

𝜃
2, 𝑗 , �̂�2, 𝑗 , 𝑝2, 𝑗 , �̂�2, 𝑗 } to KCP2 respectively.372

The solutions are centered on the cloud core and decay significantly by the outer domain boundary373

at 𝑟 = 𝑟out. Qualitatively similar results, albeit with different vertical structures, are found for other374

values of 𝑗 up to the vertical truncation to be discussed below.375

Similarly, for KCP3, Fig. 5 shows the KCP3 solutions {�̂�3,1, 𝜁3,1, �̂�3,1} associated with the first381

baroclinic wave mode ( 𝑗 = 1). The variables {�̂�𝑟3, 𝑗 , �̂�3, 𝑗 , 𝑝3, 𝑗 , �̂�3, 𝑗 } in (36a–36c) can be calculated382
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Fig. 4. Contours of the KCP2 solutions {�̂�𝑟2,1, �̂�
𝜃
2,1, �̂�2,1, 𝑝2,1, �̂�2,1} to (37b) with the boundary conditions

(39a–39c). The values 𝜈0 = 𝜅0 = 0.05 are used.

376

377

from {�̂�3, 𝑗 , 𝜁3, 𝑗 , �̂�3, 𝑗 } by Chebyshev differentiation, however it is sufficient to leave them in their383

current form to calculate the correlation terms in (12a–12d).384

e. Calculation of the transilient kernels 𝐾1, 𝐾2 and 𝐿385

Once the cloud circulation variables {v0, 𝑏0} are known from solving the CCP, and the perturba-386

tion variables {ũ0, �̃�0, �̃�0} are known from solving the LCPE via the kernel cell problems KCP1-3,387

it is then possible to find the vertical flux terms in (15a-15b) and thus calculate the transilient388

kernels 𝐾1(𝑧, 𝑧′), 𝐾2(𝑧, 𝑧′) and 𝐿 (𝑧, 𝑧′) which define the operators K1, K2 and L appearing in the389

homogenized equations (17a-17d).390
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Fig. 5. Contours of the solutions {�̂�3,1, 𝜁3,1, �̂�3,1} to (42) with the boundary conditions (44a–44c). Due to

the small magnitude of �̂�3,1, contour values are included in the first panel for clarity, where the numerical value

along each contour is understood to be 10−4 times the displayed number. The values 𝜈0 = 𝜅0 = 0.05 are used.

378

379

380

The first step is to insert the ansatz (36a-36c) for {ũ0, �̃�0, �̃�0} into the formula for the vertical391

flux terms, and then perform the averaging operation defined by (9). The result is392

〈𝑤0ũ0 + �̃�0u0〉0 =

∞∑︁
𝑗=0
𝐾1, 𝑗 (𝑧)Ũ 𝑗 (x, 𝑡) +𝐾2, 𝑗 (𝑧)Ũ′

𝑗 (x, 𝑡), (45a)

〈𝑤0�̃�0 + �̃�0𝑏0〉0 =
∞∑︁
𝑗=0
𝐿 𝑗 (𝑧)�̃�′𝑗 (x, 𝑡), (45b)

where393

𝐾𝑘, 𝑗 (𝑧) = 𝜋
∫ ∞

0

(
𝜕𝑟𝜓0

(
�̂�𝑟𝑘, 𝑗 + �̂�

𝜃
𝑘, 𝑗

)
− 𝜕𝑧𝜓0�̂�𝑘, 𝑗

)
d𝑟, for 𝑘 = 1,2, (46a)

𝐿 𝑗 (𝑧) = 2𝜋
∫ ∞

0

(
𝜕𝑟𝜓0�̂�3, 𝑗 + 𝑏0𝜕𝑟 �̂�3, 𝑗

)
d𝑟. (46b)

Note that the factors of 𝜋 appearing in the above formulas for 𝐾𝑘, 𝑗 and 𝐿 𝑗 arise because the simple394

dependence on the azimuthal coordinate in (36a-36c) allows the 𝜃-integral in (9) to be evaluated,395

leaving only an integral in 𝑟. Inserting the expressions (27a-27b) for the coefficients Ũ 𝑗 etc. into396
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(45a-45b), and comparing the result with (15a-15b), leads to the following expressions for the397

transilient kernels398

𝐾1(𝑧, 𝑧′) =
∞∑︁
𝑗=0
𝐾1, 𝑗 (𝑧)𝜙 𝑗 (𝑧′), (47a)

𝐾2(𝑧, 𝑧′) = −
∞∑︁
𝑗=0

1
𝑐2
𝑗

𝐾2, 𝑗 (𝑧)Φ 𝑗 (𝑧′), (47b)

𝐿 (𝑧, 𝑧′) = −
∞∑︁
𝑗=0
𝐿 𝑗 (𝑧)𝜙 𝑗 (𝑧′). (47c)

Equations (47a-47c) express the transilient kernels directly in terms of the CCP solution {v0, 𝑏0}399

and the kernel cell problem solutions of KCP1-3, and are therefore ideal for the numerical evaluation400

of 𝐾1(𝑧, 𝑧′), 𝐾2(𝑧, 𝑧′) and 𝐿 (𝑧, 𝑧′).401

The numerical evaluation is of course performed using the same Chebyshev numerical grid402

as used for the CCP and LCPE solutions. One associated advantage is that use of Chebyshev403

spectral methods allows the radial integrals in (46a-46b) to be evaluated to spectral accuracy using404

Clenshaw-Curtis quadrature (see e.g. Trefethen 2000, Ch.12). The accuracy of the numerical405

evaluation of the transilient kernels using the formulas above depends on a number of numerical406

parameters, the most important of which are407

1. The number 𝑁𝑧 of Chebyshev points in the numerical grid for the CCP and LCPE problems408

in the vertical direction, spanning the domain 0 ≤ 𝑧 ≤ 1.409

2. The number 𝑁𝑟 of Chebyshev points in the numerical grid for the CCP and LCPE problems410

in the radial direction, spanning the domain 0 ≤ 𝑟 ≤ 𝑟out.411

3. The location of the artificial outer boundary at 𝑟 = 𝑟out.412

4. The truncation number 𝑁𝑠 of vertical baroclinic modes retained in the sums (47a-47c).413

Numerical convergence tests with respect to each of these parameters are described in appendix D.414

Numerical solutions for the transilient kernels at 𝑁𝑧 = 81, 𝑁𝑟 = 31, 𝑟out = 5 and 𝑁𝑠 = 20 are shown417

in appendix D to be well-converged. Fig. 6 shows the structure of 𝐾1(𝑧, 𝑧′), 𝐾2(𝑧, 𝑧′) and 𝐿 (𝑧, 𝑧′)418

at this resolution. It is notable that 𝐾1(𝑧, 𝑧′) has a mainly dipolar structure while 𝐾2(𝑧, 𝑧′) and419
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Fig. 6. The transilient kernels 𝐾1(𝑧, 𝑧′), 𝐾2(𝑧, 𝑧′) and 𝐿 (𝑧, 𝑧′) (left to right). Both 𝑧 and 𝑧′ are discretized

using a Chebyshev grid with 𝑁𝑧 = 81 points, and the infinite sum is truncated at 𝑁𝑠 = 20.

415

416

𝐿 (𝑧, 𝑧′) have a monopolar structure. The implications for the behaviour of the operators K1, K2420

and L appearing in the homogenized equations (17a-17d) will be discussed in the next section.421

4. Behaviour of the homogenized equations (17a–17d)422

In this section the properties of the homogenized equations (17a–17d) will be examined, with423

the main emphasis on the question of how the presence of a cloud field affects the propagation of424

linear Rossby waves and inertia-gravity waves. First, however, we discuss the physical nature of425

the non-local operators K1, K2 and L which appear in (17a–17d).426

a. Properties of the non-local operators K1, K2, L427

To gain some intuition about the nature of the nonlinear operators K1, K2 and L, it is helpful428

to briefly review those instances where similar operators have been used to model the effects of429

turbulent eddies in the atmosphere in related studies (see e.g. Romps and Kuang 2011; Stull 1984;430

Bhamidipati et al. 2020). In particular, Romps and Kuang (2011) give a helpful discussion of a431

scenario in which a tracer with mixing ratio 𝑐(𝑧, 𝑡) undergoes vertical redistribution according to432

𝜕𝑡𝑐+T 𝑐 = 0, where T 𝑐 =
∫ 1

0
𝑇 (𝑧, 𝑧′)𝑐(𝑧′, 𝑡) d𝑧′, (48)
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i.e. T is a non-local transport operator with transilient kernel 𝑇 (𝑧, 𝑧′).433

When 𝑐(𝑧, 𝑡) represents a tracer mixing ratio, the operator T must then obey two important434

conservation properties. Firstly, assuming 𝑐 is conserved, it follows that435

(“no sink”)
∫ 1

0
T 𝑐 d𝑧 = 0, or

∫ 1

0
𝑇 (𝑧, 𝑧′) d𝑧 = 0, (49)

which ensures that there is no overall source or sink of tracer. Further, it must also hold that436

(“no un-mixing”) T 𝑐 = 0, when 𝑐 = const, or
∫ 1

0
𝑇 (𝑧, 𝑧′) d𝑧′ = 0, (50)

since if 𝑐 is initially constant in 𝑧, the tracer profile should remain constant for all time under parcel437

rearrangement. This property reflects the fact that the eddies may not act to ‘un-mix’ the fluid, as438

has also been discussed in the context of (potential) vorticity mixing (Shnirelman 1993; Wood and439

Mcintyre 2009; Shnirelman 2013).440

While the above properties of T are a helpful reference point, particularly for understanding441

the action of K1 which from Fig. 6 appears close to satisfying the same integral properties, the442

non-local terms in (17a–17d) are clearly more complicated. Nevertheless, it is clear that the443

additional 𝑧-derivatives which appear in (17a–17d) ensure that, as expected, there is no generation444

of total buoyancy or horizontal momentum due to the presence of the clouds, i.e. they obey the ‘no445

sink’ property above. Another useful reference point is to consider a localized limit, in which the446

patterns seen in Fig. 6 are projected onto the diagonal 𝑧 = 𝑧′, i.e.447

𝐾1(𝑧, 𝑧′) ≈ −𝜅𝑈 (𝑧)𝛿′(𝑧− 𝑧′) +𝑊𝑈 (𝑧)𝛿(𝑧− 𝑧′) (Dipole+Monopole), (51a)

𝐾2(𝑧, 𝑧′) ≈ 𝜅𝑈′ (𝑧)𝛿(𝑧− 𝑧′) (Monopole), (51b)

𝐿 (𝑧, 𝑧′) ≈ 𝜅𝐵′ (𝑧)𝛿(𝑧− 𝑧′) (Monopole), (51c)
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where 𝛿(𝑧) is the Dirac delta distribution. Under this approximation the terms involving the448

non-local operators simplify as follows449

𝜕𝑧 (K1U ) ≈ −𝜕𝑧 (𝜅𝑈𝜕𝑧U) + 𝜕𝑧 (𝑊𝑈U), (52a)

𝜕𝑧 (K1𝜕𝑧U ) ≈ 𝜕𝑧 (𝜅𝑈′𝜕𝑧U) , (52b)

𝜕𝑧 (L𝜕𝑧𝐵) ≈ 𝜕𝑧 (𝜅𝐵′𝜕𝑧𝐵) . (52c)

Hence the dipolar component of K1 and monopolar components of K2 and L each become simple450

vertical diffusion terms for horizontal momentum and buoyancy. It seems reasonable to conclude451

that the primary action of each operator is to act as a non-local vertical diffusion, with K1 also452

contributing a non-local vertical advection due to its monopolar component. Note that a similar453

non-local operator in the buoyancy equation (17d) has been obtained by Bhamidipati et al. (2020),454

with a similar interpretation given.455

A further consideration concerns whether the K1 operator satisfies the no un-mixing property.456

Evaluating the relevant integral457 ∫ 1

0
𝜕𝑧𝐾1(𝑧, 𝑧′) d𝑧′ = 𝜕𝑧𝐾1,0(𝑧)𝜙0(1) ≠ 0, (53)

shows that it is not satisfied, implying that a horizontal momentum profile which is initially458

constant in 𝑧 may develop vertical variations in the presence of a cloud field. Importantly,459

horizontal momentum is not transported as a tracer in the homogenized equations (17a–17d), and460

so no physical laws are violated by this fact. It is perhaps more insightful for the purposes of this461

subsection to recognize that after integrating by parts, the term involving K1 may be rewritten as462

𝜕𝑧

∫ 1

0
𝐾1(𝑧, 𝑧′)U(𝑧′) d𝑧′ = 𝜕𝑧𝐽 (𝑧,1)U(1) − 𝜕𝑧

(∫ 1

0
𝐽 (𝑧, 𝑧′)𝜕𝑧U(𝑧′) d𝑧′

)
, (54)

where 𝜕𝑧′𝐽 (𝑧, 𝑧′) =𝐾1(𝑧, 𝑧′). Thus, this operator may be viewed as a term which partially contributes463

to the non-local vertical diffusion of horizontal momentum (much like the term involving K2), but464

simultaneously adds a horizontal, height dependent forcing, proportional to the velocity field465

at the free surface. Consequently, a velocity field which is vertically uniform at time 𝑡 = 0 is466

instantaneously subject only to the surface forcing, so that vertical variations develop for 𝑡 > 0.467
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b. Numerical solution of the homogenized equations (17a–17d)468

In order to answer the key scientific question of how the dispersion relations of Rossby and469

inertia-gravity waves change when 𝑛 is non-zero, plane-wave solutions of (17a–17d) can be sought470

in a 𝛽-channel with sidewalls at 𝑦 = ±1. Physically, this corresponds to a channel half-width of one471

Rossby radius. First, the variables 𝑊 and 𝐵 are eliminated from (17a–17d) in favour of U and 𝑃,472

and then plane-wave solutions are sought using the ansatz473

[U, 𝑃] (x, 𝑧, 𝑡) =
∞∑︁
𝑗=0

[
Û 𝑗 (𝑦), �̂� 𝑗 (𝑦)

]
𝜙 𝑗 (𝑧) exp (i𝑘𝑥− i𝜔𝑡). (55)

Details of the working are given in appendix C. The result is an eigenvalue problem, in which the474

wave frequency 𝜔 takes the role of the eigenvalue, which is constituted by the following infinite475

set of coupled ordinary differential equations476

−i𝑛
∞∑︁
𝑚=0

(
�̃� 𝑗 ,𝑚 − �̃� 𝑗 ,𝑚

)
�̂�𝑚 + i 𝑓 �̂� 𝑗 + 𝑘�̂� 𝑗 = 𝜔�̂� 𝑗 , (56a)

−i 𝑓 �̂� 𝑗 − i𝑛
∞∑︁
𝑚=0

(
�̃� 𝑗 ,𝑚 − �̃� 𝑗 ,𝑚

)
�̂�𝑚 +

d�̂� 𝑗
d𝑦

= 𝜔�̂� 𝑗 , (56b)

𝑘𝑐2
𝑗�̂� 𝑗 − i𝑐2

𝑗

d�̂� 𝑗
d𝑦

+ i𝑛
∞∑︁
𝑚=0

(
𝑐 𝑗

𝑐𝑚

)2
�̃� 𝑗 ,𝑚 �̂�𝑚 = 𝜔�̂� 𝑗 , (56c)

with boundary conditions �̂� 𝑗 (±1) = 0 for 𝑗 = 0,1,2, .... The coefficients �̃� 𝑗 ,𝑚, �̃� 𝑗 ,𝑚 and �̃� 𝑗 ,𝑚 are477

given in appendix C.478

In order to solve (56a-56c) numerically, parameter values must first be chosen. Recalling that479

here 𝑓 = 1+ 𝛽𝑦, the non-dimensional 𝛽-parameter is taken to be 𝛽 = 0.1, since this corresponds480

to a dimensional value of 𝛽 ∼ 10−11m−1s−1, which is appropriate for the mid-latitude atmosphere.481

Next, a representative value of the cloud density 𝑛 must be chosen. A value for the scaled number482

density 𝑛 = 5 is used here, which in the parameter set-up for the troposphere (𝜀 ≈ 0.01) corresponds483

to a number density of 𝑛 = 0.05. This constitutes a relatively sparse array of clouds - specifically,484

one cloud per 20 non-dimensional units of horizontal area, so that the average spacing between485

clouds is 𝐷avg ∼
√

20 ≈ 4.47. In dimensional terms, this corresponds to the distance between heat486

sources being approximately 4.5 times the height of the tropopause (≈ 4.5× 10km). In terms487
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of the 𝛽–channel set-up used here, this means that on average, approximately 44 clouds may488

span its breadth. Importantly, these average spacing distances are sufficiently large to justify the489

approximation in section 2 that individual clouds interact only linearly, since it is clear from Fig. 1490

and Figs. 3–5 that the dynamics introduced by clouds have decayed substantially when 𝑟 ∼ 𝐷avg/2.491

The eigenvalue problem defined by (56a-56c) is discretized by truncating the number of vertical492

baroclinic modes at 𝑁𝑠 = 9 (convergence with respect to 𝑁𝑠 is shown to be rapid in appendix D)493

and introducing a discrete Chebyshev grid in the 𝑦-direction using 𝑁𝑦 = 26 Chebyshev points. The494

result is a standard linear algebra eigenvalue problem with a block matrix structure of dimension495

3(𝑁𝑠 +1)𝑁𝑦 ×3(𝑁𝑠 +1)𝑁𝑦 = 760×760. This eigenvalue problem is then solved repeatedly, using496

a standard linear algebra package, for many values of the wavenumber 𝑘 in order to generate the497

dispersion relations to be discussed below.498

c. Results: Rossby and inertia-gravity wave dispersion relations in the presence of clouds499

Fig. 7 shows the real part of the frequencies from the calculated dispersion relations for some507

of the most important wave modes calculated in the 𝛽-channel for the parameter settings detailed508

above. The solid curves in each panel show the dispersion relation in the absence of clouds (𝑛 = 0)509

and the dotted curves show the results when clouds are present (𝑛 = 5). In each panel, the red, green510

and blue curves correspond to the leading three cross-channel modes, i.e. they are distinguished511

by their meridional structure. The left panels show the barotropic mode, the middle panels the512

first baroclinic mode, and the right panels the second baroclinic mode. The inertia-gravity wave513

mode dispersion relations are plotted in the upper panels and the Rossby wave dispersion relations514

in the lower panels (note the different frequency ranges). It should be noted that Kelvin wave515

solutions are also present in the system (56a–56c), however these are omitted since the existence516

of the Kelvin wave depends upon the presence of the sidewalls. In the mid-latitude troposphere,517

there are no equivalent boundaries or waveguides, hence they are not physical.518

Fig. 7 allows the changes to the dispersion relations due to the clouds to be assessed on a mode-519

by-mode basis. First, we see that all of the barotropic wave modes are almost entirely unaffected520

by the cloud field. Mathematically, this arises from the fact that integrating the homogenized521

equations (17a–17d) over the vertical domain causes the terms due to convection to vanish. Small522

residual effects exist due to the barotropic waves not being exactly homogeneous in the vertical,523
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Fig. 7. Dispersion relations for the barotropic, first baroclinic and second baroclinic wave modes (left, centre

and right columns respectively). In the top row the first three cross-channel inertia-gravity modes are shown

(red, green, blue), and in the bottom row the first three Rossby wave modes are shown. The line plots indicate

wave propagation through a cloud-free atmosphere calculated from (33a) and (33b) and the circles indicate the

corresponding waves when clouds are present, calculated from (C1a) and (C1b). The numerical parameters are

𝛽 = 0.1 and 𝑛 = 5, and the equivalent wave speeds for each vertical wave mode are 𝑐0 = 1/
√
𝛼, 𝑐1 = 1/𝜋 and

𝑐2 = 1/2𝜋.

500

501

502

503

504

505

506

are present in the numerical calculations due to the error introduced by the rigid lid / free surface524

approximations discussed above. In summary, the barotropic modes are unaffected by convection525

to leading order in the rigid lid approximation.526

Considering next the first baroclinic mode (middle panels), it is evident that the inertia-gravity527

waves are only slightly affected by the clouds, with their frequencies deviating only marginally528

from their counterparts in a cloud-free atmosphere. In contrast, the Rossby waves are seen to529

be significantly slowed by convection, with some frequencies being reduced by over half at small530

wave numbers compared to their cloud-free analogues. Furthermore, the lower order cross-channel531

modes are more significantly slowed than the higher order modes, especially at smaller zonal wave532

numbers, indicating that for the first baroclinic mode the smallness of the total wave number is533
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Fig. 8. Plots of Im{𝜔} for the first and second baroclinic modes (left and right panels respectively). The first

three cross channel modes (red, green, blue) are shown for the inertia-gravity waves (solid lines) and Rossby

waves (dotted lines).

542

543

544

highly significant in determining the extent to which the clouds impact wave propagation. An534

explanation for the large impact on the first baroclinic mode is that the heating profile (25) has a535

vertical structure which vanishes at 𝑧 = 0,1 and has maximum value in the middle of the domain.536

Thus it is qualitatively similar in form to the vertical structure of the first baroclinic vertical velocity537

and buoyancy wave modes. Consequently, the forcing due to the cloud field projects most strongly538

onto this mode and it therefore experiences the largest impact. Further analysis of the relationship539

between the heating profile, the structure of the CCP solution, and the impact on the propagation540

of different wave modes will be pursued in a future study.541

Finally, in the case of the second baroclinic mode, all wave types are noticeably slowed by545

the presence of clouds. Once again, we see that the waves most affected are the Rossby waves.546

However, in contrast to the first baroclinic mode, it appears that the wavenumber is no longer547

such a significant factor in determining the effect of the clouds on wave dispersion. For example,548

Rossby wave frequencies are approximately halved almost independently of the zonal or meridional549

wavenumber. At present we don’t have an explanation for why the sensitivity to wavenumber is550

significant for the first baroclinic mode but not the second.551

The presence of the cloud field also has a significant damping effect on all the first and second552

baroclinic waves in the 𝛽-channel. Fig. 8 shows the imaginary part of the frequencies for these553

modes. Negative values Im {𝜔}, which are found for all wave modes, correspond to exponential554

decay rates. The damping effect is approximately doubled for the second baroclinic mode compared555
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to the first, and it is found in general that the damping affects higher order baroclinic modes more556

strongly, consistent with the cloud terms in (17a–17d) acting as a vertical diffusion. There is also557

found to be only minor differences in the magnitude of the damping between the inertia-gravity558

modes and Rossby wave modes for each baroclinic mode.559

In summary, barotropic modes are unaffected by the stationary cloud field, whilst baroclinic560

modes feel the effects strongly, with the most strongly affected waves being Rossby wave modes of561

low frequency. The fact that the first baroclinic Rossby wave modes are affected most strongly is562

likely because the forcing from the heat source and the resulting circulation projects most strongly563

onto this vertical mode.564

5. Conclusions565

The main contribution of this work is to demonstrate that the effect of small-scale nonlinear566

convective circulations can be represented in large-scale dynamical equations systematically using567

the method of homogenization. It should be clear that there is potential for developing this method568

to improve the parameterization of atmospheric convection, by accounting for the dynamics of569

individual convective clouds through a multiple-scales asymptotic procedure, rather than relying570

upon heuristics to model their interaction with the large-scale flow. It is encouraging that the571

non-local operators which emerge in our study are based on transilient kernels, and act as non-572

local vertical diffusion and forcing terms in the large-scale equations. These features suggest that573

the results from the homogenization methodology can be translated into systematic closures for574

convective parameterizations which structurally resemble existing schemes.575

Further proof of the potential value of improving the representation of convective parameteriza-576

tions in large-scale models is provided by Fig. 7, which shows the impact that a plausible cloud577

field has on the frequencies of the first baroclinic Rossby waves. The implications for forecasts of578

such a large effect are profound and, even after allowance is made for possible overestimation of the579

effect due to the simplifications in our model, any improvement in the representation of unresolved580

circulations is going to have a significant positive impact on models. While here we focussed on581

the mid-latitude atmosphere, our approach is equally valid in equatorial regions and will be used582

in future to investigate the many convective features of the tropics, such as the Madden-Julian583

Oscillation.584
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Of course, the present study constitutes only a first step, and various assumptions and approx-585

imations have been made to simplify the analysis which need to be relaxed if the results are to586

be used in a more practical setting. The most significant of these are that the clouds are station-587

ary, that the moisture field is not dynamically active, and that the individual cumulus clouds are588

well-separated. It is the authors’ view that there is no obstacle in principle to relaxing the first two589

assumptions, i.e. the method could be applied to a time-dependent CCP with a dynamic moisture590

field to obtain a time-dependent relationship between the vertical fluxes and the large-scale flow.591

The assumption of well-separated clouds, however, is central to the asymptotic approach employed592

here and (apart from continuing the asymptotic expansion to higher order in 𝜀, which is unlikely to593

be productive) must be retained. A further aspect is that only the linear large-scale equations have594

been incorporated into the analysis here. Homogenization can be applied to nonlinear equations595

(Vanneste 2003; Radko 2022a,b) but typically at the cost of further simplifying assumptions which596

need to be investigated.597

We end by noting that the homogenization approach to parameterization could connect well with598

another emerging body of work. For example, Igel and Biello (2020) have introduced an approach599

to modelling convection using the “DoNUT” (the dynamics of non-rotating updraft torii). This600

model, which calculates solutions which are analogous to the CCP solution shown here in Fig. 1,601

aims to capture convective cloud circulations more accurately than a single column model. The602

utility of such a cloud model within convective parameterizations could be tractably tested within603

the framework outlined in this paper, and will be a topic of future study.604
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APPENDIX A608

Numerical solution of the CCP609

The nonlinear system (22a–22c) is solved using an iterative procedure based on a quasi-610

linearization method (see e.g. Motsa et al. 2014; Muzara et al. 2018). We begin by assuming there611

exist sequences of approximants for 𝜓0, 𝜁0, 𝑏0, with the 𝑚th iterates denoted by 𝜓 (𝑚)
0 , 𝜁

(𝑚)
0 , 𝑏

(𝑚)
0 ,612

such that613 (
𝜓
(𝑚)
0 , 𝜁

(𝑚)
0 , 𝑏

(𝑚)
0

)
→

(
𝜓0, 𝜁0, 𝑏0

)
as 𝑚→∞. (A1)

The method is based upon approximating the nonlinear terms at the (𝑚 +1)th iteration in the CCP614

as, for example615

J
(
𝜓
(𝑚+1)
0 , 𝑏

(𝑚+1)
0

)
≈ J

(
𝜓
(𝑚+1)
0 , 𝑏

(𝑚)
0

)
+

J
(
𝜓
(𝑚)
0 , 𝑏

(𝑚+1)
0

)
−J

(
𝜓
(𝑚)
0 , 𝑏

(𝑚)
0

)
.

(A2)

Therefore, the (𝑚 + 1)th iteration is found in terms of the 𝑚th iterate (which is assumed known)616

from the solution to the linear system617

J
(
𝜓
(𝑚+1)
0 , 𝜁

(𝑚)
0 /𝑟

)
+J

(
𝜓
(𝑚)
0 , 𝜁

(𝑚+1)
0 /𝑟

)
− 𝜕𝑟𝑏

(𝑚+1)
0 (A3)

= 𝜈0

(
∇2𝜁

(𝑚+1)
0 −

𝜁
(𝑚+1)
0
𝑟2

)
+J

(
𝜓
(𝑚)
0 , 𝜁

(𝑚)
0 /𝑟

)
,

𝜁
(𝑚+1)
0 =

1
𝑟

(
𝜕2
𝑟𝑟𝜓

(𝑚+1)
0 − 1

𝑟
𝜕𝑟𝜓

(𝑚+1)
0 + 𝜕2

𝑧𝑧𝜓
(𝑚+1)
0

)
, (A4)

1
𝑟
J

(
𝜓
(𝑚+1)
0 , 𝑏

(𝑚)
0

)
+ 1
𝑟
J

(
𝜓
(𝑚)
0 , 𝑏

(𝑚+1)
0

)
+ 1
𝑟
𝜕𝑟𝜓

(𝑚+1)
0 (A5)

=𝑄0 + 𝜅0∇2𝑏
(𝑚+1)
0 + 1

𝑟
J

(
𝜓
(𝑚)
0 , 𝑏

(𝑚)
0

)
.

The 0th iterate is taken to be the solution to the original linear system (i.e. the solution to (22a–22c)618

in the absence of the nonlinear terms).619
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With the problem specified on a finite domain (𝑟, 𝑧) ∈ [0, 𝑟out] × [0,1], equations (A3–A5) are620

discretized using a Chebyshev collocation method, with 𝑁𝑟 = 31 points in the radial, and 𝑁𝑧 = 81621

points in the vertical directions. The boundary conditions (23a–23c) are implemented in this622

formulation by altering the outer rows and columns in each block of the resulting block matrix623

(details omitted), and it is found that using 𝑟out = 5 is sufficient to approximate the decay conditions.624

APPENDIX B625

Explicit formulation of the Kernel Cell Problems626

For 𝑘 = 1,2, the 5×5 elliptic operator M(𝜓0, 𝑏0;𝑟, 𝑧) associated with KCP1 and KCP2 acts upon627

the vector q̂𝑘, 𝑗 to give a 5 dimensional column vector with entries628

(
Mq̂𝑘, 𝑗

)
1 =

1
𝑟
𝜕𝑧𝜓0𝜕𝑟 �̂�

𝑟
𝑘, 𝑗 + 𝜕𝑟

(
1
𝑟
𝜕𝑟𝜓0

)
�̂�𝑟𝑘, 𝑗 −

1
𝑟
𝜕𝑟𝜓0𝜕𝑧�̂�

𝑟
𝑘, 𝑗 + �̂�𝑘, 𝑗𝜕

2
𝑧𝑧𝜓0 − 𝜕𝑟 𝑝𝑘, 𝑗

+ 𝜈0

(
1
𝑟
𝜕𝑟

(
𝑟𝜕𝑟 �̂�

𝑟
𝑘, 𝑗

)
− 2
𝑟2

(
�̂�𝑟𝑘, 𝑗 − �̂�

𝜃
𝑘, 𝑗

)
+ 𝜕2

𝑧𝑧�̂�
𝑟
𝑘, 𝑗

)
,

(B1)

(
Mq̂𝑘, 𝑗

)
2 =

1
𝑟
𝜕𝑧𝜓0𝜕𝑟 �̂�

𝜃
𝑘, 𝑗 +

�̂�𝜃
𝑘, 𝑗

𝑟2 𝜕𝑧𝜓0 −
1
𝑟
𝜕𝑟𝜓0𝜕𝑧�̂�

𝜃
𝑘, 𝑗 −

1
𝑟
𝑝𝑘, 𝑗

+ 𝜈0

(
1
𝑟
𝜕𝑟

(
𝑟𝜕𝑟 �̂�

𝜃
𝑘, 𝑗

)
+ 2
𝑟2

(
�̂�𝑟𝑘, 𝑗 − �̂�

𝜃
𝑘, 𝑗

)
+ 𝜕2

𝑧𝑧�̂�
𝑟
𝑘, 𝑗

)
,

(B2)

(
Mq̂𝑘, 𝑗

)
3 = 𝜕𝑟

(
1
𝑟
𝜕𝑟𝜓0

)
�̂�𝑟𝑘, 𝑗 −

1
𝑟
𝜕𝑧𝜓0𝜕𝑟 �̂�𝑘, 𝑗 +

1
𝑟
𝜕𝑟𝜓0𝜕𝑧�̂�𝑘, 𝑗 +

�̂�𝑘, 𝑗

𝑟
𝜕2
𝑟𝑧𝜓0

+ 𝜕𝑧𝑝𝑘, 𝑗 − �̂�𝑘, 𝑗 − 𝜈0

(
1
𝑟
𝜕𝑟

(
𝑟𝜕𝑟 �̂�𝑘, 𝑗

)
− �̂�𝑘, 𝑗 + 𝜕2

𝑧𝑧�̂�𝑘, 𝑗

)
,

(B3)

(
Mq̂𝑘, 𝑗

)
4 =

1
𝑟
𝜕𝑟

(
𝑟�̂�𝑟𝑘, 𝑗

)
−
�̂�𝜃
𝑘, 𝑗

𝑟
+ 𝜕𝑧�̂�𝑘, 𝑗 , (B4)(

Mq̂𝑘, 𝑗
)
5 = �̂�

𝑟
𝑘, 𝑗𝜕𝑟𝑏0 + �̂�𝑘, 𝑗

(
𝜕𝑧𝑏0 +1

)
− 1
𝑟
𝜕𝑧𝜓0𝜕𝑟 �̂�𝑘, 𝑗 +

1
𝑟
𝜕𝑟𝜓0𝜕𝑧 �̂�𝑘, 𝑗

− 𝜅0

(
1
𝑟
𝜕𝑟

(
𝑟𝜕𝑟 �̂�𝑘, 𝑗

)
− 1
𝑟2 �̂�𝑘, 𝑗 + 𝜕

2
𝑧𝑧 �̂�𝑘, 𝑗

)
.

(B5)
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The 3×3 elliptic operator N(𝜓0, 𝜁0, 𝑏0;𝑟, 𝑧) associated with KCP3 acts on the vector q̂3, 𝑗 to give629

a 3 dimensional column vector with entries630

(
N q̂3, 𝑗

)
1 = J

(
𝜓0,

𝜁3, 𝑗

𝑟

)
+J

(
�̂�3, 𝑗 ,

𝜁0
𝑟

)
− 𝜕𝑟 �̂�3, 𝑗 − 𝜈0

(
1
𝑟
𝜕𝑟

(
𝑟𝜕𝑟𝜁3, 𝑗

)
−
𝜁3, 𝑗

𝑟2 + 𝜕2
𝑧𝑧𝜁3, 𝑗

)
, (B6)

(
N q̂3, 𝑗

)
2 = 𝜁3, 𝑗 −

1
𝑟

(
𝜕2
𝑟𝑟 �̂�3, 𝑗 −

1
𝑟
𝜕𝑟 �̂�3, 𝑗 + 𝜕2

𝑧𝑧�̂�3, 𝑗

)
, (B7)(

N q̂3, 𝑗
)
3 =

1
𝑟
J

(
𝜓0, �̂�3, 𝑗

)
+ 1
𝑟
J

(
�̂�3, 𝑗 , 𝑏0

)
+ 1
𝑟
𝜕𝑟 �̂�3, 𝑗 − 𝜅0

(
1
𝑟
𝜕𝑟

(
𝑟𝜕𝑟 �̂�3, 𝑗

)
+ 𝜕2

𝑧𝑧 �̂�3, 𝑗

)
. (B8)

APPENDIX C631

Derivation of equations (56a–56c)632

Here some additional mathematical details are presented relating to the derivation of (56a–56c).633

The first step is to expand the homogenized equations (17a–17d) by inserting the expansions634

(27a) and (27b). Particular care must be taken when determining the coefficients in the modal635

decomposition of the integral terms, which requires projecting the transilient kernels onto the basis636

functions 𝜙 𝑗 (𝑧) andΦ 𝑗 (𝑧). The variables �̃� 𝑗 and �̃� 𝑗 can then be eliminated, resulting in the system637

𝜕𝑡Ũ 𝑗 + 𝑓 k× Ũ 𝑗 +𝑛
∞∑︁
𝑚=0

(
�̃� 𝑗 ,𝑚 − �̃� 𝑗 ,𝑚

)
Ũ𝑚 = −∇x�̃� 𝑗 , (C1a)

𝜕𝑡 �̃� 𝑗 −𝑛
∞∑︁
𝑚=0

(
𝑐 𝑗

𝑐𝑚

)2
�̃� 𝑗 ,𝑚 �̃�𝑚 + 𝑐2

𝑗∇x · Ũ 𝑗 = 0, (C1b)

for 𝑗 = 0,1,2, ..., where the coefficients �̃� 𝑗 ,𝑚, �̃� 𝑗 ,𝑚 and �̃� 𝑗 ,𝑚 are given by638

�̃� 𝑗 ,𝑚 =

∫ 1

0

1
𝑐2
𝑗

𝐾1,𝑚 (𝑧)Φ 𝑗 (𝑧) d𝑧, (C2a)

�̃� 𝑗 ,𝑚 =

∫ 1

0

1
𝑐2
𝑗
𝑐2
𝑚

𝐾2,𝑚 (𝑧)Φ 𝑗 (𝑧) d𝑧, (C2b)

�̃� 𝑗 ,𝑚 =

∫ 1

0

1
𝑐2
𝑗

𝐿𝑚 (𝑧)𝜙 𝑗 (𝑧) d𝑧. (C2c)
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Next, seeking plane wave solutions of the form639

[
Ũ 𝑗 (x, 𝑡), �̃� 𝑗 (x, 𝑡)

]
=

[
Û 𝑗 (𝑦), �̂� 𝑗 (𝑦)

]
exp (−i𝜔𝑡 + i𝑘𝑥) , (C3)

leads directly to the coupled, infinite linear system of ODEs (56a–56c) given in the main text.640

APPENDIX D641

Numerical convergence of the transilient kernels642

a. Convergence as a function of the truncation number 𝑁𝑠643

The convergence of the transilient kernels as a function of the truncation number 𝑁𝑠 is now644

investigated. Firstly, we define the truncated matrices as, for example645

𝐾
𝑁𝑠
1 (𝑧, 𝑧′) =

𝑁𝑠∑︁
𝑗=0
𝐾1, 𝑗 (𝑧)𝜙 𝑗 (𝑧′), (D1)

so that we may then define a step-wise error for the matrix 𝐾𝑁𝑠1 as646

𝐸
𝑁𝑠
𝐾1

=
‖𝐾𝑁𝑠1 −𝐾𝑁𝑠−1

1 ‖𝐿2

‖𝐾𝑁𝑠1 ‖𝐿2
, (D2)

where ‖ · ‖𝐿2 is the 𝐿2-norm. Fig. D1 shows a log-log plot of the errors 𝐸𝑁𝑠
𝐾1

, 𝐸𝑁𝑠
𝐾2

and 𝐸𝑁𝑠
𝐿

as647

functions of 𝑁𝑠 for fixed 𝑁𝑧 = 81, 𝑁𝑟 = 31 and 𝑟out = 5, and where 𝐸𝑁𝑠
𝐾2

and 𝐸
𝑁𝑠
𝐿

are defined648

analogously to (D2). The dashed line in the figure is calculated using a least squares regression649

method on the average of the three errors for mode numbers 𝑁𝑠 ≥ 6. The gradient of this line is650

found to be 𝜇 ≈ −2.00, indicating that the errors decay as 𝐸𝑁𝑠
𝐾1
, 𝐸

𝑁𝑠
𝐾2
, 𝐸

𝑁𝑠
𝐿

∼ 1/𝑁2
𝑠 . Importantly, the651

errors decrease at an algebraic rate faster than 1/𝑁𝑠, and therefore may not accumulate at each step652

to cause the total error to diverge as 𝑁𝑠 →∞.653
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Fig. D1. log-log plot of the step-wise errors in the transilient kernels as a function of 𝑁𝑠. The parameters

𝑁𝑧 = 81, 𝑁𝑟 = 31 and 𝑟out = 5 are fixed. The dashed line is a linear approximant to the average error for 𝑁𝑠 ≥ 6

calculated using a least squares regression method, the gradient of which is approximately −2.00.

654

655

656

b. Convergence in the radial domain657

To test the convergence of the kernels as functions of both 𝑁𝑟 and 𝑟out, we define two further658

errors as659

𝐸
𝑁𝑟
𝐾1

=
‖𝐾𝑁𝑟1 −𝐾𝑁𝑟−2

1 ‖𝐿2

‖𝐾𝑁𝑟1 ‖𝐿2
, (D3a)

𝐸
𝑟out
𝐾1

=
‖𝐾𝑟out

1 −𝐾𝑟out−1
1 ‖𝐿2

‖𝐾𝑟out
1 ‖𝐿2

, (D3b)

where 𝐾𝑁𝑟1 and 𝐾𝑟out
1 are given by (D1) with 𝑁𝑠 = 20. In 𝐾𝑁𝑟1 , the 𝐾1, 𝑗 ’s are calculated using 𝑁𝑟660

radial Chebyshev points with 𝑟out = 5 fixed, and in 𝐾𝑟out
1 , the 𝐾1, 𝑗 ’s are calculated using 𝑁𝑟 = 31661

Chebyshev points whilst 𝑟out may vary. In both cases 𝑁𝑧 = 81 is fixed.662

The top panel of Fig. D2 shows log plots of 𝐸𝑁𝑟
𝐾1

, 𝐸𝑁𝑟
𝐾2

and 𝐸
𝑁𝑟
𝐿

as functions of 𝑁𝑟 . Their663

decay in the log plot is approximately linear, indicating that their actual decay rate is exponential664

and that our numerical method has spectral accuracy in the radial direction. The dashed line in665

this panel is calculated using a least squares regression method based on the average of the three666

errors, and is found to have a gradient of approximately −0.22, indicating that the errors decay as667

𝐸
𝑁𝑟
𝐾1
, 𝐸

𝑁𝑟
𝐾2
, 𝐸

𝑁𝑟
𝐿

∼ exp (−0.22𝑁𝑟).668

The bottom panel of Fig. D2 shows log-log plots of 𝐸𝑟out
𝐾1

, 𝐸𝑟out
𝐾2

and 𝐸𝑟out
𝐿

as functions of 𝑟out. The678

errors are seen to decrease rapidly at first (approximately linearly on the log-log plot, corresponding679
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Fig. D2. Left panel: log plots of 𝐸𝑁𝑟

𝐾1
, 𝐸𝑁𝑟

𝐾2
and 𝐸𝑁𝑟

𝐿
as functions of 𝑁𝑟 . The parameters 𝑁𝑧 = 81, 𝑁𝑠 = 20 and

𝑟out = 5 are fixed. The dashed line is a linear approximant to the average error calculated using a least squares

regression method, the gradient of which is approximately −0.22. Right panel: log-log plots of 𝐸𝑟out
𝐾1

, 𝐸𝑟out
𝐾2

and

𝐸
𝑟out
𝐿

as functions of 𝑟out. The parameters 𝑁𝑧 = 81, 𝑁𝑠 = 20 and 𝑁𝑟 = 31 are fixed. The dashed line is a linear

approximant to the average error for 𝑟out ≤ 5 calculated using a least squares regression method, the gradient of

which is approximately −8.64.

669

670

671

672

673

674

to an algebraic decay), followed by a small increase. Importantly, this increase only occurs after the680

error introduced by the discretization of 𝑟 using 31 Chebyshev points surpasses the error introduced681

by truncating the domain at 𝑟out. This indicates that the error increase at 𝑟out ≈ 5 is due to the grid682

resolution on the larger domain no longer being fine enough to resolve the radial structures. It is683

reasonable however, to conclude that the errors decay algebraically as 𝑟out is increased, assuming684

that we are able to resolve radial structures with a fine enough Chebyshev discretization. The685

dashed line in this panel is calculated using a least squares regression method based on the average686

of the three errors for 𝑟out ≤ 5, and has a gradient of approximately −8.64, indicating that the errors687

decay as 𝐸𝑟out
𝐾1
, 𝐸

𝑟out
𝐾2
, 𝐸

𝑟out
𝐿

∼ 𝑟−8.64
out .688

c. Convergence in the vertical domain689

Demonstrating the convergence of the transilient kernels as a function of the number of vertical690

grid points 𝑁𝑧 is somewhat more challenging since the size of the discretized matrices increases691

at each iteration. Instead, we analyse the convergence of the individual functions 𝐾1, 𝑗 (𝑧), 𝐾2, 𝑗 (𝑧)692

and 𝐿 𝑗 (𝑧) in the expansions (47a–47c) by projecting them onto a suitable basis. Since all of the693

functions vanish on 𝑧 = 0,1 for all 𝑗 = 0,1,2..., we opt to use a Fourier sine series. That is, we694
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Fig. D3. log-log plots of the errors 𝐸𝑁𝑧

𝐾1, 𝑗
, 𝐸𝑁𝑧

𝐾2, 𝑗
and 𝐸𝑁𝑧

𝐿 𝑗
for 𝑗 = 1,2,3 (left-right). A least squares regression

analysis shows that all curves in each plot may be approximated by a linear function with gradient −6.35

(approximants are omitted from the figure).

675

676

677

expand the functions as, for example695

𝐾1, 𝑗 (𝑧) =
∞∑︁
𝑛=1

𝑎 𝑗 ,𝑛 sin(𝑛𝜋𝑧), (D4)

from which the coefficients can be calculated using the orthogonality of the basis functions. Now696

we define697

a𝑁𝑧
𝑗

=
(
𝑎 𝑗 ,1, 𝑎 𝑗 ,2, ..., 𝑎 𝑗 ,10

)𝑇
, (D5)

as the vector of the first 10 coefficients, where each entry is calculated numerically using 𝑁𝑧 vertical698

grid points. This allows us to introduce the step-wise error as699

𝐸
𝑁𝑧
𝐾1, 𝑗

=
‖a𝑁𝑧

𝑗
−a𝑁𝑧−4

𝑗
‖𝐿2

‖a𝑁𝑧
𝑗
‖𝐿2

, (D6)

with 𝐸𝑁𝑧
𝐾2, 𝑗

and 𝐸𝑁𝑧
𝐿 𝑗

defined analogously.700

Fig. D3 shows log-log plots of 𝐸𝑁𝑧
𝐾1, 𝑗

, 𝐸𝑁𝑧
𝐾2, 𝑗

and 𝐸𝑁𝑧
𝐿 𝑗

for 𝑗 = 1,2,3, which show a clear algebraic701

decay in the step-wise error. All lines in the plot have a gradient of approximately −6.35 indicating702

that the errors decay as 𝐸𝑁𝑧
𝐾1, 𝑗

, 𝐸
𝑁𝑧
𝐾2, 𝑗

, 𝐸
𝑁𝑧
𝐿 𝑗

∼ 𝑁−6.35
𝑧 . This decay is also observed for values of 𝑗 > 3,703

41



and when the number of coefficients in (D5) is chosen to be greater than 10 (as long as the basis704

vectors can be resolved on the Chebyshev grid with a high enough accuracy).705
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