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ABSTRACT

Accurate on-chip temperature sensing is critical for the optimal performance of modern complementary metal-oxide-semiconductor
(CMOS) integrated circuits (ICs), to understand and monitor localized heating around the chip during operation. The development of quan-
tum computers has stimulated much interest in ICs operating at deep cryogenic temperatures (typically 0.01–4K), in which the reduced ther-
mal conductivity of silicon and silicon oxide and the limited cooling power budgets make local on-chip temperature sensing even more
important. Here, we report four different methods for on-chip temperature measurements native to CMOS industrial fabrication processes.
These include secondary and primary thermometry methods and cover conventional thermometry structures used at room temperature as
well as methods exploiting phenomena that emerge at cryogenic temperatures, such as superconductivity and Coulomb blockade. We bench-
mark the sensitivity of the methods as a function of temperature and use them to measure local excess temperature produced by on-chip
heating elements. Our results demonstrate thermometry methods that may be readily integrated in CMOS chips with operation from the
millikelvin range to room temperature.

VC 2024 Author(s). All article content, except where otherwise noted, is licensed under a Creative Commons Attribution (CC BY) license (https://
creativecommons.org/licenses/by/4.0/). https://doi.org/10.1063/5.0190040

I. INTRODUCTION

Heat is a common by-product of information-processing technol-
ogies.1 Inefficiencies in the information conversion process have led to
power dissipation densities approaching those inside a nuclear reactor
core, compromising the chip integrity due to the elevated temperatures
and as a result steering the development of modern computing tech-
nologies.2,3 Quantum information processing technologies, although
theoretically dissipationless, are also subject to these power dissipation
challenges, particularly taking into account that useful quantum com-
puters will require large numbers of qubits operating dynamically at
microwave frequencies.4–7 Moreover, the “classical” digital and analog
electronics that are used for the control, addressing, and readout of
quantum processors dissipate power like any conventional circuit. The
majority of leading quantum processor platforms demonstrate opti-
mum behavior at deep cryogenic temperatures (0.01–4K), including
superconducting,8,9 spin,10,11 trapped ion,12,13 and photonic14 qubits,
and hence, the goal of more tightly integrating the control electronics
with quantum processors has motivated developing cryogenic inte-
grated circuits (ICs).15–18

At these deep cryogenic temperatures, cooling power is orders of
magnitude smaller,19 while the thermal conductivity of silicon and sili-
con oxide substantially reduce when compared to room temperature.20

Therefore, cryogenic ICs require power management solutions and
on-chip thermometry methods capable of monitoring hotspots across
the chip operating at temperatures down to tens of millikelvin (mK).

A number of on-chip thermometry techniques have been
adopted across the semiconductor industry. Silicon bandgap tempera-
ture sensing utilizes the temperature dependence of the voltage across
a P-N junction in a bipolar junction transistor (BJT) at a given applied
current—this is typically used in the T ¼ 30� 500K temperature
range; however, with a combination of advanced diode design and low
bias current, improved sensitivity for temperatures approaching 1.5K
has been demonstrated.21–24 Local thermal monitoring can also help
determine the optimal chip biasing conditions at different tempera-
tures. Silicided polycrystalline silicon (polysilicon) structures are also
used as on-chip temperature sensors based on their temperature coeffi-
cient of resistance (TCR), which can be constant down to 50K, but
vanishes around 30K25 (depending on the silicide material).
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As silicided polysilicon is also often used in the gate stack of comple-
mentary metal-oxide-semiconductor (CMOS) processes, this allows
for temperature measurement directly above a field effect transistor
(FET) in a technique known as gate resistance thermometry (GRT).26

This high degree of localization is especially important in ultra-thin-body
(UTB) technologies such as silicon-on-insulator (SOI) and FinFETs,
where oxide barriers below and/or on the sides of the UTB trap heat
within the channel. GRT has been used to show that the temperature
of a current-carrying transistor can be more than 10K higher than that
of other transistors on the same chip.27

Here, we investigate four solutions for on-chip thermometry for
CMOS ICs, which can be operated down to the mK temperature range
relevant for many quantum technologies. We explore to what extent
existing approaches can be adapted to operate in such conditions, in
addition to studying new opportunities for thermometry that emerge
at these low temperatures. In particular, we study how diode ther-
mometry (DT) based on silicon P-N junctions and GRT perform even
at temperatures below 1K, well outside of their usual operating ranges,
and we identify a method of superconducting phase transition ther-
mometry (SPTT) based on the critical current of the superconducting
thin films that are present as part of the CMOS process. Each of the
above methods provides a secondary thermometer that requires cali-
bration. We also present a primary method, quantum dot thermome-
try (QDT), based on tunneling conductance measurements through
discrete energy levels of a quantum dot formed using the CMOS pro-
cess. We first introduce the four different thermometry methods in
Sec. II. Next, we present their operating principle and calibration pro-
cedure in Sec. III followed by a comparative benchmark in terms of
sensitivity in Sec. IV. Finally, we utilize the four methods to measure
excess on-chip heating in Sec. V and discuss the results in Sec. VI.

II. ON-CHIP TEMPERATURE-SENSING TECHNIQUES

We first present the devices utilized for on-chip thermometry as well
as describe the measurement setup [see Fig. 1(a)]. All devices are con-
tained within a 3� 3mm2 chip fabricated using a UTB SOI process from
an industrial foundry. Most devices are placed in arrays, with each individ-
ual device addressable using on-chip multiplexing. We power up the chip
using 0.8 and 1.8V supplies resulting in static power dissipation during
operation. We bond the chip to a printed circuit board (PCB) that sits
inside a sample puck using silicon-doped aluminum bondwires. The puck
is physically connected to the mixing chamber (MXC) of a dilution refrig-
erator with a base temperature of 20 mK. At the MXC stage, two ther-
mometers are placed approximately 40cm from the sample: a BlueFors
ruthenium oxide and a PT100 platinum. These thermometers measure
the MXC temperature (TMXCÞ and can be used for temperature calibra-
tion (see Sec. VIIA), but as we discuss later, the accuracy of the MXC
thermometers to chip temperature is compromised by the physical separa-
tion, highlighting the need for on-chip temperature readings.

A. Diode thermometry (DT)

We start with silicon vertical diode structures, specifically the two
varieties PNP (top) and NPN (bottom) shown in Fig. 1(b). Both struc-
tures use shallow trench isolation (STI) to define the junction. The
PNP diode is forward-biased by applying a positive voltage to a highly
doped P-type contact region relative to the voltage of the N-well
directly beneath it, whereas the NPN structure is designed to operate
with the opposite bias configuration. We use a constant current to

forward-bias the diode, and measure the voltage between contacts 1
and 2 as a function of temperature, VDiodeðTÞ. Unless otherwise stated,
we use the NPN diode in the rest of the article.

B. Superconducting phase transition thermometry (SPTT)

Next, in Fig. 1(c), we show the layered structure of a polysilicon
resistor commonly used in CMOS processes due to the stability of its
resistance value at high temperatures. This example consists of a sili-
cided highly doped N-type polysilicon layer on top of a thin adhesion
layer of superconducting thin film on SiO2. As discussed later, the
superconducting layer transitions at a critical temperature TC � 1:2K.
We probe the superconducting nature of the film using a 4-point mea-
surement, enabling investigation of the dependence on temperature of
the critical current, ICðTÞ.

FIG. 1. (a) Diagram of cryogenic measurement setup. DC signals are carried from
room-temperature electronics to the mixing chamber using DC PhBr looms thermal-
ized at each stage of a dilution refrigerator and then RF and RC filtered. The
3� 3mm2 chip is glued to a PCB. The legend in the bottom left gives the materials
in (b)–(e). (b) PNP and NPN diode structures. (c) Silicided polysilicon resistor struc-
ture with contacts on silicide layer allowing 4-point measurement. (d) Field-effect
transistor with gate stack similar to c, measurement contacts are separated away
from device. (e) Quantum dot transistor with overlay showing the energy level struc-
ture that results in sequential single-electron tunneling.
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C. Gate resistance thermometry (GRT)

A layered structure similar to the polysilicon resistor also forms
part of the gate stack of an FET (length, L¼ 150 nm, and width,
W¼ 2lm) as seen in Fig. 1(d). We extract the temperature-dependent
resistance of the gate using a 4-point measurement. For thermometry,
we use the normal-state resistance RgateðTÞ above TC and the critical
current of the superconducting thin film below. This method provides
the most local temperature reading of the corresponding FET.

D. Quantum dot thermometry (QDT)

Finally, we consider the FET in Fig. 1(e). Due to its small dimen-
sions (L¼ 40 and W¼ 80nm), the transistor can be utilized to trap
individual electrons in an electrostatically defined quantum dot (QD)
formed in the silicon channel directly under the gate electrode.28,29

When operated at deep cryogenic temperatures near threshold, the sili-
con below the gate spacers is highly resistive due to the gradual drop of
doping density from the Ohmic to the channel, effectively forming
tunnel barriers between the source/drain reservoirs and the QD.30 The
line shape of the drain-source current vs gate-source voltage can be uti-
lized as a local temperature sensor.31,32

1. Calibration

We now describe the calibration sequence for the different ther-
mometers. We first calibrate DT to the MXC since the diodes can be
measured without powering the auxiliary circuitry, minimizing the on-
chip static power dissipation and, hence, allowing DT to closely track
the MXC temperature down to 20 mK (see the calibration protocol in
Sec. VIIA). The remaining sensors are all measured through

multiplexers, which require powering the additional circuitry leading to
a minimum temperature of Ton � 600 mK. This figure does not repre-
sent a hard physical lower limit but is specific to the auxiliary circuit
used here. Therefore, using TMXC to directly calibrate the remaining sen-
sors may lead to inaccurate readings. To increase the accuracy in the cal-
ibration, we use the diode to calibrate the remaining secondary
thermometers, SPTT and GRT. Finally, QDT can be self-calibrated.

III. OPERATION PRINCIPLE

Next, we describe in detail the operation principle of all four dif-
ferent sensors.

A. DT

Figure 2(a) shows an example of a PNP diode IV curve measured at
TMXC ¼ 20 mK, showing a typical exponential dependence of the current
(IDiode) with applied voltage across the junction (VDiode). The threshold
voltage of the junction is temperature-dependent, which effectively results
in a change in VDiode as the temperature is changed. Figure 2(b) shows
this temperature dependence for a bias current IDiode ¼ 1 nA. We
select this low bias current as it minimizes self-heating while maintain-
ing the precision of the measurement (rV=VDiode, where rV is the
standard deviation) below 0.02% from 20 mK to room temperature,
see bottom of Fig. 2(b). We note that significant temperature sensitiv-
ity is maintained down to 100 mK, outside the specified operating
range of any commercial silicon diode thermometers.22,23 This result
may be due to the comparatively lower IDiode used in this experiment
or other factors such as doping concentrations and geometry. We cali-
brate the DT response to a weighted combination of the readings

FIG. 2. (a) PNP diode IV sweep at 20 mK. (b) VDiode (top) and associated measurement precision (bottom) at IDiode ¼ 1 nA vs MXC temperature for an NPN diode. (c) IV curve
for 4-point measurement of superconducting thin film in the polysilicon resistor. (d) Critical current vs diode temperature fitted with adapted Bardeen formula [Eq. (1)]. (Bottom)
Precision of the measurement vs diode temperature. (e) IV curve of quasi-4-point measurement of the gate of an FET with linear regression fit. (f) Resistance (top) and preci-
sion (bottom) vs diode temperature for the gate showing a superconducting transition at 1.2 K. (g) IV sweep of single-electron transistor at constant source-drain bias (Vds ¼ 2
mV) showing the fitted top hat line shape (yellow line) taken at a back-gate voltage of 2 V. The red crosses mark the V0;sðdÞ points that enable extracting the lever arm,
ag ¼ Vds=½V0d � V0s�. (Inset) Coulomb blockade map taken at a back gate voltage of 0 V. (h) (Top) Extracted temperature from the Fermi fits Teff vs TMXC (yellow dots) and fit

Teff ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
T2
MXC þ T2

0

q
(black line) showing the one-to-one dependence and saturating temperature T0. (Bottom) Precision of the measurement vs TMXC.
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from the MXC ruthenium oxide and the platinum thermometer
assuming perfect thermalization (see Sec. VIIA).

B. SPTT

We probe the superconducting thin films using a 4-point mea-
surement to eliminate the influence of series resistances including both
that of the multiplexer and vertical contact resistances through the
metal and polysilicon layers. Figure 2(c) shows a typical hysteretic IV
curve with a slightly larger upsweep (switching) critical current (blue
line) and a slightly smaller downsweep (retrapping) critical current
(red line). The switching critical current (IC) is an intrinsic property of
the superconductor, which is stochastic in nature and has a
temperature-dependence following the Bardeen formula.33 The retrap-
ping current arises due to resistive heating,34 which makes it less sensi-
tive for use in thermometry, as the temperature of the thin film is
already elevated above the phonon bath. Figure 2(d) shows the mea-
sured IC vs TDT (varied by changing the MXC temperature), fitted
using an adapted form of the Bardeen formula (dashed line), which
has been used to accurately fit the dependence of the critical current
with temperature in the vicinity of the critical temperature,35

ICðTÞ ¼ ICðT ¼ 0Þ 1� T
TC

� �2
" #i

: (1)

Here, we use the critical temperature TC, the critical current at
zero temperature ICð0Þ, and the exponent i as fitting parameters. We
find ICð0Þ¼ 7.956 0.06 lA, TCð0Þ¼ 1.216 0.01K, and i¼ 0.44
6 0.02. The form of ICðTÞ means it is most sensitive to T as it
approaches TC and by applying an out-of-plane magnetic field, the
sensor’s point of maximum sensitivity can be tuned (see Sec. VII B).
We calibrate IC to the diode temperature, making the SPTT a second-
ary thermometer. We also note that we use the SPTT in a complemen-
tary way to standard SPTT, where the sharp slope of the R � T curve
at the superconducting-normal transition is used for sensitive ther-
mometry over a narrow range of temperatures.36 Finally, in the bottom
panel, we show the precision as a function of TDT which varies from
0.1% to 4% as the temperature approaches TC.

C. GRT

We measure the resistance across the silicided gate structure of
an FET by performing a 4-point IV measurement and using linear
regression to fit the data as shown in Fig. 2(e). The resistance decreases
with temperature as shown in Fig. 2(f), which is the expected result for
a metal.19 The TCR is constant down to 50K and then goes to zero at
30K below which the resistance does not change. However, the layer
of superconducting thin film transitions at TC which is shown by a
sharp drop in resistance below 1.2K (the residual resistance is due to
the metal-silicide contact which is part of the 4-wire measurement for
the FET gate). The diamond points denote the normal resistance for a
bias current above IC, demonstrating that this is a superconducting
transition rather than a normal resistivity change of the material. We
calibrate the thermometer to the diode, making GRT a secondary ther-
mometer. We note the precision in the resistance measurement rR=R
is of the order of 0.01% in the normal state and deteriorates to approxi-
mately 1% in the superconducting region.

D. QDT

The technique uses IV measurements through a discrete state in
a QD to infer the electronic temperature of the charge reservoirs.
In the inset of Fig. 2(g), we first confirm the presence of a QD in the
channel of the FET by monitoring the drain-source current, Ids, as a
function of the gate-source Vgs and drain-source Vds voltages. We
observe the characteristic diamond-shaped regions of low conductance,
i.e., Coulomb diamonds,37 indicative of charge quantization. We per-
form a gate voltage sweep (Vds ¼ 2 mV) through the first Coulomb
oscillation to reveal a top-hat line shape in the measured current. This
line shape is characteristic of electronic transport through a discrete
quantum state.38 The data can be fit to a sequential single-electron
tunneling expression,

Ids ¼ e
CsCd

Cs þ Cd
; (2)

in which e is the electronic charge, CsðdÞ ¼ C0;sðdÞf ðesðdÞÞ is the source
(drain) reservoir-to-QD tunnel rate,32,39 and fsðdÞðeÞ is the Fermi distri-
bution evaluated at the source(drain). Here, C0;sðdÞ is the maximum
source(drain) tunnel rate and esðdÞ ¼ �eag½VgsðdÞ � V0;sðdÞ� is the
energy detuning between the source(drain) Fermi level and the QD
electrochemical level, which align at VgsðdÞ ¼ V0;sðdÞ. Finally, the lever
arm, ag, the ratio between the gate and total capacitance of the QD,
can be extracted from the Coulomb diamond measurement40 giving
this sensor a self-calibrating nature. We obtain ag ¼ 0:916 0:10 [see
Fig. 2(g)]. Since the current through the device is related to tempera-
ture by the Fermi function, which is a known physical law, the sensor
is a primary thermometer. We utilize the falling edge of the line shape
for temperature extraction since it avoids the impact of excited states
in the measurement bias window.41 In Fig. 2(h), we plot the extracted
temperature TQDT as a function of the MXC temperature. From 6K
down to approximately 1.5K, we observe a one-to-one linear depen-
dence between the QDT and the MXC. Below 1.5K, the QDT reading
starts to saturate and the thermometer becomes inaccurate. At
TMXC ¼ 1:126 0:05K, the reading plateaus. The reason for this devia-
tion at the lower-temperature end is associated with an elevated charge
noise in the sample that broadens the top-hat line shape beyond the
thermal limit. The precision of the measurement is predominantly
below 25% for the low temperature range but increases as the tempera-
ture exceeds 6K, i.e., the Fermi level broadening approaches the drain-
source excitation (3:5kBTMXC � eVds).

IV. SENSITIVITY BENCHMARK

Next, we proceed to benchmark the different thermometry meth-
ods. To compare thermometers, we calculate the bandwidth-
normalized sensitivity,

dT ¼ 1ffiffiffiffiffiffiffiffi
BW

p rA
@A=@T

; (3)

which corresponds to the minimum resolvable temperature change in
a measurement of bandwidth BW. Here, A and rA are the average and
the standard deviation of the observable, respectively. Using the results
presented in Fig. 2, we extract the sensitivity of each method and pre-
sent the data in Fig. 3 as a function of temperature. For a discussion of
the measurement bandwidth of the different methods, see Sec. VIIC.

We first discuss the sensitivity of DT. The low-current-bias diode
(IDiode ¼ 1 nA, light blue trace) shows a sensitivity O(1 mK/

ffiffiffiffiffiffi
Hz

p
) from
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room temperature down to 300 mK before deteriorating due to self-
heating of the sensor. However, a substantial sensitivity remains even
down to the lowest measured temperatures. For comparison, we show a
high-current-bias result (industry-standard current of IDiode ¼ 10 lA,
dark green trace) where the sensitivity start to deteriorate below 15K.
For the other measurement techniques, the chip needs to be powered
on, setting a lower bound on the temperature that can be measured at
Ton � 600 mK (black dashed line).

Next, we discuss the SPTT sensitivity for both the standalone poly-
silicon resistor (SPTT resistor) and the FET gate material (SPTT gate),
below TC (red dashed line). Just below TC, the sensitivity presents a
minimum due to the sharp derivative of IC near TC. However, as the
temperature is reduced, the high error in the determination of the critical
current close to TC and the reduced derivative results in a local maxi-
mum. As the temperature is reduced further, rI is reduced and the sensi-
tivity improves reaching an optimal sensitivity point. Finally, as the
temperature lowers well below TC, the sensitivity deteriorates due to the
flattening of the IC � T dependence. For temperatures below Ton, we
use the fit to the modified Bardeen formula to extend the expected sensi-
tivity which we indicate by the dashed extensions of the data. The sensi-
tivity of SPTT in the FET gate material is generally worse than that of
that of the standalone polysilicon resistor due to its lower resistance (due
to the physical dimensions) and inclusion of contact resistances in its
4-wire measurements increasing the error in detection of the switching
current transition. We also include the sensitivity of the normal-state
resistances of each device, i.e., GRT gate and GRT resistor (regular resis-
tance thermometry in the case of the standalone polysilicon resistor).
Above 50K, the sensitivity is stable at O(0.1 K/

ffiffiffiffiffiffi
Hz

p
) and deteriorates

sharply below due to the saturation of the resistance by scattering crystal
lattice imperfections.19 The sensitivity dependence with temperature is
similar for both the polysilicon resistor (dark brown trace) and the FET
gate material (cream-colored trace).

Finally, we discuss QDT. We note that since QDT is a primary
thermometry technique, the observable is temperature, and hence, Eq.
(3) reduces to dT ¼ rT=

ffiffiffiffiffiffiffiffi
BW

p
. The sensitivity is, therefore, determined

by the standard deviation for a given measurement bandwidth. At high

temperatures, T� 6 K, the sensor’s sensitivity is limited by the standard
deviation of the measurement. Particularly, when the Fermi width
approaches the applied source-drain bias (3:5kBT � eVds), the current
passing through the device decreases, reducing the precision as well as
the accuracy of the measurement. At intermediate temperatures
(1:5� 6K), the sensor presents its region of optimal sensitivity O(1 K/ffiffiffiffiffiffi
Hz

p
). At even lower temperatures, the sensitivity is limited by a combi-

nation of the elevated Ton and charge noise in the device. Furthermore,
we must note that below 1.5K, the sensor accuracy deteriorates, as
described in Sec. III. The comparatively poor sensitivity of QDT with
respect to the other methods is a consequence of the low bandwidth of
the measurement (common to primary thermometers that require a
functional fit to extract temperature42–44) needing to acquire a full IV
trace with relatively small currents (tens of picoamperes).

Having discussed the operation principles and benchmarked the
sensitivity of the four different methods, we present a summary of the
different specifications in Table I. Overall, we find that DT provides
the most sensitive and wide-ranging method for on-chip thermometry,
particularly when biased using a low current (1 nA). One of the rea-
sons for this superior sensitivity is the high measurement bandwidth
as only a single data point is utilized to extract the temperature read-
ing. Bandwidth is reduced for other thermometry methods that require
a series of data points to be acquired for valid fit of the data; this is par-
ticularly intensive for SPTT and QDT, both of which require a very
fine step size in their IV curves to extract a precise temperature read-
ing. With regard to the temperature range of operation, the physical
mechanism for DT is robust in the range of temperatures studied. On
the other hand, SPTT and QDT are limited in range due to the physi-
cal nature of their mechanisms. The normal-superconducting transi-
tion of the superconducting thin film, with a critical temperature of
TC � 1:2K, sets an upper limit for the SPTT while the Coulomb
blockade effect does so for the QDT. In the case of QDT, the elevated
charge noise is a limiting factor at the low-temperature end. This limi-
tation is not an intrinsic effect to QDT but rather to the particular
technology of the sample. In the case of GRT, in its resistive form, a
low-temperature limit exists (� 30K) due to impurity scattering.

FIG. 3. Plots of the bandwidth-normalized sensitivity vs temperature (MXC for DT and QDT and diode temperature for SPTT and GRT). Diode thermometry for IDiode ¼ 1 nA
(light blue) and IDiode ¼ 10 lA (dark green). Superconducting phase transition thermometry for the polysilicon resistor (SPTT resistor—light brown) and for the gate material
(SPTT gate—cream) used below TC. Gate resistance thermometry for the polysilicon resistor (GRT resistor—dark brown) and for the gate material (GRT gate—light cream)
used above TC. The red dashed line represents the superconducting transition temperature of the resistor and the black dashed line is the minimum operation temperature of
the chip, Ton.
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Additionally, we compare the maximum self-heating, characterized
here by the planar power density at the operation point of maximum
dissipation in the temperature range of the sensor (see Sec. VIIA). We
find that DT, SPTT, and QDT present relatively low self-heating com-
pared to GRT making them more suitable for low temperature ther-
mometry as it was the case in this demonstration. Interestingly, DT
performs best showing even lower self-heating than QDT despite the
low power dissipation of the latter. In QDT, the power is highly con-
centrated at the location of the QD whereas the diode has a better sur-
face power distribution. Finally, we note that although QDT presents
an inferior sensitivity to DT (and SPTT below TC), its primary nature
allows for self-calibration without the need of a separate thermometer.

V. MEASURING ON-CHIP HEATING

Having calibrated the different thermometers and described their
specifications, we nowmeasure locally the effects of on-chip power dis-
sipation. To heat up the chip, rather than using the MXC heaters, we
utilize on-chip diodes and FETs located at different distances from the
actual thermometers (see Fig. 9 in Sec. VII F).

We first present local heating measurements using DT [see
Fig. 4(a)]. We heat the calibrated NPN diode thermometer by driving a
current through two other diodes located at distances of 60 and 240lm.
We observe a sublinear increase in the diode temperature with heater

power, P, and a more pronounced increase for the 60lm case, as
expected. We observe a similar sublinear temperature increase with
power for the SPTT, GRT, and QDT as we shall discuss later [Figs. 4(b)
and 4(d)]. Additionally, in Fig. 4(a), we plot the MXC temperature at
each power level (black dots) and plot it along with the on-chip temper-
ature demonstrating the disparity between the two readings and under-
lining the need for on-chip thermometry. In this example, TDT reaches
a temperature higher than 1.8K for the 60lm case, whereas monitoring
only the MXC (which remains below 50 mK throughout) would pro-
vide no indication of such on-chip temperature rise.

To obtain a quantitative understanding of the thermal mecha-
nisms playing a role in the steady-state on-chip temperature, we
develop a model that takes into account the power dissipation, cooling
power and thermal resistances present within the system. These
include the quadratic dependence of the cooling power of a dilution
refrigerator with temperature44,45 as well as the dependencies of the
thermal conductivity of the metals (/ T) and insulating materials
(/ T3) involved46 (see Sec. VIIG). This leads to a relation between the
sensor temperature, T, and the heater power, P, as well as the back-
ground power sources, Ps, that elevate the chip temperature above
TMXC when no power is applied,

T4 ¼ T3a
ffiffiffiffiffiffiffiffiffiffiffiffiffi
P þ Ps

p þ bhP þ bsPs: (4)

TABLE I. Benchmark table. Comparison among the four different methods in terms of minimum and maximum temperature, sensitivity, precision, self-heating power density,
type of thermometer, and integration capability within an integrated circuit (including readout). Precision is defined as rA=A. Integration difficulty here represents a relative mea-
sure of the level of design challenge and quantity of independent circuit functionalities required (e.g., DAC, ADC, etc.) to be integrated on the same chip. We consider an inte-
grated sensor a circuit without any external analog electronic instruments such that a digital code representing temperature could be returned by the chip. aPower up limited.
bCharge noise limited. cCoulomb blockade limited.

Specification DT GRT SPTT QDT

Minimum temperature (K) 0.13 30 0.6a 1.12b

Maximum temperature (K) 300þ 300þ 1.2 6c

Sensitivity (K/
ffiffiffiffiffiffi
Hz

p
) 0.001–0.01 0.1–1 0.05–0.2 1–10

Precision (%) (2–7)�10�3 (2–3.5)�10�2 0.07–4 10–25
Maximum self-heating planar power density (W/m2) 4–10 (3–5)�103 4–14 13–19
Type Secondary Secondary Secondary Primary
Integration difficulty Low Low Moderate Very high

FIG. 4. On-chip temperature vs dissipated power measurements. (a) Measured using DT and heating with NPN diodes at 60 and 240 lm (blue dots). Corresponding MXC tem-
perature (black dots). (b) Measured using SPTT and heating with a diode at 2.2 mm. (c) Self-heating measurements for FET devices using GRT (high-temperature region) and
SPTT (low-temperature region). The blue fit extrapolates from the low-temperature (SPTT) points only, whereas the red fit extrapolates from the high-temperature (GRT) points
only. As such, the red fit’s low-temperature tapering in the yellow region should not be taken to represent a real effect since the sensor cannot measure low enough tempera-
tures to determine its true T0, but the blue fit’s predictions at high power are more reasonable, as we expect the square root trend to continue upwards. (d) Measured using
QDT and heating with an FET at 100 nm.
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The term including the proportionality constant a represents the
joint effects of the varying metal thermal conductivity and MXC cool-
ing power with temperature. Overall, the term presents a square root
dependence of the sensor temperature with applied power. On the
other hand, the terms preceded by the fitting constants bh and bs rep-
resent, respectively, the effect of the heater power and the background
power on the sensor temperature via the insulating materials. In this
case, a fourth root dependence is observed.

Coming back to DT, we perform a fit to Eq. (4) considering that
the background sources of power are comparatively small (Ps ! 0W)
since the digital and auxiliary circuity in this experiment are powered
off. We find that both the square and fourth root terms are important
in performing an accurate fit of the reading, particularly at the lowest
temperatures. However, we find that in the case of SPTT, GRT, and
QDT, a fit to the simplified version of Eq. (4), without the contribution
of the insulating elements,

T ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2P þ T2

0

q
; (5)

is sufficient to perform accurate fits of the different thermometer read-
ings (see Sec. VIIG). Here, we have defined T0 ¼ a2Ps as the base tem-
perature of the sensor. We recall that, in these cases, the support
circuitry is powered up, elevating the base temperature of the chip to
Ton � 600 mK. Our results suggest that at temperatures close to the
MXC base temperature, the insulating materials play an important
role in thermalizing the sensor. However, as the temperature increases,
the dominant cooling mechanisms are the combined effect of the
increased thermal conductivity of the metals, further facilitating ther-
malization, and the additional MXC cooling power.

We now lookmore closely at SPTT. A PNP heater diode is approx-
imately 2.2mm from the polysilicon resistor structure, allowing a similar
experiment to be conducted using the critical current of the supercon-
ducting structure across different power levels as shown in Fig. 4(b).
This method can only be used while the chip is powered up, and hence,
the temperature range is limited to values between Ton and TC. A fit to
Eq. (5) reveals an aSPTT ¼ 130620KW�1/2 and TSPTT

0 ¼ 597613 mK,
the latter in close agreement with Ton.

When performing GRT, the FET remains fully operational and,
given the close distance from the channel of just a few nanometers, the
experiment can effectively be considered a self-heating test. To vary
the power dissipated in the channel, we sweep Vds at fixed Vgs. For
small power dissipation, we use the superconductivity of the gate stack,
effectively an SPTT measurement which for the purpose of differentia-
tion we refer to as superconducting GRT (SGRT). We show the
resulting points below 1.2K in Fig. 4(c). From the fit, we find
aSGRT ¼ ð7:26 1:5Þ � 103 K W�1/2, and TSGRT

0 ¼ 5836 12 mK due
to on-chip power dissipation of the auxiliary circuitry, as discussed
above. For higher powers, the gate temperature increases to the point
where the normal resistance of the silicide layer becomes temperature-
sensitive, as shown in the points above 30K. Here, we find
aGRT ¼ ð2:466 0:02Þ � 103 K W�1/2 and TGRT

0 ¼ 25:76 1:3K. The
lower a, compared to that of the superconducting layer, is at least par-
tially a consequence of the larger separation between the silicide layer
and the channel. The extracted TGRT

0 is within the range in which TCR
tends to zero. The technique shows sensitivity to the most extreme lev-
els of on-chip heating allowing self-heating characterization across 6
orders of magnitude in dissipated power with a dead zone in between.

More particularly, we see that the FET gate temperature exceeds 1K
with just a few tens of nanowatts and reaches nearly 100K with 1 mW
of power dissipation.

Finally, we discuss QDT. To heat up the QDT, we use another
identical FET placed parallel to the QDT at an edge-to-edge distance
between channels of 100 nm. We drive a current through the FET by
using a constant Vgs and variable Vds resulting in a static power dissi-
pation of up to 1lW. Again, we observe a sublinear increase in tem-
perature as a function of power well-modeled by Eq. (5). We find
aQDT ¼ ð86 2Þ � 103 K W�1/2 indicating a higher degree of sensitiv-
ity to power dissipation than SGRT despite the higher locality of the
latter. The reason for the larger a could be associated with the larger
power density produced in the FET channel heating the QD (recall
W � L ¼ 80� 40 nm) than in the FET used in the GRT experiments
(W � L ¼ 2000� 150 nm).

Overall, the measurements presented in this section demonstrate
the capability of the four different sensors to measure local excess heat-
ing well above the temperatures detected by the thermometers at the
MXC. These results highlight the major importance of on-chip ther-
mometry when assessing local temperature hotspots since they provide
a much more accurate reading of the true chip thermal environment
and shed light on the cooling mechanisms playing a role.

VI. CONCLUSIONS

The performance of solid-state quantum computers and cryo-
electronics microcircuits is closely linked to the temperature of their
environment. Understanding, hence, what the local temperature is in
dynamically operated circuits and architectures is of primary impor-
tance. Here, we have introduced and benchmarked four different
methods for local on-chip thermometry native to CMOS technology
such as they could be seemingly integrated in scaled-up circuits. We
find that DT, particularly when biased with a low current (1 nA) is the
most sensitive method when compared to GRT, SPTT, and QDT for
the whole temperature range studied (20 mK–300K). Particularly, the
low current bias technique enables sensitive thermometry well below
1.5K, the common lower limit for commercial cryogenic diode ther-
mometers. We envision that the sensitivity of the DT technique could
be improved further by operating the sensor in conjunction with fast
readout techniques.47 Such an approach could surpass state-of-the-art
thermal sensitivity figures48,49 while remaining compatible with
industry-standard fabrication processes and may enable the study of
thermal dynamics at deep cryogenic temperatures in the microsecond
timescale.

VII. METHODS
A. Chip temperature calibration and thermometer
self-heating

Apart from the diodes, all the structures used in this study required
powering up the additional digital and analog circuitry to enable access
through the cryogenic multiplexers. The power used by the support cir-
cuitry consumes 4.3lW and raises the on-chip temperature above that
of the MXC temperature. To extract the base chip temperature when
the support electronics were active, Ton, we used DT.

In discussing Fig. 2(b), we described the calibration procedure
of the DT to the MXC thermometer which we now use to calibrate
Ton. Specifically, we use the diode at 1 nA forward bias current and
measure the temperature, TDT as a function of TMXC (see Fig. 5).
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We fit TDT ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
T2
MXC þ T2

on

p
and extract Ton ¼ 6316 24 mK. We

conclude that the static power dissipation raises the chip temperature
above the reading of the MXC thermometers highlighting the neces-
sity of placing thermometers on chip. We make the assumption that
the diode is perfectly thermalized to the MXC when the chip is pow-
ered off and that all on-chip thermometer structures are at the same
temperature when the digital and auxiliary circuitry is powered up
and no other heat sources are applied. Each of the on-chip thermom-
eter structures is a similar distance from the digital circuitry at the
center of the chip where the majority of the power is dissipated when
the chip is powered, but the distribution of devices and auxiliary cir-
cuitry across the chip still leads to some level of error. Nevertheless, it
provides a much more accurate picture of the chip temperature than
direct readings from the MXC thermometer. A more advanced ver-
sion may benefit from creating an array of thermometers to extract a
thermal image of the powered-on chip.

We briefly dwell on the assumption of perfect thermalization of
the diode to the MXC when the rest of the chip is powered off. The�1
nW being dissipated in the diode results in some level of self-heating.
The method is still useful, as the goal of a thermometer is often not to
actually measure its own temperature but rather to provide an estimate
of the temperature of its immediate surroundings based on the effect
to its own temperature, for which the assumptions still hold well
enough down to �100 mK given the finite sensitivity of the sensor
(i.e., the real assumption is that the region surrounding the diode is
well thermalized to the MXC). With this understanding, we estimate
the actual diode temperature due to self-heating with the MXC at base
temperature. The data from the inset of Fig. 2(b) is reproduced in
Fig. 6 for this purpose. Assuming the voltage deviation from the linear
behavior at the low-temperature end of this plot is due to diode self-
heating, a linear regression can be applied to the data in the�0.75–1þ K
region (in which the diode appears to be thermalized and follow the

theoretical behavior) to describe the diode voltage vs diode tempera-
ture. The temperature at which the observed diode voltage at MXC
base temperature intersects the linear regression is the minimum diode
temperature due to self-heating; in this case, the estimated value is
�400 mK.

Without excellent models of cryogenic material properties and
very detailed knowledge of the device structure (often not possible
with commercial foundry processes), one cannot exactly quantify the
self-heating in the material in which power is dissipated for most of
the other discussed techniques. We suggest a figure of merit for com-
paring relative self-heating among the techniques: the planar power
density (see Table I). Even for SPTT where no power dissipation takes
place in the sensitive material, there is still a small amount of heating
in the normal materials in the structure as noted in the table.
Additionally, heating within contacts and routing very near the devices
contributes to the actual device temperature.

B. Magnetic field dependence of SPTT

As discussed in Sec. III, the critical current of a superconductor
is a temperature-dependent quantity that can be used in thermometry,
as given by Eq. (1). However, in Fig. 3, we saw that the sensitivity of
this technique is best for T�TC. To increase the range of high sensi-
tivity, the dependence of the critical current with magnetic field can
be exploited. More particularly, both TC and IC are magnetic-field-
dependent properties and are given by Eqs. (6) and (7).

TCðB?Þ ¼ TCðB? ¼ 0Þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� B?

B?
C ðT ¼ 0Þ

s
; (6)

ICðB?Þ ¼ ICðB? ¼ 0Þ
1þ B?

B0

: (7)

FIG. 5. Plot of measured PNP diode temperature vs MXC chamber temperature
with the chip powered on. Gray dashed line shows the path the measurement
should track for perfect thermalization and no power dissipation (y¼ x). The red
dashed line is the point at which the diode temperature plateaus (Ton � 600 mK)
which represents the minimum operation temperature of the chip when powered.

FIG. 6. VDiode at Idiode ¼ 1 nA vs MXC temperature for an NPN diode with no other
on-chip power dissipation. Blue dotted line shows the assumed path the measure-
ment should track for perfect thermalization and no self-heating. The orange dotted
line is the level at which the diode voltage plateaus. The intersection of these two
dotted lines near 400 mK represents the estimated minimum local temperature
achieved at the diode due to self-heating.
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These equations can be combined to fit critical current data
across a wide range of temperatures and magnetic fields. The equations
use as fitting parameters: the critical out-of-plane magnetic field at
zero temperature B?

C ðT ¼ 0Þ; the critical current and temperature at
zero magnetic field, ICðB? ¼ 0Þ and TCðB? ¼ 0Þ; and B0 which is a
macroscopic materials parameter based on a Kim-Type fit.50 Based on
the equations, we see that an increase in the out-of-plane magnetic
field leads to a decrease in the critical current and the critical tempera-
ture. This decrease in critical temperature shifts the region of optimal
sensitivity of the technique to lower temperatures, showing how the
optimal sensitivity of the SPTT can be tuned using external magnetic
fields.

C. Measurement bandwidth

In Sec. IV, we use the bandwidth-normalized sensitivity to bench-
mark the different thermometers. This ensures that the link between
standard deviation of the measurement and integration time is taken
into account. Here, we describe the details of the measurement band-
width of each method used to quantify the sensitivity.

For DT, we use an integration time of 20ms per point resulting
in a measurement bandwidth of 50Hz. For SPTT and GRT (and resis-
tance measurements in general), we use 20ms integration time for
each point and take a 5ms settling time between points. The band-
width for these techniques is, therefore, BW ¼ 1

N�25ms, where N is the
number of points (9 for resistance measurements and variable for criti-
cal current measurements depending on step size and critical current
magnitude). The determination of the resistance measurements from a
set of points rather than single point measurements ensures that tem-
perature variations in the chip leakage currents do not affect the resis-
tance reading. Finally, for the Coulomb blockade measurements the
bandwidth is 0.1Hz, as each peak trace acquisition takes 10 s before it
is then fit to extract the temperature.

D. Precision-limiting factors

The variability-based precision figure plotted in Fig. 3 indicates
the amount of information conveyed by a single iteration of a mea-
surement procedure. A smaller precision means that a single measure-
ment conveys more information (lower uncertainty of the center value
of the distribution that would be obtained from multiple measure-
ments). This is different from measurement accuracy for which an
exact knowledge of the true value to be measured is needed.

We explore the different contributions to precision for the differ-
ent sensors. For DT, the suspected primary contributors are current
source inaccuracy (0.035% þ 600 pA), current source noise (�5 pA
p-p 0.1–10Hz), voltage measurement inaccuracy (0.012% þ 300lV),
and additional noise from stray EM signals picked up by cabling or
otherwise coupled to the system. Similar sources of error apply to the
other measurement techniques, but additional factors dominate in
those cases. For GRT, a source-measure unit (SMU) was used in
4-wire voltage-source current-measure mode. However, the inline
resistances on the source and measurement lines are beyond the rated
maximum values of the instrument for 4-wire mode, meaning instru-
ment datasheet accuracy values are no longer valid and are likely sig-
nificantly degraded, specifically regarding the applied voltage at the
actual device terminals. This is suspected to be the leading factor limit-
ing precision for GRT.

For SPTT, the observed variation of the switching current as
shown across ten iterations of measurements in Fig. 7 is of significantly
larger magnitude than expected instrument inaccuracies, implying the
inherent stochastic nature of the device switching current is a leading
source of inaccuracy. Additionally, since SPTT relies on detecting a
hysteretic transition, it is more sensitive to noise-induced current
spikes which may also play a significant role. As for QDT, the primary
precision-limiting factor is charge noise. It is the same physical mecha-
nism that limits the low end of the temperature range to �1K. In this
context, this manifests itself in fluctuations from trace to trace which
cause the fitting function to give a spread of values. In our measure-
ments, we take 20 traces and use the standard deviation of these values
as the precision in our measurements.

E. QDT calibration

To calibrate the QDT sensor, we need to accurately estimate the
gate lever arm ag. This factor translates the applied gate voltage to an
energy scale of the QD. We obtain ag from the width of the Coulomb
oscillation in gate voltage ðDVgÞ at a fixed Vds of 2mV. The width in
gate voltage is accurately fit using the Fermi-based current formula in
Eq. (2) leading to ag ¼ Vds=DVg ¼ 0:916 0:15.

In the top panel of Fig. 8, we plot the uncalibrated (black dots)
and calibrated measurements (mustard dots). The ratio between the
points is given by the constant ag. Furthermore, in the bottom panel,
we calculate the fractional accuracy of the calibrated data defined as
ðTcal � TMXCÞ=TMXC. At the lowest temperature, the sensor reading
deviates from the MXC reading due to charge noise. Above �7K, the
accuracy starts to increase again as the level-splitting in the QD
becomes smaller than the thermal energy.

F. Chip floorplan and multiplexer implementation

On the left-hand side of Fig. 9, we show an optical image of the
chip used for these experiment. The chip is bonded to an FR4 PCB
using Al:Si (1%) bondwires. To the right, we show a diagram indicat-
ing the approximate location of the different thermometers and
heaters.

The devices used for GRT, SPTT, and QDT are accessed via on-
chip multiplexers as shown in the schematic in Fig. 10(a). To access a
single device under test (DUT), the registers containing the row_en
and col_en information are written such that each has only a single bit

FIG. 7. Probability density of the switching current for both the positive and negative
current flow directions. We fit a Gaussian distribution (black line) of mean l (vertical
red dashed line) and standard deviation r to quantify the spread of values.
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high, enabling access to the device at the corresponding x-y position in
the layout in Fig. 10(b).

G. Thermal model

To fit the data in Fig. 4, we developed a steady-state (no transient
effects) thermal model including the temperature dependence of ther-
mal conductivity of the various materials and the cooling power at the
mixing chamber of the dilution refrigerator. The thermal model can be
illustrated in the same way as an electrical circuit, in which power is
represented by current and temperature is represented by voltage [see
Fig. 11(a)]. Working from the mixing chamber to the chip, the first
component to model is the mixing chamber temperature. The mixing
chamber cooling power is known to be proportional to the square of

its temperature, Tm.
51 We can consider a power-balanced system in

which the MXC will reach a stable temperature when its cooling power
matches that of the combined background sources of power dissipa-
tion Ps and any intentional on-chip heater power Ph (assuming no
other heat sources on the MXC). Thus, the temperature at the mixing
chamber can be thought of as a power-controlled temperature source
with the following functional dependence:

Tm ¼ k
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Ph þ Ps

p
; (8)

where k is a proportionality constant.
Next, we model the thermal conductivity, or equivalently thermal

resistance, of the materials in the system. At low temperatures, the
thermal conductivity of metals, such as Cu, Al, and Au, scale linearly
with temperature, while the thermal conductivity of insulators, such as
Si, SiO2, and Si3N4 in the chip, scale with the cube of temperature.46

The functional dependence of the thermal conductivity in metals is
attributed to electronic thermal transport and in insulators to pho-
nonic thermal transport through the material lattice. The MXC plate
and the puck in which the PCB is placed are metallic (Au-plated
OFC), meaning the thermal path from the MXC to the PCB can be
modeled as one lumped thermal resistance Rm that is inversely

FIG. 8. QDT calibration. Top panel: Comparison of the uncalibrated (black dots) and
calibrated effective temperature (mustard dots) as a function of the MXC tempera-
ture. In gray, we include a fit to the calibrated data using the expression

Teff ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
T2
MXC þ T2

0

q
. Bottom panel: fractional accuracy of the calibrated data with

respect to the MXC temperature.

FIG. 10. (a) High-level schematics of on-chip multiplexer structure for a resistor
DUT such as one shown in Fig. 1(c). FET and SET DUTs use separate similar multi-
plexer structures with a different number of DUT terminals as required for that DUT
type. (b) Sample layout of devices to be accessed using a multiplexer.

FIG. 9. The silicon chip. (Left) Optical image of the Bloomsbury chip, glued and
wire-bonded to a PCB. (Right) Diagram of the Bloomsbury chip showing
approximate locations of devices used for thermometry, the pad ring and the
dimensions.
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proportional to temperature. Furthermore, the electrical connections
to the PCB are all metallic (PhBr). The net effective temperature value
used for this proportionality is assumed to track linearly with the mix-
ing chamber temperature (not necessarily equal to Tm, but some con-
stant times Tm), meaning that the metal resistance, Rm, can be
expressed as

Rm ¼ am=Tm; (9)

where am is a proportionality constant.
Several metal contact points occur along the path represented by

Rm, namely, mixing chamber plate to puck head, puck head to puck
rails, and puck rails to PCB. The thermal resistance of the contact
points is complex to model, as their thermal conductivities likely scale
with temperature raised to the power of some unknown value in the
range 0.75–2.5.52 For simplicity, we ignore the thermal contact resis-
tance in this model and note that all contact points are Au-plated and
were fastened as tightly and with as much surface area as possible to
minimize the effects of thermal contact resistance in measurements.
As we see in Fig. 4(a), this approximation does not hinder the quality
of the fit.

After the Au-plated contact between puck rail to PCB, the PCB
and chip are both made of a combination of insulator and metal mate-
rials. However, we assume that the thermal transport in both cases is
to be dominated by the phononic mechanism in the insulator portions
which make up the bulk of the material. Four distinct nodes must be
modeled here representing four different physical locations in the sys-
tem: the point at which the puck rail contacts the PCB, the location of
the on-chip thermometer, the location of the on-chip heater, and the
effective location of the on-chip background supply power dissipation.
A complete mesh of thermal resistances between each of these nodes

and each of the other three nodes is constructed, resulting in six ther-
mal resistances Rins;1 through Rins;6. The temperature at the on-chip
thermometer node is denoted as Tt. All six of these thermal resistances
are modeled as proportional to the inverse of T3

t such that

Rins;n ¼ ains;n=ðT3
t Þ; (10)

where n is a number between 1 and 6 and ains;n are constants. Again,
this does not mean the effective temperature of each of the thermal
resistances is exactly Tt, just that the effective temperature scales with
Tt in a constant relationship. This assumption and the similar one for
mixing chamber metal effective temperature are likely to be the most
important sources of error of the model. One way to remove these
assumptions would be to have a full 3D physical model of the system
with temperature, heat flow, and thermal properties evaluated at many
points along a spatial mesh. However, such an approach does not yield
a useful analytical form of relationships like the model presented here.

The model is now sufficiently well-defined to determine Tt as a
function of Ph and Ps. Tracing along the path from the mixing cham-
ber to Tt via Rins;1 yields the following equation:

Tt ¼ Tm þ RmðPh þ PsÞ þ Rins;1ðrhPh þ rsPsÞ; (11)

where rh is a value between 0 and 1 representing the portion of Ph
which flows through Rins;1 and rs is a similar value representing the
portion of Ps which flows through Rins;1. The values of rh and rs are
constant and can be expressed in terms of ains;1 through ains;6. The key
point is that the six resistances Rins;1 through Rins;6 form a constant
power divider network through which Ph and Ps flow. Equation (11)
can then be rewritten as

T4
t ¼ T3

t a
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Ph þ Ps

p þ bhPh þ bsPs; (12)

where a ¼ kþ am=k; bh ¼ rhains;1, and bs ¼ rsains;1. For a given Ph
and Ps, the positive real-valued solution for Tt gives the modeled on-
chip temperature.

For each point in the measured datasets shown in Fig. 4, Tt; Ph,
and Ps are known. Thus, each dataset can be considered as a series of
linear equations in a, bh, and bs. Since each dataset has more than
three points, a Moore–Penrose inverse can be used to determine the
least-squares solution for a, bh, and bs. Each of these three values has a
physical meaning useful for analysis. The parameter a represents the
joint effects of metal thermal conductance in the system and cooling
power at the mixing chamber changing with temperature. The param-
eters bh and bs represent the effect of thermal conductance of the insu-
lating materials in the chip and PCB changing with temperature as
they relate to the heater power and the background supply power,
respectively. It is also worth noting that for more than two on-chip
heat sources, this model can be generalized to include any number of
heat sources as follows:

T4
t ¼ T3

t a
ffiffiffiffiffiffiffiffiffiffiffiffiffiX

Px
q

þ
X

bxPx: (13)

Additionally, in Fig. 11(b), we plot the diode temperature vs
heater power for different thermometer-heater separations. We fit the
data to Eq. (12), considering Ps ! 0W, to extract the thermal coeffi-
cients a and bh and plot them in Fig. 11(c). We see a decay of the val-
ues as d is increased consistent with the reduced heat transfer
efficiency at larger distances.

FIG. 11. Thermal model. (a) Schematic of the thermal circuit used to model the sys-
tem. (b) Diode temperature vs heater power for different separations, d. Dashed
lines are fits to Eq. (12). (Inset) Schematic indicating the approximate location of the
closest and furthest heating diodes. (c) Extracted parameters a and bh as a func-
tion of separation.
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Finally, in Fig. 12, we show a comparison of quality of the fits to
the heating data using the advanced model, including the effect of the
insulating materials [Eq. (4)], and the simplified model [Eq. (5)]; see
panels (a)–(h), respectively. In Table II, we compare the quality of the
fits through v2. We observe that the diode data benefits from including
the contribution of the insulating materials, whereas for the rest of the
thermometers (SPTT, GRT, and QDT) can be well fit by the square
root dependence.

VIII. EXPERIMENTAL SETUP

Figure 13 gives a more detailed diagram of the measurement
setup used for the experiments described in Sec. II. Digital control
equipment, power supplies, and low-noise SMUs are all connected to a
breakout box that is connected to the top of a Bluefors XLD dilution
refrigerator through shielded cables. These signals are then carried by
PhBr twisted pairs to the MXC of the dilution refrigerator. At each
temperature stage, the twisted pairs are thermalized and furthermore

FIG. 12. Fit quality comparison of the heating data. (a)–(d) DT, SPTT, GRT, and QDT data, respectively, fitted using Eq. (4) and (e)–(h) using square root fits, Eq. (5). For the
data in (c) and (g), the blue fit extrapolates from the low-temperature (SPTT) points only, whereas the red fit extrapolates from the high-temperature (GRT) points only. As
such, the red fit’s low-temperature tapering in the yellow region should not be taken to represent a real effect.

TABLE II. v2 of the fits in Fig. 12 for the different sensor-heater arrangements.
Middle column, fit to Eq. (4). Right column, fit to Eq. (5).

Thermometer v2 full model v2 sqrt model

Diode 60 lm 0.002 0.025
Diode 120 lm 0.009 0.018
Diode 180 lm 0.010 0.017
Diode 240 lm 0.014 0.016
SPTT 0.002 0.000
SGRT 0.013 0.001
QDT 0.749 0.622

FIG. 13. Diagram showing the measurement setup used for the experiments
described in Sec. II. DC wiring in the fridge is made of phosphor bronze and ther-
malized at each temperature stage.
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at the MXC stage the signals pass through a set of QDevil RC and RF
filters before reaching the PCB and sample. We performed conven-
tional thermometry and heating using a Bluefors temperature control
unit combined with Bluefors ruthenium oxide and platinum ther-
mometers and a heater, respectively, all attached to the MXC plate.
The DC lines used for conventional thermometry are the same as those
described above for the experimental setups. We glue the sample to a
PCB (FR4, 0.8mm thick, Au-plated Cu) using silver paste. We use two
different PCB designs with nominally identical properties (see Fig. 13).
The device is bonded to the PCB using 25lm diameter Al:Si bondwire
and the PCB is screwed onto a Au-plated copper bracket inside a sam-
ple puck that attaches to the bottom of the MXC plate.
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