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Abstract—Due to the continuous increase in the communica-
tion frequency band of the sixth-generation (6G) wireless commu-
nication network, it can potentially provide positioning services
for applications such as intelligent transportation. However, lim-
ited radar cross sections of vehicles may result in too weak echo
signals and incorrect measurement associations, especially for
base stations (BSs) with low transmit power. To tackle this issue,
we propose a novel cooperative localization scheme in cellular
networks, where the controllable signal reflection capabilities
of intelligent reflecting surfaces (IRSs) are utilized to facilitate
target association. Specifically, IRSs are mounted on the vehicles
to enhance the echo signals towards the associated BS while
reducing interference with other BSs. We aim to minimize the
maximum Cramér-Rao lower bound (CRLB) of location errors
by jointly optimizing target association, IRS phase shifts, and
dwell time. However, solving this CRLB optimization problem
is non-trivial due to the non-convex objective function. To this
end, we transform the problem for single-vehicle localization into
a monotonic optimization problem, thereby optimally solving
it through the Polyblock-based algorithm. For multi-vehicle
localization, we propose a heuristic algorithm to efficiently
optimize the target association and dwell time allocation. Finally,
our simulation results verify that deploying IRSs on vehicles
can effectively improve the resolution ability of multi-vehicle
positioning and reduce the BS number requirements.

I. INTRODUCTION

In recent years, applications such as autonomous driving
and intelligent transportation have brought a significantly
increasing demand for high-accuracy and low-latency local-
ization services for vehicles [1]. Benefiting from the continu-
ous increase in the communication frequency band, cellular
networks (CNs) are capable of providing sensing services,
including range measurement, target detection and localiza-
tion. Due to the widespread availability of CNs in cities,
CN-based localization methods have the potential to provide
seamless sensing coverage. In the literature, the majority of
work on positioning through CNs focuses on the deployment
of base stations (BSs), beamforming design, and allocation of
resources [2].

Although the advantages mentioned above, achieving high-
quality positioning based on CNs still faces crucial challenges.
First, since receivers are unaware of concurrent reflections
from multiple targets, it is difficult to match measurements
with the right target, resulting in "ghost" targets, especially for
dense-target scenarios [3]. Second, due to the random reflec-
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Fig. 1. Scenarios and protocol for IRS-assisted vehicle localization.

tion coefficient and the generally small radar cross sections
(RCS) of moving vehicles, the echo signals reflected from
vehicles may be too weak for precise target detection/tracking
[4]. Finally, when the trajectories of several targets are in close
proximity to each other, conventional localization methods
have difficulty in discriminating these targets. It is observed
that these issues are primarily caused by the uncontrollability
of echo signals. In fact, with the development of metama-
terial technology, it is possible to control the propagation
path of electromagnetic waves. Therefore, controlling echo
signals become a promising solution to enhance localization
performance and reduce interference to other devices.

In addition to providing effective communication services,
intelligent reflecting surfaces (IRSs) can also aid to sense
targets in blind areas by establishing virtual light-of-sight
(LoS) links between BSs and targets [5]. At present, the
majority of existing works have focused on exploiting IRSs
to improve sensing performance among static or low-mobility
targets, where IRSs are generally deployed in fixed locations
[6]. However, the coverage ability under such IRS deploy-
ment strategies may be constrained for high-mobility vehicles.
How to achieve high-resolution and high-reliable localization
as well as efficiently reduce interference between different
measurements is still an open issue.

In this paper, we propose a novel cooperative localization
scheme in WCNs, by employing IRSs on the surfaces of ve-
hicles to facilitate their association between the measurement
at the BSs, as shown in Fig. 1. In this way, the controllable
signal reflection at the IRS sides can be exploited to enhance



the reflected signal strength and reduce interference with
unassociated devices. Then, in our considered system, the
Cramér-Rao lower bound (CRLB) is adopted to describe the
localization performance [7]. Due to the ability to actively
control echo signals, the maximum CRLB of vehicles is
minimized by jointly optimizing target association, IRS phase
shifts, and dwell time, thereby ensuring the fairness of local-
ization performance across multiple vehicles. To investigate
the localization performance of the proposed sensing scheme,
the maximum CRLB of vehicles is minimized by jointly
optimizing target association, IRS phase shifts, and dwell
time. However, solving this CRLB optimization problem is
highly non-trivial due to the non-convex objective function
and closely coupled variables. To tackle this issue, we prove
the monotonicity of the CRLB with respect to (w.r.t.) the dwell
time to facilitate solving the problem. The main contributions
of this paper can be summarized as follows:

• We propose a novel IRS-aided cooperative localization
scheme, where an IRS is mounted on the vehicle to en-
hance localization performance, and the beam flattening
technique is presented to ensure sensing reliability.

• For single-vehicle localization, the problem is proved
to be a monotonic optimization (MO) problem and can
be optimally solved by the Polyblock-based algorithm.
For multi-vehicle localization, we propose a heuristic
algorithm to optimize the target association and time
allocation effectively.

• Finally, our simulation results verify the effectiveness
of the proposed cooperative localization scheme and
validate its superiority over benchmark schemes.

II. SYSTEM MODEL AND PROBLEM FORMULATION

As shown in Fig. 1, M cellular BSs with a single transmit
antenna and a single receive antenna are employed to provide
localization services for K vehicles. The targets can be
extended to robots, unmanned aerial vehicles, etc. The BSs
are indexed by m ∈ M = {1, · · · ,M}, and the location of
BS m is denoted by (xr

m, yrm, Hm). The vehicles are indexed
by k ∈ K = {1, · · · ,K}, where an IRS is deployed on the
surface of each vehicle for actively controlling echo signals.
The target and IRS are interchangeable according to context
in the following discussion. The uniform planar array (UPA)
with half-wavelength antenna spacing is adopted at the IRS,
and the number of IRS elements is L = Lx ×Ly , indexed by
l ∈ L = {1, · · · , L}, where Lx and Ly denote the number of
elements along the x- and y-axis, respectively.

A. Proposed Localization Scheme

To tackle the target association issues, we propose a novel
cooperative localization scheme to actively control the direc-
tion of echo signals by designing the IRS phase shifts, and
thus facilitate to establish the association between vehicles
and the measured distances at the BSs, as shown in Fig. 1. It
is practically assumed that the location of vehicles keeps con-
stant within a sufficiently small time duration ∆T [8]. Then,
the duration ∆T is further divided into several time slots, and

the association between BSs and IRSs is optimized at different
time slots. Specifically, the time duration ∆T is divided into
N time slots, and N is optimized according to the numbers
of vehicles and BSs, which will be discussed in Section IV.
The time slots are indexed by n ∈ N = {1, · · · , N} and
the proportion of time slot n in ∆T is recorded as ηn with∑N

n=1 ηn = 1. It is worth noting that the BSs do not need to
interact with the vehicles, but only send control commands to
the IRS controller to adjust the IRS phase shifts.

To establish a unique association between BSs and IRSs,
we introduce the set of binary variables {bk,m,n}, k ∈ K,m ∈
M, n ∈ N , which indicates that BS m transmits signal sm(t),
and then IRS k reflects incident signal sm(t) towards BS
m for positioning vehicle k at time slot n if bk,m,n = 1,
otherwise, bk,m,n = 0. To establish the unique association
between measured distances and vehicles, at time slot n, the
phase shifts of IRS k are designed to enhance the reflected
echo signal power for at most one BS, i.e,∑M

m=1
bk,m,n ≤ 1,∀k ∈ K, n ∈ N . (1)

Similarly, to avoid mutual interference between BSs and IRSs,
at each time slot, each BS transmits signals to sense at most
one vehicle, i.e.,∑K

k=1
bk,m,n ≤ 1,∀m ∈ M, n ∈ N . (2)

Moreover, to simplify the practical implementation, we as-
sume that one vehicle and one BS are associated at most one
time slot as follows:∑N

n=1
bk,m,n ≤ 1,∀k ∈ K,m ∈ M. (3)

By adopting the above constraints, the measured distance at
the BSs can be associated with a certain vehicle, thereby
effectively improving the localization accuracy and avoiding
the complexity of target association.

Without loss of generality, the prior location of vehicle k,
denoted by (x̂t

k, ŷ
t
k), can be obtained based on its onboard

sensors such as global positioning system (GPS) or the state
estimation according to previous observations. Due to vehicle
mobility or sensor measurement errors, the accurate 2D loca-
tion of vehicle k, i.e., (xt

k, y
t
k), is assumed to be uniformly

distributed within a circle with the radius re and center point
(x̃t

k, ỹ
t
k), where (x̃t

k, ỹ
t
k) represents the prior location of IRS

k. For notational simplicity, vehicles are assumed to drive
along a straight road that is parallel to the x-axis. At the nth
time slot, the reflection-coefficient matrix of IRS k is given
by Θk,n = diag(ejθk,1,n , ..., ejθk,L,n), where θk,l,n denotes
the reflecting phase shifts of the lth element of IRS k.

B. Radar Measurement Model

The low-pass equivalent of the signal transmitted from BS
m is denoted by sm(t), and 1

W

∫
W ·∆t

|sm(t)|2 dt = 1, where
W is the number of symbols during signal processing interval
and ∆t is the time of one symbol. Following the assumption
in [9], the transmitted signals are approximately orthogonal
for any time delay τ of interest, i.e.,

1

W

∫
W ·∆t

sm(t)s∗m′(t− τ)dt ≈
{

1 if m = m′

0 if m ̸= m′ , (4)



where (·)∗ denotes the conjugate operator. The vehicle k’s
direction relative to BS m is defined by {φk,m, ϕk,m}, where
φk,m and ϕk,m respectively denote the azimuth and elevation
angles of the geometric path connecting IRS k and BS m. The
channel power gain between IRS k and BS m can be given
by βG

k,m = β0d
−2
k,m, where β0 is the channel power gain at the

reference distance 1 m. hDL
k,m ∈ C1×L and hUL

k,m ∈ CL×1 are
respectively the downlink and uplink channel vectors between
BS m and IRS k, given by hDL

k,m =
√
βG
k,maIRS (φk,m, ϕk,m)

and hUL
k,m =

√
βG
k,maT

IRS (φk,m, ϕk,m), where aIRS =[
1, · · · , e−jπ(Lx−1)Φk,m

]T ⊗
[
1, · · · , e−jπ(Ly−1)Ωk,m

]T
,

Φk,m = sin(ϕk) cos(φk), Ωk,m = sin(ϕk) sin(φk), and ⊗
denotes the Kronecker product.

Let µk,m and τk,m respectively denote Doppler frequency
and the round-trip delay of echo signals. At the nth time slot,
the echo signals received at BS m can be expressed as
rm,n(t) = bk,m,nGk,m,n

√
PAsm(t− τk,m)

+
∑M

m′ ̸=m

∑K

k=1
bk,m′,nGk,m′,n

√
PAsm′(t− τk,m′)

+ bk,m,n

∑K

k′ ̸=k
Gk′,m,n

√
PAsm(t− τk′,m) + zm(t),

(5)

where Gk,m,n = ej2πµk,mthUL
k,mΘk,nh

DL
k,m. where PA is the

transmit power, zm(t) ∈ CN (0, σ2
s) represents the additive

disturbance, and σ2
s is the noise power at the receive antennas

of the BS. Note that the interference from other unassociated
BSs can be removed by the filtering operations due to the
orthogonality of signals in (4). The BS correlates the received
signal with the associated normalized detection signal, and
the signal-to-noise ratio (SNR) of the received echos reflected
from IRS k is expressed in expectation form, i.e., γS

k,m =∑N
n=1 bk,m,n

ηn∆T
∆t

PAE
[
|hUL

k,mΘk,nh
DL
k,m|2

]
PA

∑K
k′ ̸=k

E
[∣∣∣hUL

k′,mΘk′,nh
DL
k′,m

∣∣∣2]+σ2
s

, where

∆T
∆t represents the number of symbols during the time ∆T .

Based on the above analysis, by adopting a certain asso-
ciation {bk,m,n}, the vector parameter pk = [xt

k, y
t
k] can be

estimated based on the measured distance, e.g., least squares
method and maximum likelihood estimation (MLE) method
[10]. The estimated distance from BS m to IRS k is expressed
as d̃k,m = dk,m+ zk,m, where the error of estimated distance
zk,m is generally inversely proportional to the signal-to-noise
ratio (SNR) of echo signals at the BS receiver [11], i.e.,

σ2
k,m ∝ (γS

k,m)−1, (6)
where γS

k,m is the SNR of the echo signal from target k at the
receive antenna of BS m after match-filtering. Given a vector
parameters pk = [xt

k, y
t
k], the unbiased estimate satisfies the

following inequality
Epk

{
(p̂k − pk)(p̂k − pk)

T
}
≥ I−1(pk), (7)

where I(pk) is the Fisher Information matrix (FIM), and
it can be obtained by utilizing the chain rule based on the
measurement dk = [dk,1, · · · , dk,M ], when the measurement
noise is Gaussian and the distance measurement covariance

matrix Σk is not dependent on the parameter pk, i.e.,

I(pk) =
(
∇pk

d(pk)
)T

Σ−1
k

(
∇pk

d(pk)
)
, (8)

where the distance measurement covariance matrix of M BSs
is denoted by

Σk =

 σ2
k,1 · · · 0
...

. . .
...

0 · · · σ2
k,M


M×M

. (9)

In (8), the Jacobian matrix ∇pk
d(pk) is ∇pk

d(pk) = ∂dk

∂pk
,

i.e., ∇pk
d(pk) =

 cosφk,1 cosϕk,1 sinφk,1 cosϕk,1

...
...

cosφk,M cosϕk,M sinφk,M cosϕk,M

.

The CRLB of vehicle k’s location estimation error can be
expressed as CRLBk = tr

(
I−1(pk)

)
.

C. Problem Formulation
In this work, we aim to minimize the maximum CRLB

of the location estimation error by jointly optimizing the BS-
IRS association, the phase shift matrices of IRSs, and the time
allocation. The problem is formulated as follows.

(P1) : min
{Θk,n},η,{bk,m,n},N

max
k

CRLBk (10)

s.t. (1)− (3),

θk,l,n ∈ [0, 2π),∀k, l, n, (10a)∑N

n=1
ηn = 1, (10b)

ηn ∈ [0, 1],∀n, (10c)
bk,m,n ∈ {0, 1},∀k,m, n, (10d)

N ∈ N+, (10e)

where η = [η1, · · · , ηN ]. Solving (P1) optimally is non-trivial
due to the non-convex objective function, the closely coupled
variables, and the uncertain number of time slots.

III. SINGLE-VEHICLE LOCALIZATION

In this section, we consider the single-vehicle localization,
i.e., K = 1, to draw useful insights into the IRS phase shift
and time allocation design. Without loss of generality, the
number of time slots is set to N = M , and then variables
{bm,n} can be ignored since the association order has no
effect on the CRLB value and the BS-IRS association can
be recovered according to the time allocation results. For
simplicity, the IRS is associated with the BSs in the order
of the BS index. Then, (P1) is simplified to (by dropping the
target index) minimizing the CRLB of the localization error,
i.e.,

(P2) : min
{Θm},η

CRLB (11)

s.t. θl,m ∈ [0, 2π),∀l,m, (11a)∑M

m=1
ηm = 1, (11b)

ηm ∈ [0, 1],∀m. (11c)

In the following, we present a phase shift design method
for robust localization, and derive a simpler expression of the
CRLB w.r.t. time allocation η.



A. Phase Shift Design for Robust Localization

In the considered system, we present the beam flattening
technique to achieve efficient and robust localization [12].
Specifically, due to the uncertain location of the vehicle,
spatial resolution angles from BS m to the IRS (i.e., Φm

and Ωm) lie within two angular spans, denoted by
[
Φ̄m,Φm

]
and

[
Ω̄m,Ωm

]
, where Φ̄m = max

xt
m,yt

m

Φm, Φm = min
xt
m,yt

m

Φm,

Ω̄m = max
xt
m,yt

m

Ωm, and Ωm = min
xt
m,yt

m

Ωm. By adopting beam

flattening [12], when the IRS is associated with BS m, the
IRS elements of each row along the x-axis are divided into
Qx

m sub-arrays with Ls
x = Lx/Q

x
m elements in each sub-array.

Similarly, the IRS elements of each column along the y-axis
are divided into Qy

m sub-arrays with Ls
y = Ly/Q

y
m elements

in each sub-array.
Here, the IRS phase shifts can be designed based on the

beam flattening technique proposed in [12] and the BSs only
need to transmit the angular span information to the IRS
controller for phase shift design. Here, the details are omitted
for brevity. By adopting beam flattening, even if the position
of the vehicle is uncertain, the BS can always receive the echo
signal reflected from the IRS. Then, the SNR of echo signals
received at BS m can be recast in approximate form as

γS
m ≈ ηmγ̄S

m, (12)

where γ̄S
m =

β2
0∆TL2

Q2
m∆td4

mσ2
s

and Qm = Qx
mQy

m. According to
(6), we have σ2

m = C0

γS
m

, where C0 is the variance parameter
of the estimation method. Let γ̃m = γ̄m cos2 ϕm, the CRLB
of vehicle location estimation can be rewritten as

˜CRLB =
C0

∑M
m=1 ηmγ̃m∑M−1

j=1 ηj γ̃j

(∑M
i=j+1 ηiγ̃isin

2(φi − φj)
) . (13)

The simplified expression of CRLB in (13) shows that the
sensing accuracy is only related to the azimuth difference
between any two associated BSs to the vehicle, i.e., φj −φi,
instead of the absolute azimuth angle. In this case, (P2) can
be transformed as follows.

(P2.1) : min
η

˜CRLB, s.t. (11b), (11c). (14)

B. Proposed Algorithm
For problem (P2.1), it is not difficult to verify that if M = 1,
˜CRLB → ∞. When there is prior knowledge about the region

of the vehicle, two receivers (M = 2) would suffice for vehicle
localization. When M = 2, it can be verified that the optimal
time allocation η∗1 =

√
γ̃2√

γ̃1+
√
γ̃2

and η∗2 =
√
γ̃1√

γ̃1+
√
γ̃2

.

Proposition 1: The CRLB value decreases monotonically
as ηm increases.
Proof: Please refer to Appendix A. ■

Intuitively, the increase of the dwell time on any BS leads to
the improvement of measurement accuracy, thereby improving
the positioning accuracy of the vehicle. Lemma 1 implies that
(P2.1) is an MO problem w.r.t. ηm, and thus (P2.1) can be
optimally solved based on the framework of the Polyblock-
based algorithm [13]. Specifically, during the rth iteration, the
vector η(r) = [η

(r)
1 , · · · , η(r)M ] corresponding to the minimum

˜CRLB is selected, and then its projection point is calculated as
η
(r)
m =

η(r−1)
m∑M

m=1 η
(r−1)
m

. After each iteration, a smaller Polyblock

set can be constructed by replacing the vertices η(r) with the
newly generated vectors. The algorithm details are omitted for
brevity, more details refer to [13].

IV. MULTI-VEHICLE LOCALIZATION

Similar to the adopted beam flattening technique for single-
vehicle cases, if bk,m,n = 1, the phase shift of IRS k
is designed to cover the spatial span

[
Φ̄k,m,Φk,m

]
and[

Ω̄k,m,Ωk,m

]
along x- and y-axis, respectively. In this case,

the echo signals will also be received by other BSs within this
angular range relative to vehicle k, resulting in an uncertain as-
sociation between vehicles and measured distances. To tackle
this issue, the interference caused by unassociated IRS should
be avoided according to the spatial relationship between IRSs
and BSs. Here, the interference relationship can be described
according to the prior location of vehicles. Specifically, if BSs
m and IRS k are associated at a certain time slot, and the
adopted beam flattening techniques (c.f. Section III) will cause
interference to BS m′ if

[
Φ̄k,m,Φk,m

]
∩ Φk,m′ ̸= ∅ and/or[

Ω̄k,m,Ωk,m

]
∩Ωk,m′ ̸= ∅, and in this case, let wk,m,m′ = 1;

otherwise, wk,m,m′ = 0. Notice that if bk,m,n = 1, BS m′

should not work at the nth time slot if wk,m,m′ = 1. Based on
the established interference graph {wk,m,m′}, the interference
can be avoided if the following constraints are satisfied, i.e.,

bk,m,n +
∑K

k′ ̸=k
bk′,m′,n ≤ 2− wk,m,m′ ,∀k,m, n. (15)

By satisfying the constraints in (15), the interference from
unassociated IRS can be ignored due to the weak reflecting
power outside the main lobe. Then, the SNR of the received
echos can be expressed as

γS
k,m =

∑N

n=1
bk,m,nηnγ̄

S
k,m, (16)

where γ̄S
k,m =

β2
0∆TL2

Q2
k,m∆td4

k,mσ2
s

. Then, the CRLB of vehicle k

can be approximated as

˜CRLBk

=
C0

∑M
m=1γ̄

S
k,m cos2 ϕk,m∑M−1

j=1 γ̄S
k,j cos

2 ϕk,j(
∑M

i=j+1γ̄
S
k,i cos

2 ϕk,isin
2(φk,i−φk,j))

.

(17)
Thus, (P1) can be equivalently transformed into

(P3) : min
η,{bk,m,n},N

ξ (18)

s.t. (10b)− (10e), (1)− (3),

˜CRLBk ≤ ξ,∀k, (18a)

bk,m,n+

M∑
k′ ̸=k

bk′,m′,n≤2− wk,m,m′ ,∀k,m, n. (18b)

Note that under the optimal association {bk,m,n}, it can be
readily verified that the optimal time allocation {ηm} can
be solved by the MO-based algorithm presented in Section
III. Thus, a direct way to find the optimal solution to (P3)



Fig. 2. MSE comparison versus CRLB under
different transmit power.

Fig. 3. Localization performance comparison
versus different numbers of IRS elements.

Fig. 4. statistical CRLB comparison versus different
numbers of targets.

is to search all possible BS-IRS associations and calculate
the corresponding optimal time allocation through the MO-
based algorithm, and then the BS-IRS association with the
minimum CRLB value is the optimal solution. However,
such an operation is infeasible due to the high computational
complexity, especially when the number of targets/BSs is
large. To this end, we propose a heuristic BS-IRS association
algorithm according to the derived conclusion in Section III.

According to the analysis in Section III, the sensing perfor-
mance of the solution with only two BSs approaches to that of
the optimal solution. Thus, we propose a two-step algorithm
to solve target association and time allocation, where only
two BSs with the minimum CRLB value are selected to
localize each vehicle, thereby reducing the total number of
time slots and the algorithm complexity. In this case, the total
number of BS-IRS associations is 2K, and the probability
of potential interference is reduced. The associated BSs with
IRS k are denoted by k1 and k2, and the optimal ˜CRLB

∗
k is

only affected by these two association time ratios, denoted
by ηk,1 and ηk,2. Then, we normalize the CRLB of each
vehicle, and the corresponding normalized time ratios can
be denoted by η̄k,1 = ˜CRLB

∗
kηk,1 and η̄k,2 = ˜CRLB

∗
kηk,2,

respectively. In this case, the obtained CRLB is the same
for each vehicle using the normalized time ratio, thereby
ensuring the fairness of multi-vehicle sensing. To make full
use of space resources and achieve a better resource allocation
effect, the BS-IRS associations are sorted according to the
normalized time ratio, and then place these associations into
the time slot set sequentially based on the interference-free
graph {wk,m,m′}. If the current BS-IRS association cannot
be accommodated within the existing time slot set, a new
time slot is generated, and N → N + 1. After updating the
time slot, the BS-IRS associations are sorted based on the
expected dwell time, thereby enhancing utilization efficiency
of time resources.

V. SIMULATIONS

To validate our analysis and characterize the performance
of the proposed localization scheme, Monte Carlo simulation
results are presented in this section. The system parameters
are given as follows: Lx = Ly = 40, K = 10, M = 4,
β0 = −30dB, σ2

s = −80dB, PA = 1W, De = 5m, ∆T =

TABLE I
STATISTICS ON THE NUMBER OF OPTIMAL ASSOCIATED BSS.

Number of associated BSs 2 3 4 5-10

Proportion 90% 8% 2% 0

Minimum value of {ηm} 0.29 0.018 0.001 -

0.1s, ∆t = 10−6s, and C0 = 0.1. In addition, the following
benchmark schemes are taken into account for comparison:
• Average: The same time ratio is assigned to each BS.
• Closest: The two closest BSs to each vehicle are selected

to be associated with the IRS.
• Time Division: Each vehicle is sensed on orthogonal time

slots, with optimal time allocation separately.
First, the number of the associated BSs for the optimal

solution is statistically analyzed by setting M = 10, as shown
in Table I, where the location of BSs is randomly generated.
It is worth noting that with probability 90%, the IRS only
associates with two BS at the optimal solution, i.e., even
if there are more candidate BSs, it tends to choose fewer
BSs to associate with. This is expected since associating
with more BSs will disperse the echo’s energy, resulting in a
decrease in the average accuracy of distance measurements. In
other words, the diversity of measurement directions cannot
compensate for the loss of distance measurement accuracy.
Moreover, when the number of associated BSs increases,
the minimum time ratio of the optimal solution gradually
decreases. When the optimal number of associated BSs is 4,
the minimum time ratio is only 0.001, which indicates the
measurement of the corresponding BS is negligible.

Fig. 2 illustrates the performance for target localization in
terms of the mean square error (MSE), with the increase of the
transmit power PA. The MLE method is adopted for obtaining
the vehicle location via exhaustive grid search. As expected,
the location MSEs of these schemes are lower-bounded by
the corresponding CRLB, and the CRLB is tight and can be
achieved by the MLE in the high-transmit power regime. It can
be seen that the proposed method outperforms both benchmark
scheme designs, especially when the transmit power is low.
Compared to the 0.4/0.9 W transmit power’s threshold to



achieve a tight CRLB for the "average"/"closest" scheme, the
proposed scheme can take the optimal time ratio to achieve
that at a lower transmit power (i.e., 0.2 W ) due to a better
balance between different distance measurements.

In Fig. 3, the localization performance is compared under
different numbers of IRS elements with PA = 0.1 W. The
"average" scheme and the "closest" scheme lead to about 1.3
and 37.3 times higher CRLB as compared to the proposed
scheme, respectively. Compared with De = 0.5 error bound
of the vehicle’s prior location, the CRLB gap between the case
with De = 0.5 m and the case with De = 5 m becomes more
pronounced with increasing the number of IRS elements L.
The main reason is that the beam width of the echo signals
becomes narrower with the increasing L, and thus the IRS
needs to be divided into more sub-groups to ensure that the
BS can receive echo signals effectively. The "closest" scheme
with the prior location’s error De = 5 achieves much worse
positioning performance as compared to that of De = 0.5,
which is mainly because the closer the potential distance
between BS and IRS, the wider the beam should be designed
to cover the potential angular range.

In Fig. 4, it can be observed that the CRLB of these
considered schemes increases monotonically with the number
of vehicles K, and the reduction of the CRLB achieved by
our proposed scheme over two benchmark schemes increases
as the number of vehicles increases. For each considered
scheme, the CRLB with M = 10 can be reduced about 5
times compared to that with M = 5, and the main reason
for the reduction in CRLB is that there are more BS-IRS
associations with no interference to make sure more distances
can be measured simultaneously. For the "closest" scheme,
when the number of BSs is less (i.e., M = 5), the CRLB
increases faster caused by potentially more severe interference
and the reduced utilization efficiency of time resources. Notice
that the proposed scheme is reduced to the "time division"
scheme for single-vehicle cases, while for two-vehicle cases,
the positioning performance of the "time division" scheme
is severely degraded as compared to the proposed scheme.
The main reason is that the interference probability between
different BS-IRS associations is relatively low for less-vehicle
cases, and the "time division" scheme does not fully utilize
time and space resources.

VI. CONCLUSIONS

In this paper, we proposed a novel cooperative localization
scheme with the active control of echo signals, where target
association, IRS phase shifts, and dwell time are jointly
optimized to improve sensing performance. For single-vehicle
localization, we prove that the transformed problem is an MO,
which can be optimally solved by the Polyblock-based algo-
rithm. For multi-vehicle localization, a heuristic algorithm to
optimize target association and time allocation. Finally, simu-
lation results demonstrate that our proposed scheme achieves a
significantly lower localization error over benchmark schemes.

APPENDIX A: PROOF OF PROPOSITION 1

First, we let xm = ηmγ̄S
m cos2 ϕm. Proposition 1 holds if

CRLB is a monotonically decreasing function of xm since
xm is an affine transformation of ηm. Let CRLB ∆

= f(x) =∑M
m=1 xm∑M−1

m=1 xm
∑M

i=m xisin2(ϕi−sinϕm)
, where x = [x1, · · · , xM ].

The partial derivative of CRLB w.r.t. xm′ can be given by

∂f(x)

∂xm′
=

g(x)(∑M−1
m=1 xm

∑M
i=m xisin

2 (ϕi − ϕm)
)2 , (19)

where g(x) =
∑M−1

m ̸=m′ xm

∑M
i ̸=m,m′ xisin

2 (ϕi − ϕm) −(∑M
m ̸=m′ xm

)∑M
i̸=m′ xisin

2 (ϕi − ϕm). In the following, it

will be proved that for any given {ϕm}, ∂2f(x)
∂2xm′

≤ 0 always

holds. Since ∂2g(x)
∂2xm

≤ 0, we have x∗
m = argmax

xm

g(x) = 0

if ∂g(x)
∂xm

≤ 0. In this case, xm can be removed. Otherwise,
∂g(x)
∂xm

> 0, and the optimal solution to the maximum value
of g(x) is obtained if and only if ∂g(x)

∂xm
= 0. Hence, we have

g(x) =
∑M

m̸=m′ xm(
∑M

i ̸=m,m′(sin
2(ϕm − ϕm′)− sin2 ϕm −

sin2 ϕm′)) − (
∑M

m̸=m′ x2
m sin2(ϕm)) ≤ 0. Thus, ∂f(x)

∂xm
≤ 0,

∀m ∈ M. The proof is completed.
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