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Abstract—As we move towards next-generation wireless net-
works, the need for sustainability through energy efficiency (EE)
concepts becomes more important than ever. Meanwhile, technol-
ogy enablers, such as beamforming and reconfigurable intelligent
surfaces (RISs), if appropriately used in a synergetic manner, can
deliver profound excellence in terms of EE. Motivated by this, in
this paper, we introduce an EE maximization policy that accounts
for the rate demands of the end-users in RIS-assisted cell-free
networks. The policy aims at performing joint optimization of the
transmit beamforming vectors and the RIS phase-shift matrices
in order to maximize the EE. In this direction, we first formulate
the corresponding optimization problem, which is non-convex.
To solve it, we rely on advanced optimization methods such as
quadratic and Lagrangian dual transforms. Numerical results
highlight the superiority of the presented policy in comparison
to baseline approaches and reveal the most impactful network
parameters.

Index Terms—Reconfigurable intelligent surface, cell-free net-
work, energy efficiency maximization, fractional programming,
beamforming.

I. INTRODUCTION

IN beyond fifth generation and sixth generation networks,
the emergence of vision centered on sustainable and green

communication has sparked a crucial need for energy effi-
ciency (EE) maxmization, which necessitates the development
of innovative solutions [1] . Cell-free wireless networks [2] and
reconfigurable intelligent surface (RIS) [3] are both revolution-
ary and complementary technologies, which are compatible
and can improve EE of networks [4].
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For RIS-aided communications, considering power con-
sumption, optimization in rate domain, such as weighed sum-
rate maximization [5], fairness optimization [6], may not
be a cost-effective choice, especially when communication
resources are limited. As a result, in order to pursue sustainable
communication, EE optimization is also an important issue.
However, there is only a few works on EE maximization
in RISs aided cell-free networks. In [7] and [8], the authors
considered EE maximization in cell-based networks, in trans-
mit beamforming state, the power allocation vectors instead
of transmit beamforming vectors are optimized, which is not
general enough for multi-antenna systems. In [9], the authors
investigated EE maximization problem in RISs-aided cell-
free networks, however, without considering rate threshold
constraints of UEs and by using zero-force precoding, the
transmit beamforming problem degraded into a power allo-
cation problem, which limit performance.

Based on above observation, this letter contribute to the
state-of-art of EE maximization in the following ways:
• We introduce an alternate optimization (AO) based

EE maximization method in multi-RISs aided cell-
free downlink scenario. Existing works, such as
optimizing power allocation vector of BS [8], cell-
based network [7], without rate threshold constraints
[9], single RIS [7] are all the special cases of our
general scenario, which require more mathematical
transformations.

• By optimizing the transmit beamforming vectors and
phase-shift matrices jointly, EE of the systems is
maximized. In transmit beamforming, we transform
the rate threshold constraints into second-cone con-
straints (SOC) and transform the sub-problem into
convex form by nested usage of quadratic trans-
form. In RIS phase-shift matrices subproblem, La-
grangian dual transform, quadratic transform, and
semi-definite relaxation (SDR) are utilized.

II. SYSTEM MODEL

A. Transmission Model

As shown in Fig. 1, a typical downlink scenario is consid-
ered, in which B base stations (BSs) serves K user equipments
(UEs) equipped with single antenna cooperatively and simul-
taneously with the assistance of R distributed deployed RISs.
The antenna number of each BS is Nt, and each RIS has the
element number of N .
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Fig. 1. Muti-RIS assisted cell-free network system.

We assume that perfect channel state information (CSI)
is available1, and the channel between BS b to RIS
r, BS b to UE k, and RIS r to UE k is respec-
tively denoted by Gb,r ∈ CN×Nt , hH

b,k ∈ C1×Nt , and
vH
r,k ∈ C1×N . Due to the assumption that RISs can

only change the phase of the incident signal, Φr =
diag

(
ejθr,1 , ejθr,2 , . . . , ejθr,N

)
∈ CN×N can represent the

phase-shift matrix for RIS r, where the phase-shift coefficient
of n-th element in RIS r is denoted by ejθr,n . After defining
θ = [vecdiag (Φ1)

T
, vecdiag (Φ2)

T
, . . . , vecdiag (ΦR)

T
]T ,

Gb = [GT
b,1, . . . ,G

T
b,R]

T , Vk = diag([vT
1,k, . . . ,v

T
R,k]), the

equivalent BS b-UE k channel can be formulated as2

ĥH
b,k = hH

b,k +

R∑
r=1

vH
r,kΦ

H
r Gb,r

= hH
b,k + θHVH

k Gb.

(1)

The received signal of UE k can be denoted by:

yk =

B∑
b=1

K∑
j=1

ĥH
b,kfb,jsj + nk

=

B∑
b=1

ĥH
b,kfb,ksk +

K∑
j=1,j ̸=k

B∑
b=1

ĥH
b,kfb,jsj + nk,

(2)

where fb,k ∈ CNt×1, sk ∈ C1×1, and nk ∼ CN
(
0, σ2

k

)
is the

transmit beamforming vector of BS b for UE k, symbol sent
to UE k from BSs with normalized power, and the additive
white Gaussian noise (AWGN) at UE k with the noise power
of σ2

k. The signal-to-interference-plus-noise ratio (SINR) of
UE k can be formulated as

Γk =

∣∣∣∑B
b=1 ĥ

H
b,kfb,k

∣∣∣2∑K
j=1,j ̸=k

∣∣∣∑B
b=1 ĥ

H
b,kfb,j

∣∣∣2 + σ2
k

. (3)

The sum rate of UEs can be written as
K∑

k=1

Rk =

K∑
k=1

log2 (1 + Γk) . (4)

B. Power Consumption Model

The total power consumption of the system includes four
parts: i) beamforming power of BS, ii) static power of BS, iii)

1Sensing devices can be deployed on nodes to endow them with ability for
channel estimation, more information can be found in [1] and [5].

2Due to the substantial path loss in multi-hop channels, we disregarded the
signals that were reflected between RISs on two or more times.

static power of UE, and iv) phase-shift power of RISs, which
can be written as

Pc =
K∑

k=1

Tr

(
B∑

b=1

fb,kf
H
b,k

)
︸ ︷︷ ︸

beamforming power

+
B∑

b=1

PBS
b +

K∑
k=1

PUE
k + PRIS

c︸ ︷︷ ︸
static power consumption of system

,

(5)
where PBS

b , PUE
k and PRIS

c is the static power consump-
tion (circuit power) of BS b, UE k, and phase-shift power
consumption of all RISs, respectively. The total phase-shift
power consumption can be model as PRIS

c = RNPe, where
Pe denote the power consumption of each element of RIS,
which depends on the resolution of RIS phase shift3.

C. Problem Formulation

In order to pursue sustainable and high cost-effective com-
munication, we aim to maximize EE by optimizing the trans-
mit beamforming vector of BSs and phase-shift matrices of
RISs jointly, which can be written as

max
F,θ

∑K
k=1 Rk∑K

k=1 Tr
(∑B

b=1 fb,kf
H
b,k

)
+ Pon

(6a)

s.t.
K∑

k=1

Tr
(
fb,kf

H
b,k

)
⩽ Pb,∀b, (6b)

rk,th ⩽ Rk,∀k, (6c)
|θn| = 1,∀n, (6d)

where Pon =
∑B

b=1 P
BS
b +

∑K
k=1 P

UE
k + PRIS

c represents
the total static power consumption, F, Pb, rk,th, and θn denote
the set of BS beamforming vectors, power budget of BS b, rate
threshold of UE k, and the n-th entry of θ, respectively.

Note that through power budget constraints (6b) are convex,
problem (6) is still non-convex due to variable coupled in
fractional form of (6a), non-convex rate threshold constraints
(6c), and non-convex unit-modulus constraints (6d) introduced
by RIS, which is challenging to solve.

III. EE MAXIMIZATION ALGORITHM DESIGN

On account of variables coupled in (6a) and (6c), in this
section, we present an AO based EE optimization algorithm. In
each iteration, we first optimize F with fixed θ, then calculate
θ with given F. Consequently, problem (6) can be divided into
two sub-problems.

A. Transmit Beamforming Optimization

For transmit beamforming sub-problem, with a fixed θ,
problem (6) can be written as

max
F

∑K
k=1 Rk∑K

k=1 Tr
(∑B

b=1 fb,kf
H
b,k

)
+ Pon

(7a)

s.t.
K∑

k=1

Tr
(
fb,kf

H
b,k

)
⩽ Pb,∀b, (7b)

rk,th ⩽ Rk,∀k. (7c)

3For simplicity and without loss of generality, we assume that RISs have
ideal analog phase-shift resolution for theoretical analysis. Note that solutions
of different resolutions can be obtained through discretization.
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Since (7a) is a complicated fraction, quadratic transform in
[10] is applied, then (7) can be written as (8),

max
F,y

2Re{yH(

K∑
k=1

Rk)

1
2

} − |y|2 (
K∑

k=1

B∑
b=1

∥fb,k∥2 + Pon) (8a)

s.t. (7b), (7c), (8b)

where auxiliary variable y has closed-form solution as

yopt =

(∑K
k=1 Rk

) 1
2

∑K
k=1 Tr

(∑B
b=1 fb,kf

H
b,k

)
+ Pon

. (9)

Since the second term of (8a) is convex, according to the
convex and concave properties of composite functions [11],
only when

∑K
k=1 Rk is concave, the objective function of (8)

is concave. However, Rk is also a fractional expression with
respect to F, which is difficult to handle.

Similarly, after applying quadratic transform again, the
concavity can be proofed, and (8) can be reformulated as (10),

max
F,y,{qk}

2Re

yH

(
K∑

k=1

log
(
1 + Γ

′
k (F, {qk})

)) 1
2


− |y|2 (

K∑
k=1

B∑
b=1

∥fb,k∥2 + Pon) (10a)

s.t. (7b), (10b)
τk ⩽ Γk,∀k, (10c)

where Γ
′

k (F, {qk}) can be written as (11), qk ∈ C1×1,∀k is
the auxiliary variable introduced by quadratic transform, τk is
the corresponding SINR threshold, and τk = 2rk,th − 1,∀k,

Γ
′
k (F, {qk}) =− |qk|2

 K∑
j=1,j ̸=k

∣∣∣∣∣
B∑

b=1

ĥH
b,kfb,j

∣∣∣∣∣
2

+ σ2
k


+ 2Re

{
qHk

(
B∑

b=1

ĥH
b,kfb,k

)}
,

(11)

qoptk =

∑B
b=1 ĥ

H
b,kfb,k∑K

j=1,j ̸=k

∣∣∣∑B
b=1 ĥ

H
b,kfb,j

∣∣∣2 + σ2
k

,∀k. (12)

For constraints (7c), by defining bk =
[
0H
K×1, σ

H
k

]H
,

h̃H
k =

[
ĥH
1,k, . . . , ĥ

H
B,k

]
, f̃k =

[
fH1,k, . . . , f

H
B,k

]H
, f̃ =[

f̃H1 , · · · , f̃HK , 0
]H

,Hk =

[
blkdiag(h̃H

k , · · · , h̃H
k )

01×BKNt

]
,∀k, it

can be equivalently reformulated as (13), where Im(·) is the
operation of taking the imaginary part.∥∥∥Hk f̃ + bk

∥∥∥
2
≤
√

1 +
1

τk

(
B∑

b=1

ĥH
b,kfb,k

)
, ∀k, (13a)

Im

{
B∑

b=1

ĥH
b,kfb,k

}
= 0, ∀k. (13b)

Therefore, (7) can be written as
max

F,y,{qk}
(10a)

s.t. (7b), (13),
(14)

which is actually a second-order cone program (SOCP)
problem, and can be solved by CVX [12].

B. Phase-shift Matrices Optimization
For given F, the phase-shift optimization sub-problem can

be reduced into
max
θ

K∑
k=1

Rk (15a)

s.t. τk ⩽ Γk,∀k, (15b)
|θn| = 1, ∀n. (15c)

Note that (15) is non-convex due to complicated fractional
form in (15a), (15b), non-convex constraints (15b) and (15c).

Since (15b) is a fractional expression, similarly, by intro-
ducing auxiliary variable βk,∀k, (15b) can be written as

2Re{βH
k (

B∑
b=1

ĥH
b,kfb,k)}−|βk|

2
(

K∑
j ̸=k

∣∣∣∣∣
B∑

b=1

ĥH
b,kfb,j

∣∣∣∣∣
2

+ σ2
k) ≥ τk,

(16)
where βk have closed-form solution as

βopt
k =

∑B
b=1 ĥ

H
b,kfb,k∑K

j=1,j ̸=k

∣∣∣∑B
b=1 ĥ

H
b,kfb,j

∣∣∣2 + σ2
k

,∀k. (17)

For non-convex unit-modulus constraints (15c), by defining
θ̄ = [θH1]H ,Θ = θ̄θ̄H , (15c) can be written as

rank (Θ) = 1, (18a)
Θ ⪰ 0. (18b)

Correspondingly, by expanding ĥH
b,k according to (1), (16)

can be written as

Tr (ΨkΘ) + ck ≤ 0,∀k, (19)

where ck,∀k is constant unrelated to Θ,

Ψk =

 |βk|2
K∑

j=1,j ̸=k

qk,jq
H
k,j uk

uH
k 0

 , ∀k, (20)

uk = |βk|2
K∑

j=1,j ̸=k

qk,j

(
B∑

b=1

fHb,jhb,k

)
− qk,kβ

H
k , ∀k, (21)

qk,j =

B∑
b=1

VH
k Gbfb,j , ∀k, j. (22)

Therefore, (15) can be reformulated as

max
Θ,{βk}

(15a)

s.t. (18), (19).
(23)

Note that in (23), the objective function (15a) is a complex
non-convex form containing log function and fractions, which
is difficult to deal with. In this paper, Lagrangian dual trans-
form in [13] is utilized to take the fraction out of the logarithm
function, and (15a) can be written as
K∑

k=1

log2(1 + γk)−
K∑

k=1

γk +

K∑
k=1

(1 + γk)

∣∣∣∣ B∑
b=1

ĥH
b,kfb,k

∣∣∣∣2
K∑

j=1

∣∣∣∣ B∑
b=1

ĥH
b,kfb,j

∣∣∣∣2 + σ2
k

,

(24)
where γk,∀k is the auxiliary variable introduced by La-
grangian dual transform, which have closed-form solution by

γopt
k = Γk. (25)

This article has been accepted for publication in IEEE Wireless Communications Letters. This is the author's version which has not been fully edited and 

content may change prior to final publication. Citation information: DOI 10.1109/LWC.2024.3382778

© 2024 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.

See https://www.ieee.org/publications/rights/index.html for more information.
Authorized licensed use limited to: KTH Royal Institute of Technology. Downloaded on April 24,2024 at 10:07:52 UTC from IEEE Xplore.  Restrictions apply. 



4

In (24), the third term includes fractional forms, the quadratic
transform is applied once again, by introducing auxiliary
variable zk,∀k, (15) can be reformulated as

max
Θ,{βk},{γk},{zk}

K∑
k=1

log2(1 + γk)−
K∑

k=1

γk +

K∑
k=1

xk(θ, {zk})

s.t. (18), (19),
(26)

where xk(θ, {zk}) is a function of θ and {zk}, and

xk =2 (1 + γk)Re

{
zHk

(
B∑

b=1

ĥH
b,kfb,k

)}

− (1 + γk) |zk|2
 K∑

j=1

∣∣∣∣∣
B∑

b=1

ĥH
b,kfb,j

∣∣∣∣∣
2

+ σ2
k

 , ∀k,
(27)

zoptk =

∑B
b=1 ĥ

H
b,kfb,k∑K

j=1

∣∣∣∑B
b=1 ĥ

H
b,kfb,j

∣∣∣2 + σ2
k

. (28)

Note that the objective function of (26) is a concave quadratic
function, and can be written as θHMθ + 2Re

{
θHn

}
+ d,

where d is a constant unrelated to θ, and

M = −
K∑

k=1

(1 + γk)|zk|2
K∑

j=1

(
qk,jq

H
k,j

)
, (29)

n =

K∑
k=1

(1 + γk)

[
zHk qk,j − |zk|2

K∑
j=1

(
qk,j

B∑
b=1

fHb,jhb,k

)]
.

(30)

Consequently, by defining Λ =

[
M n
nH 0

]
, (15) and (23)

can be reformulated as
max

Θ,{βk},{γk},{zk}
Tr (ΘΛ) + d

s.t. (18), (19),
(31)

where βk, γk, zk,∀k are given in closed form according to
(17), (25), and (28), respectively.

Note that, (31) can be viewed as a nearly convex semi-
definite program (SDP) problem, with the exception of non-
convex rank-1 constraint (18a). In this paper, we utilize the
widely used SDR method. Specially, we first relax constraint
(18a) to solve SDP problem, then recover high-quality rank-1
solution by Gaussian randomization [6], which is omitted due
to space limitation.

Therefore, the presented EE maximization algorithm is
summarized in Algorithm 1. Since the transmit beam-
forming sub-problem and RIS phase-shift sub-problem are
blocks of alternating optimization or block coordinate de-
scent, we can ensure that the objective function mono-
tonically increases, thus the convergence can be guar-
anteed. And the presented algorithm costs the complex-
ity of O

(
I1

(
log2 (1/ϵ) ·

(
(NR+ 1)

4.5
+BK(Nt)

3.5
)))

,
where I1 is the number of iterations, and ϵ denotes the target
precision [6].

IV. NUMERICAL RESULTS

In this section, numerical results are provided to verify the
effectiveness of the presented EE optimization algorithm. As
shown in Fig. 2, we assume that B = 2, R = 2,K = 4,

Algorithm 1 Proposed EE maximization algorithm for (6)
1: Initialize fb,k,v

H
r,k,h

H
b,k,G

H
b,r,∀b, r, k,θ, and the random

sampling number for SDR µ, µ > 0;
2: Update equivalent channel hH

b,k,∀b, k according to (1);
3: Repeat
4: Update y and qk,∀k according to (9) and (12);
5: Update F by solving SOCP problem (14);
6: Update βk, γk, zk,∀k according to (17), (25), and

(28), respectively;
7: Update Θ′ by solving relaxed SDP problem;
8: For i = 1 : µ
9: Update Θi from Θ′ through SDR;

10: End for
11: Update Θ by selecting the best from {Θi};
12: Update θ from Θ;
13: Update equivalent channel hH

b,k,∀b, k according to (1);
14: Until termination criterion is met.

BSs located at (0m, 280m), and (560m, 280m), RISs located
at (100m, 100m), and (250m, 50m), and UEs follow Poisson
distribution.

For the channel model, since direct-link obstacle exist
between BSs and UEs, we assume that BSs-UEs channel fol-
low Rayleigh fading, BSs-RISs and RISs-UEs channel follow
Rician fading. We utilize the same large-scale and small-scale
channel model as [6], and set path loss of reference distance
of 1m to be ρ = −30dB, the path-loss exponent of line-of-
sight (LoS) and non-LoS link, and the Rician factor is set to
be εLoS = 2.2, εnLoS = 3.75, and 3, respectively. For the
power consumption, we assume that PBS

b = 10dBW, PUE
k =

10dBm,∀b, k, and the phase-shift power consumption of each
element Pe for 1-bit, 2-bit, 3-bit, and analog phase shift is set
to be 5dBm, 10dBm, 15dBm, and 25dBm, respectively. In the
following figure, we default the phase-shift mode to analog
unless otherwise specified.

Fig. 3 shows the convergence behaviour of several al-
gorithms, and parameters are initialized to the same value.
In each iteration, one transmit beamforming or phase-shift
matrices optimizing sub-problem are solved. Compared with
baseline algorithms, the proposed algorithm converges fast.

Fig. 4 illustrates the performance comparison of relevant
methods, and all the curves are averaged over 100 channel
realization. EE of this algorithm outperforms several different
baseline algorithms. As power budget increases, EE of this
algorithm first increases and then remains almost unchanged,
implying that when power budget reaches a certain threshold,
simply increasing it may not be beneficial to improving EE.
On the contrary, when power budget is large enough, with it in-
creasing, EE of maximum ratio transmission (MRT)-based and
fairness-based algorithms will decrease, since the denominator
of objective function will also boost with the power budget.
Moreover, algorithms with random RIS phase-shift even have
worse EE performance than those without RISs, this is because
introducing RIS (even with random phase-shift) will cause
more power, which explained the importance of optimizing
phase-shift matrices of RISs in improving system EE.

Fig. 5 presents how average EE and sum-rate (SR) vary with

This article has been accepted for publication in IEEE Wireless Communications Letters. This is the author's version which has not been fully edited and 

content may change prior to final publication. Citation information: DOI 10.1109/LWC.2024.3382778

© 2024 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.

See https://www.ieee.org/publications/rights/index.html for more information.
Authorized licensed use limited to: KTH Royal Institute of Technology. Downloaded on April 24,2024 at 10:07:52 UTC from IEEE Xplore.  Restrictions apply. 



5

Fig. 2. Simulation scenario setup
Fig. 3. Convergence performance of algorithms
when N = 25, Nt = 4, rk = 0, ∀k, Pb =
30dBm, ∀b

Fig. 4. EE performance comparison of different
methods when N = 16, Nt = 4, rk,th =
0, ∀k

Fig. 5. Averge EE and SR vs Nt and Pb when
N = 36, Pb = 30dBm,∀b, rk,th = 0,∀k

Fig. 6. Averge EE and SR vs N and Pb when
Nt = 4, rk,th = 0,∀k

Fig. 7. Averge EE and SR vs phase-shift mode
of RISs when Nt = 4, rk,th = 0,∀k, rk,th =
0, ∀k, Pb = 30dBm,∀b

power budget and antenna number of BSs, and all the curves
are averaged over 100 channel realization. When the power
budget reaches a certain limit, further improvement could not
result in better EE performance, which is consistent with the
conclusion in Fig. 4. Moreover, though increasing Nt can
improve both EE and SR, it will cause heavier hardware costs.

In Fig. 6, the impact of element number of RISs and
power budget on average EE and SR are analyzed, and all
the curves are averaged over 100 channel realization. Through
introducing more element number can bring SR improvement,
it may reduce system EE since elements will cost power.

Fig. 7 demonstrates how average EE and SR vary with the
phase-shift mode of RISs, and all the curves are averaged over
100 channel realization. Through more accurate resolution
of phase shift will bring higher SR, considering the power
consumption of elements, 2-bit and 3-bit phase-shift mode can
acquire better EE performance.

V. CONCLUSION

This paper presented an AO based EE maximization method
in multi-RIS aided cell-free downlink scenario, by jointly
optimizing the transmit beamforming vectors and phase-shift
matrices, EE of the systems is maximized. Finally, we an-
alyzed the impact of different parameters on the simulation
results, such as element number of RIS, power budget, etc.
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