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a b s t r a c t

Earthquakes pose significant risks globally, necessitating effective seismic risk mitigation strategies like
earthquake early warning (EEW) systems. However, developing and optimizing such systems requires
thoroughly understanding their internal procedures and coverage limitations. This study examines a
deep-learning-based on-site EEW framework known as ROSERS (Real-time On-Site Estimation of
Response Spectra) proposed by the authors, which constructs response spectra from early recorded
ground motion waveforms at a target site. This study has three primary goals: (1) evaluating the effec-
tiveness and applicability of ROSERS to subduction seismic sources; (2) providing a detailed interpreta-
tion of the trained deep neural network (DNN) and surrogate latent variables (LVs) implemented in
ROSERS; and (3) analyzing the spatial efficacy of the framework to assess the coverage area of on-site
EEW stations. ROSERS is retrained and tested on a dataset of around 11,000 unprocessed Japanese sub-
duction ground motions. Goodness-of-fit testing shows that the ROSERS framework achieves good per-
formance on this database, especially given the peculiarities of the subduction seismic environment.
The trained DNN and LVs are then interpreted using game theory-based Shapley additive explanations
to establish cause-effect relationships. Finally, the study explores the coverage area of ROSERS by training
a novel spatial regression model that estimates the LVs using geographically weighted random forest and
determining the radius of similarity. The results indicate that on-site predictions can be considered reli-
able within a 2–9 km radius, varying based on the magnitude and distance from the earthquake source.
This information can assist end-users in strategically placing sensors, minimizing blind spots, and reduc-
ing errors from regional extrapolation.
� 2024 China University of Geosciences (Beijing) and Peking University. Published by Elsevier B.V. on

behalf of China University of Geosciences (Beijing). This is an open access article under the CC BY-NC-ND
license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
1. Introduction

Earthquakes are one of the most devastating natural hazards
that can hit without long warning times, causing loss of life, signif-
icant damage, and disruptions to physical infrastructure and social
networks. Given the current knowledge, it is impossible to deter-
ministically estimate when and where future earthquakes will
occur and their resulting severity. Nevertheless, recent technolog-
ical advancements have enabled the development and implemen-
tation of earthquake early warning (EEW) systems (e.g., Cremen
and Galasso, 2020) across the world. These systems can provide
crucial seconds or even minutes of warning time (depending on
the source-to-site distance) to take protective actions (e.g., Hsu
et al., 2013; Bhardwaj et al., 2016; Caruso et al., 2017; Iaccarino
et al., 2020; Münchmeyer et al., 2021; Fayaz and Galasso, 2022;
Galasso et al., 2023) before strong ground shaking reaches target
individuals and critical infrastructure at risk.

EEW relies on a network of seismic sensors that detect the ini-
tial seismic waves produced by an earthquake rupture and, in some
configurations (i.e., regional EEW; see below), transmit data in real
time to a centralized processing center. The processing center then
analyzes the data to estimate the earthquake’s location, magni-
tude, and/or expected shaking intensity (and related uncertain-
ties). Using this information, the system can quickly send out
alerts via various communication channels such as mobile apps,
text messages, or loudspeakers to warn people in affected areas,
allowing them to take protective actions (such as ‘‘drop, cover,
and hold on” � DCHO � or move to safer locations within a
g).
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building, stopping machinery, or shutting down critical systems)
before the strong ground shaking reaches them (e.g., McBride
et al., 2020).

The concept of EEW has been around for several decades. Yet,
recent technological advancements have significantly improved
earthquake detection and real-time characterization as well as
warning speed and accuracy. EEW can be broadly allocated to three
sub-classes: (1) regional; (2) on-site; and (3) hybrid. Regional EEW
systems consist of a network of seismic stations located within a
region of high seismicity and use the early-recorded seismic waves
at some stations to estimate ground shaking (directly or using pre-
dicted source magnitude/location) at the target sites, within the
region, before the arrival of damaging waves. Largely, a regional
EEW system uses the early-recorded waves at a number of seismic
sensors to estimate the source parameters, which are then fed into
pre-calibrated ground-motion models (GMMs; e.g., Campbell and
Bozorgnia, 2013, 2019; Fayaz et al., 2021, 2023) to calculate inten-
sity measures (IMs) like peak ground acceleration (PGA) (e.g., Lin
et al., 2012; Wu et al., 2013; Bhardwaj et al., 2016; Caruso et al.,
2017; Cremen and Galasso, 2020; Münchmeyer et al., 2021) and
several others. On the other hand, an on-site EEW system is a stan-
dalone system that uses the early-recorded waves to directly esti-
mate ground shaking at or near the recording station (typically
coincident with the target site). Finally, hybrid EEW systems com-
bine the advantages of both regional and on-site sensors to provide
a more comprehensive approach to earthquake detection, charac-
terization, and warning. These systems use regional data of
recorded ground motions to quickly estimate the location and
magnitude of an earthquake and on-site data to provide more
detailed information on the expected ground shaking at specific
locations.

One of the critical challenges in developing effective EEW sys-
tems is the need for swift data processing, communication, and
reliable algorithms.Due to the fast traveling speed of seismic waves
(6–10 km/s) (e.g., Kramer, 1996), there is only a short time window
between the initial detection of an earthquake rupture and the
arrival of damaging ground shaking at nearby locations. As a result,
EEW systems need to process and disseminate warning informa-
tion accurately in seconds, often in the face of incomplete or highly
uncertain data. Against this backdrop, data-driven and machine-
learning (ML)-based EEW approaches have emerged as promising
alternatives to enhance the accuracy and effectiveness of the pro-
cess. An early study by Hsu et al. (2013) used seismic p-waves
and the vertical ground motion components to predict PGA
through support vector machines (SVM) regression. Similarly,
Caruso et al. (2017) used the peak displacement (Pd) and dominant
period (sc) of the vertical ground-motion component to obtain the
event’s magnitude (M) and rupture distance through multiple
regression models. Furthermore, Münchmeyer et al. (2021) used
initial ground-motion time series from multiple stations to esti-
mate PGA value at target locations through Transformer neural
networks. Jozinović et al. (2020) introduced a method using convo-
lutional neural networks (CNNs) with raw waveform data for rapid
earthquake ground shaking intensity prediction, emphasizing the
model’s prediction capability without prior earthquake location
and magnitude knowledge. Jozinović et al. (2022) then explored
transfer learning to enhance neural network predictions of earth-
quake ground shaking in regions with insufficient data, demon-
strating improved prediction accuracy by leveraging pre-trained
models on larger or different datasets. Furthermore, Bloemheuvel
et al. (2023) proposed a novel graph neural network architecture
designed for multivariate time series regression, specifically tested
on seismic datasets to predict maximum intensity measurements
of ground shaking at seismic stations. Collectively, these studies
2

represent significant strides in utilizing advanced ML models to
enhance earthquake prediction capabilities.

Recently, Fayaz and Galasso (2022) proposed a highly accurate
deep learning (DL) on-site EEW framework based on a variational
autoencoder (VAE) and deep neural networks (DNNs) to estimate
the spectral acceleration response spectrum (SaðTÞ) at a target loca-
tion. All these ML/DL-based methods, while providing efficient
tools for EEW, come with certain limitations. One of the key chal-
lenges is the lack of interpretability and explainability of ML mod-
els. Due to their complex algorithms and the large number of
parameters involved, it can be challenging to understand why a
particular prediction or alert is made. Additionally, the ML models’
‘‘black box” nature can make incorporating domain expertise and
expert knowledge into the system challenging. This lack of trans-
parency hinders the ability to validate and verify the reasoning
behind the model’s decisions, making gaining trust and acceptance
from users and stakeholders difficult.

Furthermore, both on-site and regional EEW systems/ap-
proaches present certain limitations. For example, on-site EEW
has limited coverage since it relies on the sensors installed at
specific locations. This means that the coverage area is limited to
the vicinity of these sensors, leaving areas outside such range with-
out EEW capabilities. Furthermore, on-site systems are more sus-
ceptible to false alarms triggered by non-earthquake events, such
as construction activities or vehicle-induced/traffic vibrations, that
can produce ground motion. These false alarms can lead to reduced
complacency and trust in the system. On the other hand, there are
some challenges related to regional EEW. Specifically, regional
EEW systems rely on seismic sensors spread across a wide area.
However, for earthquakes occurring close to the monitoring net-
work, the detection time may not be significantly reduced, limiting
the lead time (i.e., warning time) for issuing alerts to nearby areas
(e.g., Tajima and Hayashida, 2018). In addition, the transmission
and processing of data from multiple sensors to a central process-
ing facility can introduce communication delays. This can impact
the speed at which alerts are issued, reducing the potential lead
time for warning recipients. Therefore, it is paramount to under-
stand the extent of coverage required for the effective operation
of EEW (mainly on-site systems) and ensure their real-time opera-
tional efficiency.

This study presents a detailed investigation of the real-time on-
site EEW framework known as ROSERS (Real-time On-Site Estima-
tion of Response Spectra) proposed by Fayaz and Galasso (2022).
ROSERS utilized DL techniques and was initially trained and evalu-
ated on �7000 ground motion records obtained from the crustal
Next-Generation Attenuation West 2 (NGA-West2) project
(Ancheta et al., 2014). In particular, the premise of the ROSERS
framework is based on two statistically derived surrogate latent
variables (LVs) that can sufficiently and efficiently construct the
SaðTÞ spectrum of single degree of freedom (SDoF) for the
earthquake-induced ground motions. In this study, ROSERS is fur-
ther advanced by retraining and testing it on a dataset of �11,000
subduction ground motions from the Kik-net and K-net Japanese
databases (National Research Institute for Earth Science and
Disaster Resilience, 2019). Goodness-of-fit testing is conducted,
and the trained VAE and DNN of ROSERS are analyzed for inter-
pretability using explainable artificial intelligence (XAI) and game
theory-based Shapley additive explanations (SHAP) (Roth, 1988).
SHAP is employed to gain insights into the two LVs by establishing
a cause-effect relationship with the SaðTÞ spectrum and IMs of the
early recorded seismic waves, thereby providing interpretability to
end-users.

Furthermore, this study explores the coverage area of an on-site
EEW system by developing a novel spatial regression model that



J. Fayaz and C. Galasso Geoscience Frontiers 15 (2024) 101839
estimates the LVs using geographically weighted random forest
(GWRF), utilizingM and epicentral distance (Repi) as input features.
The estimated LVs are then geographically clustered through a
density-based spatial clustering of applications with noise
(DBSCAN) algorithm to determine the radius of similarity, which
defines the coverage area of an on-site EEW system based on the
M of the earthquake event and Repi of the recording station. Hence,
this study aims at conducting a more comprehensive analysis of
on-site EEW systems (specifically ROSERS) to interpret the under-
lying DL models and assess their efficacy in terms of coverage area.

In summary, this study provides three major contributions: (1)
extension and testing of ROSERS framework on a different seismic
environment i.e., Japanese subduction; (2) XAI based interpretation
of the trained neural networks for user explainability and more
transparent decision-making; and (3) EEW coverage area assess-
ment by training novel spatial regression model i.e., GWRF and
clustering the predictions through DBSCAN for similarity analysis.

Specifically, this study contributes to understanding the suit-
able application range for on-site EEW and identifying the transi-
tion point where regional EEW can be more beneficial/reliable.
The findings of this research can ultimately contribute to mitigat-
ing the societal impact of earthquakes, supporting real-time risk-
reduction-oriented decision-making processes, and empowering
individuals to take necessary protective actions. By delineating
the strengths and limitations of on-site EEW, this study provides
valuable insights to optimize the allocation of resources (for
instance, in terms of sensor location) and improve the overall effec-
tiveness of earthquake preparedness and response strategies.
2. Ground-motion database

A comprehensive database of unprocessed bi-directional sub-
duction ground motions from the strong motion seismograph net-
works K-Net and Kik-Net (National Research Institute for Earth
Science and Disaster Resilience, 2019) is employed to train and test
the ROSERS framework. The ground-motion component time his-
tories are minimally processed with baseline correction and linear
trend removal (as a similar process is followed in real-time). The
ground motion components with geomean PGA > 0.01 g and
Fig. 1. Ground motion database: (a) M vs. Repi; and (b) epicentral lo
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Repi < 300 km are finally selected for the analyses to preserve most
strong motion dataset (conventionally used distance metric closest
rupture distance Rrup is not readily available in the databases). This
results in �11,000 ground motion components (including north–
south, NS, and east–west, EW, components) obtained from
�1500 earthquake events between 1996 and 2022. Fig. 1a shows
a synthetic description of the ground motion database in terms
of M and Repi. Furthermore, Fig. 1b shows the epicentral locations
with scatter sizes and colors representingM and hypocentral depth
(Zhyp). While a large section of data belongs to 4 < M < 8, many
ground motions belong to M > 8 from the well-known Tokachi
and Tohoku earthquakes, making the dataset exhaustive for DL. It
is recognized that generally the closest rupture distance (Rrup) is
used as a potentially more accurate metric. However, due to the
availability constraints of the Rrup in K-net and Kik-net databases,
the study uses Repi as the best available parameter for distance (it
is noteworthy that Rrup and Repi are inherently correlated). The
earthquake events and corresponding source and site information
is divided into training and testing sets. The split is done by hand-
picking the events with M > 7:6 to be in the testing set, and the
remaining events are randomly split into training (80%) and testing
(20%) sets. The high-magnitude events are purposely kept in the
testing set to assess the framework’s extrapolation capability.
3. Background

Fig. 2 illustrates the on-site EEW ROSERS framework. After
detecting the p-wave at a given recording site, ROSERS captures
the early seismic waveforms at the same sensor location. In the
original ROSERS work by Fayaz and Galasso (2022), the framework
was trained on groundmotions originating from crustal sources
(which, on average, last 1–2 min (Fayaz et al., 2020)), requiring
three seconds of on-site waveform to estimate the SaðTÞ spectrum.
However, the subduction ground motions are typically longer,
ranging from 2–4 min of strong shaking (Fayaz et al., 2020,
2023). Thus, in this study focusing on subduction ground motions,
internal trials were conducted (described in Section 4), and 10 s of
ground-motion waveform following p-wave detection was
selected for the retraining of the ROSERS framework.
cations with scatter sizes and colors representing M and Zhyp.



Fig. 2. Illustration of ROSERS framework (Fayaz and Galasso, 2022).
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Once the p-waves are detected by the sensor (Akazawa, 2004;
Kalkan, 2016), the ROSERS framework waits to receive 10 s of the
waveform data. It then computes a vector of seven ground-
motion IMs (i.e., IM10s) representing the amplitude, energy, fre-
quency, and significant duration of the initial 10 s of the ground-
motion waveform. Specifically, the IM10s includes seven IMs: Arias
intensity (Ia), significant duration (D5�95), mean period (Tm), PGA,
peak ground velocity (PGV), peak ground displacement (PGD),
and cumulative absolute velocity (CAV). The framework combines
IM10s with the apriori-known site characteristics (SC); however, in
this case, the database lacked the SC information for most database
stations; hence only IM10s is used. This is not expected to severely
impact the framework’s performance as the SC information is also
inherently linked in the IMs of the ground motions; in addition,
Fayaz and Galasso (2022) showed that SC has a low predictive
power on the response-spectrum estimation. Hence, only IM10s is
used as the input to the train and utilize the feed-forward DNN.
The DNN is trained to estimate two statistically derived surrogate
LVs (i.e., lz1

and lz2
) that are projected into the SaðTÞ spectrum of

the expected complete waveform using a pre-trained VAE decoder.
The basis of the framework used in this study mainly relies on

two DL-based models, including (1) the VAE (Kingma and
Welling, 2019) (which provides regularized surrogate parameters,
whose encoder projects SaðTÞ into two surrogate LV spaces, and the
decoder reconstructs SaðTÞ using the LVs); and (2) the DNN (which
utilizes IM10s to compute the two mean LVs lz1

and lz2
). Further

details of the underlying ROSERS framework can be obtained from
Fayaz and Galasso (2022).
4. Training ROSERS on Japanese database

The underlying reason for using a VAE is to develop statistical
surrogate LVs for 88-period SaðTÞ spectra (including PGA). A VAE
provides a probabilistic approach to describe vectorial observation
in their LV space. Using a neural network-based encoder and deco-
der framework, the latent space is compelled to have continuous
and smooth representations. Consequently, nearby LVs correspond
to similar reconstructions using the decoder.

The SaðTÞ spectra of the �11,000 ground motion components
are used as the inputs and outputs in the VAE, and the VAE is bot-
4

tlenecked to have two independent normally distributed LVs (de-
noted as z1 and z2 with means lz1

and lz2
) in the sampling layer.

The trends of lz1
and lz2

(collectively denoted as LV) with M and
Repi are presented in Fig. 3a and b. It should be noted that the
trends in LV in this study are not the same as in Fayaz and
Galasso (2022). The variability in the observed patterns is attribu-
ted to the inherent randomness (due to the Bayesian sampling
layer) in training VAE, impacting the reproducibility of precise
trends across studies and also to the differences in the characteris-
tics of ground motions originating from the different seismic envi-
ronments, i.e., crustal US West coast (Fayaz and Galasso, 2022) and
the Japanese subduction (this study).

The goal of training VAE is to encode the LVs so that they are
sufficient and efficient (Bosq, 2007) to reconstruct the SaðTÞ spectra
using the decoder. The selected configuration of the VAE is trained
through hyperparameter optimization (Bergstra and Bengio, 2012)
with cross-validation. The training is conducted using a log trans-
formation of the SaðTÞ. The reconstruction power of the final VAE is
presented in Fig. 3c, where the coefficients of determination (R2)
for different periods are presented for both train and test sets.
On average, R2 > 0.9 is observed across all periods, thereby indicat-
ing the sufficiency and efficiency of the LV to reconstruct SaðTÞ
spectra of the Japanese subduction ground motions. A drop in R2

particularly observed in the very-short-period domain
(SaðT < 0:2sÞ) can be attributed to the minimal ground motion pro-
cessing utilized in this study (to better replicate the conditions of
real-time records) and the highly stochastic nature of the ground
motions originating from subduction sources. This drop in R2 is
deemed insignificant for the practical EEW applications since these
periods are generally outside the range of typical short-to-long-
period structures/critical infrastructure (i.e., including school
buildings, high-rise buildings, factories, nuclear power plants,
etc.) (e.g., Whittake et al., 2014; Aydınoğlu and Vuran, 2015;
Xiang et al., 2020).

As discussed in Fayaz and Galasso (2022), an accurate and rapid
estimation of LV is required for the construction of the accurate
SaðTÞ spectrum at a target site. Only a few early seconds of the
arriving waveform can be practically used to allow ample warning
time for both on-site and regional settings during an occurring
ground motion, which can last up to 2–4 min in most subduction
sources (Fayaz et al., 2020). Various initial time windows (ranging



Fig. 3. LVs vs. (a) M; and (b) Repi; and (c) R2 of VAE predictions.

J. Fayaz and C. Galasso Geoscience Frontiers 15 (2024) 101839
from 1 to 30 s) after detection of the p-wave arrival were consid-
ered for computing the amplitude-, duration-, energy-, and
frequency-based ground-motion IMs and then using them to esti-
mate LV: During this exercise, the time window of 10 s was
observed to be a good trade-off between the prediction power
and the requirement of a short time window (Fayaz and Galasso,
2022). The correlation matrix between IM10s and LV is shown in
Fig. 4a. It can be observed that most IMs are well correlated with
the LV and hence can play a vital role in the prediction process.
It should be noted that the DNNs can capture highly nonlinear rela-
tions that may not be observed in the correlation matrix.

Finally, a DNN is trained using the IM10s vectors as inputs to
predict the LV vector in real time. The DNN is trained through
hyperparameter optimization with cross-validation using the
training dataset (randomly selected 80% of the events). The final
DNN led to an average R2 � 0.9 for both LVs. The goodness of fit
is shown through predicted vs. true values in Fig. 4b and c. Further-
more, mean LVs are estimated simultaneously, thereby ensuring
cross-correlations.
5. Interpretation of the neural networks of ROSERS

Due to the versatility of DL models, they have been widely used
in engineering applications. However, due to the ‘‘black box” nat-
5

ure of these models, there is a general reluctance in the research
community to recommend and employ such models. Hence it is
critical to provide sufficient analytics for model interpretability
and its response in terms of predictions based on variability in
the input features. With the onset of XAI, various algorithms have
been developed that provide different methods that allow inter-
pretability of these ‘‘black-box” models and step towards a
‘‘grey-box” and even ‘‘white-box” nature (such as linear regression,
decision trees).

This study uses SHAP to analyze and interpret the nature of the
developed framework. SHAP is a post-hoc model-agnostic proce-
dure that provides insights to explain individual predictions of
the model based on the game’s theoretically optimal Shapley val-
ues. Shapley values are a widely used approach from cooperative
game theory with desirable characteristics (Roth, 1988). The Shap-
ley value is the average marginal contribution of a feature value
across all possible coalitions where the feature values of a data
instance act as coalition players. Shapley values are the only solu-
tion that satisfies the properties of efficiency, symmetry, dummy,
and additivity, which form the basis of the most reliable explana-
tion methods (Lundberg and Lee, 2017). SHAP belongs to the class
of models called ‘‘additive feature attribution methods”, where the
SHAP values explain the contribution of the features to the respec-
tive outputs in a quantitative manner, thereby allowing interpreta-



Fig. 4. (a) Correlations between IM10s and LV; true vs. DNN-predicted (b) lz1
; and (c) lz2

.
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tion. These are analogically similar to the coefficients of a regres-
sion model, which provide the impact of the corresponding feature
on the target variable. Due to the computational complexity, SHAP
values are approximated using various types of explainers such as
kernel-explainer, tree-explainer, deep-explainer, etc. (Molnar,
2020). In this study, kernel-explainer uses a special weighted linear
regression to compute the importance of each feature. The com-
puted importance values are Shapley values from game theory
and coefficients from a local linear regression (Molnar, 2020).
The following sections apply SHAP analysis to interpret the
cause-effect relationship between the predictors and targets of
the trained VAE decoder and DNN.
5.1. Interpretation of the VAE decoder

The decoder of the trained VAE is analyzed using SHAP analysis
with lz1

and lz2
of the �11,000 ground motions as the inputs (fea-

tures) and the corresponding predictions of SaðTÞ spectra as the
6

outputs (targets). For each input–output combination, the SHAP
value is computed. Hence, a total of �11,000 SHAP values are cal-
culated for each combination of the 88 outputs (SaðTÞ spectra) and
two inputs (lz1

and lz2
). The values are presented for PGA,

SaðT ¼ 0:5sÞ, SaðT ¼ 1sÞ, and SaðT ¼ 2:5sÞ in Fig. 5, where the color
of the data points represents the magnitude of the feature values.
In this case, ‘low’ represents values close to �0.6, and ‘high’ refers
to values close to +0.3 for lz1

and similarly, ‘low’ refers to values
close to �0.25, and ‘high’ refers to values close to +0.4 for lz2

(based on Fig. 3a and b). It can be observed that, in general for
SaðT > 0:5sÞ, with an increase in the value of both features, their
corresponding SHAP values tend to move from negative values to
positive values. Similar behavior is observed for the Sa T � 0:5sð Þ
for lz1

; however, the SHAP behavior is observed to be more convo-
luted for Sa T � 0:5sð Þ for lz2

(as will be discussed in Section 5.2, lz2

seems to contain minimal information related to stiff and short-
period SDoFs). This means that as the values of the LVs increase,
they tend to increase the predicted SaðTÞ values (positive correla-



Fig. 5. VAE-decoder SHAP values of lz1
and lz2

for prediction of (a) PGA; (b) SaðT ¼ 0:5sÞ; (c) SaðT ¼ 1sÞ; and (d) SaðT ¼ 2:5sÞ.

J. Fayaz and C. Galasso Geoscience Frontiers 15 (2024) 101839
tion) obtained from the decoder; in contrast, lower values of LVs
lead to lower predicted SaðTÞ values (negative correlation). Also,
it is observed that the SHAP values tend to be symmetric on both
sides of zero for lz1

for all four target variables. This means that
for both extreme values of the LVs (i.e., �0.6 and +0.3), their abso-
lute impact on the four target variables is similar (since the abso-
lute SHAP value is similar).

However, for lz2
, it is observed that the SHAP values are not

highly distinct for Sa Tð Þ with shorter periods (PGA and
SaðT ¼ 0:5sÞ). This phenomenon is observed to be lower for Sa Tð Þ
with longer periods (SaðT ¼ 1sÞ, and SaðT ¼ 2:5sÞ), thereby indicat-
ing the higher importance of lz2

for prediction of SaðT) at longer
periods. Furthermore, it is observed that the ranges of SHAP values
for the two LVs for the four periods are generally different, indicat-
ing different impacts of lz1

and lz2
on the different periods of Sa Tð Þ.

Comparing the SHAP values across the four target variables, it is
noticed that the contribution range of the LV, particularly lz2

,
increases (due to an increase in the spread) with an increase in
the period of the SDoF. In a nutshell, lz1

is observed to have a
higher impact on shorter periods while lz2

has a higher impact
on longer periods. A large variation in lz1

computed at different
sites during an earthquake event thereby signifies high amplitude
and frequency content of ground motions while large variation in
lz2

indicates low frequency and high energy content of ground
motions.
5.2. Interpretation of the DNN

Similar to the interpretation process of the VAE decoder, the
trained DNN is analyzed using SHAP analysis by using the IM10s
7

features of the �11,000 ground motions as the inputs and the cor-
responding mean latent variables lz1

and lz2
as the outputs. The

respective SHAP values are computed for each case for the trained
DNN. Hence, a total of �11,000 SHAP values are calculated for each
combination of the seven inputs (IM10s) and two outputs (lz1

and
lz2

). Fig. 6 presents the SHAP values for the IM10s corresponding to
the two target mean latent variables lz1

and lz2
in descending

order of mean contribution. The color of the data points represents
the magnitude of the corresponding feature values. It can be
observed from the sub-figures that CAV , PGA, and D5�95 lead to
the highest SHAP values for lz1

while for lz2
the SHAP values of

D5�95 get reduced significantly and Ia is observed to be the highest
contributor, followed by CAV and PGA. This indicates that lz1

is
affected by the amplitude (PGA), frequency (CAV), and duration
(D5�95) of the ground motion and lz2

is impacted by the energy
(Ia), frequency (CAV), and amplitude (PGA) of the ground motion.
This bolsters the observations made in the previous section about
lz1

containing higher information related to PGA and stiffer period
SaðT) and signifies the importance of lz2

in capturing the energy
and long period SaðT) of the ground motion waveform. In both
cases of lz1

and lz2
, Tm is observed to be the least contributor. Also,

the DNN is observed to be more impacted by the PGV of the initial
ground motion for the prediction of lz2

as compared to lz1
.

Unlike the previous section, the SHAP values of the features are
not observed to be symmetric around zero (especially for lz1

),
thereby indicating that the value of different features leads to dif-
ferent contributions to the DNN predictions. In general, it is
observed that for features AV ; PGV , D5�95, and PGD lower values
of the features lead to a negative contribution, and higher values
of the features lead to a positive contribution (positive correlation).



Fig. 6. DNN SHAP values of IM10s for prediction of (a) lz1
; and (b) lz2

.
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While for Ia and PGA opposite behavior is observed (negative cor-
relations). This is in line with the observations made in Fig. 4a. It
should be noted here negative sense does not mean lower contri-
bution but rather specifies that the corresponding feature value
lowers the prediction from the average prediction value of the
DNN.
5.3. Summary of interpretations

To present the details more concisely, Fig. 7 illustrates the rela-
tive feature importance of lz1

and lz2
on the VAE decoder predic-

tions and the relative feature importance of IM10s on the DNN
predictions of lz1

and lz2
, in terms of their mean absolute SHAP

values (|SHAP|). This is done by computing the mean |SHAP| values
for both VAE and DNN for the �11,000 samples for each target and
then dividing them by the sum of the mean |SHAP| for each target.
Since the SHAP values represent the contribution of the features
(i.e., lz1

and lz2
for VAE and IM10s for DNN) to the model output,

computing their relative sum for the two features in an absolute
sense signifies the importance of the respective feature in predict-
ing the target (i.e., SaðTÞ for VAE and lz1

and lz2
for DNN).

It is observed from Fig. 7a that lz1
has a dominant influence on

SaðT) for shorter to mid-range spectral periods (PGA, 0.2 s, 0.5 s, and
1 s). This dominance gradually decreases for longer periods (2.5–
5 s), suggesting that lz1

is more indicative of the ground motion
Fig. 7. Relative mean absolute SHAP values of (a) LV for Sað

8

behavior where higher frequencies are more prominent. Typically,
it is known that the amplitude of the ground motions controls the
short-period behavior (e.g., Bozorgnia et al., 2004), thereby reaf-
firming the observations made in Section 5.1 for lz1

. Conversely,
lz2

shows a different trend, with its relative importance increasing
for SaðT) with longer spectral periods (2.5 s and 5 s). This trend
aligns with the understanding that the energy content of the
ground motions, which is more closely associated with lz2

(as dis-
cussed in Section 5.2), significantly influences flexible and long-
period structures (e.g., Bozorgnia et al., 2004). Exceptions to gen-
eral trends are noted in the mid-range periods of 0.5 and 1 s, where
lz1

’s importance peaks predominately compared to lz2
, suggesting

complex interactions between the amplitude and energy content
of the ground motions at these intermediate periods. These will
require further analysis, which is beyond the scope of this study.

In general, it is concluded that the observations made in Fig. 7a
are consistent with the discussions of the previous section and the
summary plot shown in Fig. 7b. It is observed from Fig. 7b that CAV
tends to have similar importance for both lz1

and lz2
, and lz1

and
lz2

are dominated by amplitude-based PGA and energy-based Ia,
respectively. Thus, in general, it is observed that lz1

inherits the
capabilities to capture the acceleration and amplitude effects on
stiffer SDoFs, and with an increase in flexibility of SDoF, lz2

increases in its importance, thereby inheriting energy-based char-
acteristics. Hence this process of interpreting DL-based models
T) prediction (VAE); (b) IM10s for LV prediction (DNN).
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provides insights into the cause-effect relationship between the
features and targets, thereby promoting transparency and provid-
ing details about the LVs in capturing the behavior of SDoF systems
with different periods. Furthermore, this encourages understand-
ing the ‘‘black box” nature of the predictions made by the neural
networks and how the target variables are affected by the changes
in the features (similar to classical regression analysis).
6. Spatial efficacy analysis of the ROSERS latent variables

This section analyzes the spatial efficacy of the ROSERS EEW
framework in terms of coverage area. The coverage area of an
on-site EEW is an important consideration for its effective opera-
tion and implementation. Herein, the coverage area refers to the
geographical extent within which the warning based on a single
EEW sensor is reliable. Since the sensors are geographically dis-
tributed over a region, it is important to know how far the warn-
ings from a station can be used for EEW at nearby locations.
Hence, understanding the coverage area is crucial for determining
the reach and applicability of the system, as well as for informing
decision-making processes and response strategies.

The coverage area of an on-site EEW can be influenced by var-
ious factors, including M, distance from the source, soil conditions,
earthquake parameters of interest, and the system’s capabilities.
Ideally, a higher density of seismic stations can resolve this issue
by providing more comprehensive monitoring of ground shaking
throughout the region. However, such provisions are impractical
due to cost and social (such as privacy) considerations. Hence,
the strategic placement of sensors in seismically active zones
based on the coverage area estimates can ensure that the system
effectively serves at-risk communities.

Various methodologies and techniques are employed to esti-
mate the coverage area, including spatial regression models, geo-
statistics, and statistical analysis of historical earthquake data
(e.g., Páez and Wheeler, 2009; Bi and Hao, 2012; Caramenti et al.,
2022; Meng and Goulet, 2022). These approaches help determine
the range of applicability and the spatial distribution of warning
capabilities. In this study, a spatial regression model (i.e., GWRF;
Georganos et al., 2021) is trained and validated to represent spatial
variability of the LVs (which are sufficient and efficient surrogate
variables representing SaðT), as discussed above). The seismic event
parameters (i.e, M and Repi) serve as the inputs and lz1

and lz2
of

NS and EW components are used as the target variables (hence
two inputs and four outputs). It should be noted here that although
the training and interpretation of the ROSERS framework hinge on
the LVs and IMs of both ground motion components (NS and EW),
they are merged in the dataset and not explicitly mentioned in the
paper uptill now. This omission is due to the developed VAE and
DNN models relying on component-specific inputs and outputs
which inherently do not possess common parameters (e.g. SaðTÞ
or IM10s are distinct for the two ground motion components of
the same station). However, since the two ground motion compo-
nents correspond to sameM and Repi, for clarity it is explicitly men-
tioned in this section.

To accurately incorporate the spatial correlations, only the
events from the dataset recorded at multiple stations must be con-
sidered. Hence a preliminary check is made in Fig. 8a to check the
number of events in the database that are recorded at various min-
imum numbers of stations. Based on the results, the spatial regres-
sion analysis is conducted using the�65 events (5 � M � 9), which
are recorded at a minimum of 20 stations, thereby leading
to > 5000 ground motion components.

The trained spatial regression model is utilized to estimate the
LVs for both components for a grid-based inputs of M and Repi. The
predictions of each component LV are utilized for clustering similar
9

LVs together while accounting for the station’s distance from the
source across different magnitudes. This allows stepped discretiza-
tion of the predicted LVs which is then used to compute the half-
width of each discretized section in terms of Repi and obtain a func-
tion form that relates coverage area in terms of coverage radius (rc)
with the M, Repi and LVs. Fig. 8b illustrates an earthquake event
recorded at stations 1 to 5. The coverage area of a station repre-
sents the area around any station up till which the predictions
can be statistically considered to be the same as that of the station
point (in this case, it is considered to be a circle shown in red color
around the station 2) and rc represents the radius of the circle.
Hence, the coverage area (in terms of rc) of an on-site EEW sensor
is based on the similarity of the LVs as predicted by the spatial
regression model. A schematic flowchart of spatial efficacy analysis
of ROSERS on-site sensors is provided in Fig. 9. The details of the
models and procedure are provided in the following two sections.
6.1. Geographically weighted random forests (GWRF)

GWRF is an innovative approach that combines the strengths of
two powerful techniques: random forests (RF) and geographically
weighted regression (GWR) (Georganos et al., 2021). It aims to
improve the modeling of spatially correlated data by incorporating
both spatial autocorrelation and the nonlinear relationships
between the features and target variables.

Traditional RF and other regression models treat the data as
independent and identically distributed, ignoring the spatial struc-
ture and potential spatial heterogeneity. On the other hand, GWR
(Páez and Wheeler, 2009), such as the spatially varying coefficients
model (SVCM) (Georganos et al., 2021), considers spatial non-
stationarity by estimating local models for each observation, cap-
turing the spatially varying relationships between the features
and targets. However, GWR has limitations due to the underlying
relationship model form requirement, computational complexity,
the lack of stability, and high bias and variance (Georganos et al.,
2021). A GWRF addresses these limitations by integrating RF and
GWR. It applies RF locally, considering a subset of the data within
a specific geographic neighborhood defined by a spatial weighting
kernel. This allows the model to capture the spatial variations of
the relationships between predictors and the response variable
while benefiting from RF’s computational efficiency and stability.

One of the main differences between traditional GWR and
GWRF models is the non-stationarity coupled with a flexible non-
linear model, which is difficult to overfit due to its bootstrapping
nature, thus relaxing the assumptions of traditional Gaussian
statistics. By combining multiple decision trees trained on different
subsets of data, a GWRF captures the complex interactions and
nonlinear relationships between predictors and the response vari-
able. Furthermore, including spatial weighting ensures that the
model gives more weight to nearby observations, considering their
proximity in the analysis and accounting for spatial autocorrela-
tion. Essentially, GWRF was designed to bridge machine learning
and geographical models, combining inferential and explanatory
power.

As a first study in seismology, the proposed GWRFmodel is kept
simple, and ground motion waveforms are considered ergodic and
isotropic to provide better interpretability and usability. The mod-
els are trained using the two most essential earthquake parameters
M and Repi of the training set as the input features and lz1

and lz2

of the NS and EW ground motion components as the target vari-
ables. For a good bias-variance trade-off, after hyperparameter
tuning, the GWRF is trained with random bootstrapping using a
maximum depth of 10 trees, a bandwidth of five stations, and a
weighing kernel based on the haversine distance between the sta-
tions. The weighing kernel (w dð Þ) is expressed in Eqs. (1)–(3)



Fig. 8. (a) Number of events vs. minimum number of recording stations in the dataset; (b) illustration of coverage area and coverage radius (rc) of an on-site EEW sensor.

Fig. 9. Flowchart for spatial efficacy analysis of ROSERS LVs.
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where D/ and Dk are the differences in latitude and longitude
between the two points (in radians), respectively, /1 and /2 are lat-
itudes of the two points (in radians), R represents the radius of
Earth (=6371 km), d is the haversine distance, and r is the band-
width parameter. The hyperparameter tuning included grid-
based analysis for the maximum depth of trees ranging from 5 to
20 trees, bandwidth of stations ranging from 3 to 10 stations, dif-
ferent weighing kernels including Gaussian, bisquare, and expo-
nential kernels with Euclidean and haversine distances. The
residuals of the two LVs from the model predictions of NS compo-
nent are presented against M and Repi of all �65 events in Fig. 10,
where the red blocks show the 5 to 95 percentile grouped box plots
(similar results are obtained for the EW component). It is observed
that the residuals of both LVs for both components have a mean
close to 0, indicating the white noise characteristics and demon-
strate no evident bias against any values of M and Repi.

a ¼ sin2 D/
2

� �
þ cos /1ð Þ � cos /2ð Þ � sin2 Dk

2

� �
ð1Þ
10
d ¼ R � 2 � atan2ð ffiffiffi
a

p
;
ffiffiffiffiffiffiffiffiffiffiffiffi
1� a

p
Þ ð2Þ
w dð Þ ¼ exp � d2

2r2

 !
ð3Þ

Fig. 11 further presents the true values and GWRF predictions of
lz1

and lz2
of NS component for an event of M ¼ 7:3 (origin

time = 13:30:18 JST on October 6th, 2000; latitude = 35.270�N;
longitude = 133.352�E; focal depth = 12.2 km) from the test split
of the dataset. In general, it can be observed from the figure that
the true and predicted values of the two LVs are very close to each
other across the region of recordings. Although the predicted val-
ues are lower than the true values for a particular minority of
the regions, this is not expected to affect the results of this study
significantly. It should be noted that even though more complex
and intriguing predictive models can be proposed for the applica-
tion, the goal of this study is not to offer a highly accurate model.
Instead, this study focuses on using a model that appropriately



Fig. 10. GWRF residuals for lz1
vs. (a) M; and (b) Repi; and lz2

vs. (c) M; and (d) Repi of the NS component.
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captures the spatial trends of LVs with the least number of input
features to assess the coverage area of each sensor under the
ROSERS EEW framework.
6.2. Estimation of coverage radius (rc)

The trained GWRF is used to estimate the LVs for a grid of
5 � M � 9 and 0:1 � Repi � 300 km at an increment of 0.1 and
�0.1 km, respectively. This is done by defining hypothetical earth-
quake events of varying magnitudes and assuming stations
throughout the geographical region of Japan at increments of
0.01 latitude and longitude. The input grid is used to make predic-
tions of LVs using the trained GWRF. Fig. 12a and b showcases the
predictions of lz1

and lz2
of NS component for an event with

M ¼ 7:5. It should be noted here the values of the LVs do not rep-
resent the intensity of shaking, so larger values do not need to be
estimated at stations with small Repi.

To define the coverage area and obtain rc , the continuous
change in the LVs, as observed in Fig. 12a and b, must be dis-
cretized based on the similarity with the LVs of the neighboring
station (closer values of Repi based on the assumption of ergodicity
and isotropy). Hence in other terms, the predicted LVs are required
to be clustered together based on the similarity of the LVs and Repi.
In this case, DBSCAN (Ester et al., 1996) is used for the clustering.
11
DBSCAN is a density-based clustering algorithm that groups data
points based on their density and proximity. It can help identify
clusters of similar values within a certain radius. In this case, the
maximum distance parameter of 10 km and 30 km is used to define
the maximum threshold radius of similarity for Repi < 150 km and
Repi > 150 km, respectively. Also, the minimum number of points is
kept as 5 to form a cluster. This is done by hyperparameter tuning
to optimize the algorithm.

The DBSCAN algorithm is utilized to discretize the continuous
LV predictions of the GWRF into stepped predictions, thereby
allowing for a more interpretable representation. For the LV pre-
dictions of M ¼ 7:5 event in Fig. 12a and b, the discretized results
are presented in Fig. 12c and d, respectively. The boundaries
marked in black indicate the points where the LV values change,
and the half-width of each discretized section represents the rc
associated with the central point. From Fig. 12, it is observed that
DBSCAN successfully discretizes the continuous predictions into
cluster-based stepped predictions. This behavior is consistent
across various grid events analyzed in this study.

In general, for Repi < 100 km, 100 < Repi < 200 km, and
Repi > 200 km, mean rc of �2 km, �4 km, and �9 km, respectively,
are observed to be optimal. Hence the findings suggest that for
EEW sensors lying in close proximity to the epicenter
(Repi < 100 km), an effective warning can be issued for a relatively
small coverage radius (rc � 2 km), providing a high level of similar-



Fig. 11. (a) True lz1
; and (b) GWRF-predicted lz1

; and (c) true lz2
; and (d) GWRF-predicted lz2

for NS component for an event with M ¼ 7:3.
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ity accuracy. For sensors with Repi between 100 km and 200 km, the
optimal coverage radius of similarity increases to approximately
4 km (rc � 4 km). This suggests that as the distance from the earth-
quake source increases, the on-site warnings are reliable for a lar-
ger coverage area. Finally, for the sensors that are at a considerable
distance from the epicenter, a much wider coverage area
(rc � 9 km) can rely on the on-site warnings. It should be noted
that the values mentioned here are averaged for the example event
M ¼ 7:5 and the range of rc for different Repi can be seen from the
Fig. 12. Furthermore rc values are observed to fluctuate with
respect to the M of the earthquake event.

Subsequently, the obtained rc is then regressed against the cor-
respondingM; Repi, and lz as per Eq. (4). The objective is to provide
users with a simple yet predetermined representation to estimate
rc based on the expectedM; Repi, and lz. This information can assist
end users in strategically placing sensors in seismically active
zones, thereby minimizing blind spots and mitigating errors
caused by regional extrapolation.

In a pre-event scenario, the M and Repi can be easily obtained
from earthquake rupture forecasting tools (Field et al., 2009,
2017). The value of lz can be derived by inverting the predictions
12
of SaðTÞ from probabilistic seismic hazard analysis (PSHA) using the
pre-trained encoder of the VAE. The results of fitting the regression
model are presented in Table 1, demonstrating the regression coef-
ficients. Although more complex prediction models could be
employed for regression purposes, this study proposes a simple
model for improved interpretability and usability. Overall, the
combination of DBSCAN-based discretization and the regression
model provides a practical framework to estimate rc based on read-
ily available inputs, enabling effective sensor placement and
enhancing EEW in seismically active regions. It should be noted
that the results presented herein are based on Japanese geography,
site conditions, and source characteristics. The results can deviate
for other regions, and similar thorough analysis is needed.

rc ¼ b0 þ b1 �M þ b2 � Repi þ b3 �M � Repi þ b4 � lnðlz þ 1Þ ð4Þ
7. Conclusions

The potential risks posed by earthquakes to communities
worldwide underscore the critical need for developing dependable
EEW systems as part of a holistic earthquake mitigation strategy,



Fig. 12. GWRF LV predictions vs Repi for (a) lz1
; and (b) lz2

; and DBSCAN smoothened LV predictions vs Repi for (c) lz1
; and (d) lz2

for NS component.

Table 1
Coefficients for Eq. (4) for rc estimation.

rc b0 b1 b2 b3 b4

lz1 (NS) �86.92 0.93 15.32 �0.13 �79.52
lz1 (EW) �128.16 0.95 21.85 �0.13 �86.55
lz2 (NS) �52.53 0.70 9.83 �0.10 �67.62
lz2 (EW) �101.01 0.79 17.36 �0.11 �74.60
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where EEW’s role, among other earthquake risk-reduction tactics,
is critical. Recent technological advancements have enabled the
training and implementation of data-driven and ML/DL based
EEW systems. However, due to the black-box nature of such mod-
els, the internal peculiarities of the models remain unknown, lead-
ing to reluctance in their use by the community. Furthermore, due
to the lack of resources (and other potential reasons) to lay a fine
grid of EEW sensors in a region, it is vital to understand the extent
of coverage each EEW sensor can provide for effective real-time
operational efficiency.

This study addressed the urgent need for effective EEW systems
by investigating the real-time on-site EEW framework known as
ROSERS. Firstly, the ROSERS framework was evaluated for effec-
tiveness and applicability for a different seismic region than previ-
ously used Western U.S crustal sources by Fayaz and Galasso
(2022). The framework was extended to the Japanese subduction
zone by retraining it on a dataset of �11,000 unprocessed subduc-
tion ground motion components. The goodness-of-fit testing
revealed that ROSERS framework accurately estimates response
spectra of the on-site incoming ground motion waveform from
early recorded 10 s of the ground motion with R2 > 0.9. This finding
13
futher established ROSERS as a reliable and robust framework for
subduction earthquake scenarios.

Secondly, the interpretability analysis using XAI techniques,
particularly the application of game theory-based SHAP, provided
valuable insights into the two LVs of the VAE and their supplemen-
tary correlations with short- and long-period Sa(T). The SHAP anal-
ysis of the trained DNN further established a cause-effect
relationship between the LVs and the IMs of the early recorded
seismic waves, thereby enhancing the interpretability of the
framework. In general, it was observed that lz1

inherits the capa-
bilities to capture the acceleration and amplitude effects on stiffer
SDoFs, and with an increase in flexibility of SDoF, lz2

increases in
its importance, thereby inheriting energy-based characteristics
This interpretability aspect is crucial for end-users, as it allows
them to understand the underlying mechanisms and make
informed decisions based on the predictions provided by ROSERS.

Finally, this study explored the spatial efficacy of ROSERS and
assessed the coverage area of the on-site EEW stations. By training
a novel spatial regression model using GWRF, the study estimated
the LVs using the M and Repi as the input features. The LVs were
estimated for a grid of 5 � M � 9 and 0:1 � Repi � 300 km at an
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increment of 0.1 and �0.1 km, respectively. The estimated LVs
were then clustered and averaged using DBSCAN to determine
the radius of similarity (i.e., rc) that defines the coverage area of
the ROSERS system. The results indicated that in general, for
Repi < 100 km, 100 < Repi < 200 km, and Repi > 200 km, mean rc
of �2 km, �4 km, and �9 km, respectively, are observed to be opti-
mal. Furthermore, linear regression equations were provided to
estimate rc based on the M, Repi and LV value. This information is
valuable for optimizing the placement of sensors in seismically
active zones, minimizing blind spots, and improving the overall
effectiveness of on-site EEW systems.

The findings of this research have practical implications for mit-
igating the societal impact of earthquakes, aiding real-time risk
reduction-oriented decision-making processes, and empowering
individuals to take necessary protective actions. By delineating
the strengths and limitations of ROSERS, this study paves the
way for allocating resources and enhancing earthquake prepared-
ness and response strategies. Future research can build upon these
findings to further optimize on-site EEW systems and improve
their effectiveness in providing timely warnings and protecting
vulnerable communities.
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