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1. Introduction

The rising energy demand and increased emissions discharge to the environment is expected on the face of increasing population size, consumption based economies and improved life style around the world [1]. However, we are experiencing industry 4.0 revolution in the twenty first century, and the productivity, quality and efficiency of industrial complexes and energy systems have been boosted many folds under the technological advancement [2]. The industrial systems store heaps of data in the data storage banks formally called supervisory information systems. This creates the situation to deploy the industrial data for intensive data-exploratory and value-creating analytics for the time dependent applications [3,4]. The data-driven analytics can be applied for the operational excellence, informed decision making and data-aware policy making for enhancing the performance of any system under investigation [5].

Machine learning (ML) algorithms are used for the data-driven modelling and optimisation analytics as they can detect the pattern and hidden features in the data with good accuracy [6,7], and can be computationally cheaper compared with the first-principle model based analyses [8,9]. Artificial neural network is one amongst the popular modelling algorithms of ML [10] and is deployed for the data-driven modelling applications due to their versatility, excellent ability to approximate the function and low memory requirements [11,12]. Multi layered perceptron (MLP) is the basic component of ANN and its working mimics how human brain processes information to make decisions [13]. The nonlinear autoregressive with exogenous (NARX) network is another variant of ANN and incorporates the MLP structure along with the past observations of the input and output variables that act as sliding windows. The sliding window passes over the training data
and contributes to model the nonlinear dynamics of timeseries datasets [14–17]. The sliding window is termed as delay in the algorithm of NARX and is a critical hyperparameter that is to be optimised to achieve the good modelling accuracy of NARX.

Neural networks offer predictive benefits as compared to other algorithms such as their ability to develop hard-to-find nonlinear and complex relationships and interactions between the input and output variables, and to handle volumes of data for building effective functional mapping with reasonable computational resource utilisation [18]. Neural networks are essentially black-box models and thus, it is quite difficult to explain how the model simulates the output variables’ value for the given input conditions (low interpretability) [19]. Therefore, research community is actively engaged on developing the techniques to understand and explain the causal effects of input variables on the neural network’s predictions [20]. Some examples are described as follows:

Neural interpretation diagram (NID) is a modification to the structure of neural network and it highlights the width and colour of the connections between the neurons depending upon the sign and width of weights thereby differentiating the significant input variables [21]. Garson’s method computes the summation of the product of the absolute value of weights from the input to output variables via hidden layer, and scaled it relative to all other input variables to identify the significant variable [22], Olden’s method [22] also performs the similar computation except that real value of weights is used and the resultant value is not scaled. Input perturbation method [23] adds a noise to the value of the input variable under investigation whereas other input variables are kept at a certain value. The constructed experiments are simulated from the model and the change in the selected performance metrics presents the relative variable importance. Similar to the input perturbation method, profile method [24] for sensitivity analysis allows to vary the value of selected input variable while keeping the other input variables at different quantile values. Thus, different plots for the input variables are created. Beck M.W [25] presented a modification to this technique where central value of training data clusters is utilised instead of selecting the quantile values.

Partial dependence plot (PDP) approach [26–29] plots the individual conditional expectation (ICE) curves for the output variable against the selected input variable. Later, the average value of the ICE curves is taken in order to visualise the PDP curve for the input variable. Local interpretable model-agnostic explanations method [30] explains the complexity of ANN by locally approximating it with the interpretable models like linear regression or decision tree. Shapley values computed by SHAP (SHapley Additive exPlanations) method computes the marginal contribution of the input variable to explain the output of neural network and can be computed by conditional expectation function [31]. Stepwise addition and elimination methods [32] rebuild the neural network by adding or removing the input neuron respectively in a sequential approach, and the change in the chosen performance metrics at each step depicts the relative importance of input variable. Partial derivative method takes the partial derivative of neural network’s output with respect to the input variable and evaluate the resulting expression on a dataset.

The techniques mentioned above are useful to explain the interpretability of neural networks. However, they have certain drawbacks as well thereby limiting their applicability. Explaining the results of NID method is difficult given the weight connections in the neural networks. Garson’s Olden method only consider the weights connection from input to hidden layer and LeK’s profile technique can present the analysis on the constructed scenarios not supported by the training data. PDP may present misleading results for correlated input variables. Local linearisation can provide information only in certain regions thus quantitative information on the entire dataset is missing. SHAP method is not an exact measure of causality, and can be computationally expensive for the large number of input variables. Forward and backward elimination is a computationally exhaustive method and may produce inconsistent results based on order of input variables to be added or removed. Whereas, computing the partial-derivative of function with respect to large number of input variables can be time-consuming.

It is important to mention here that the partial derivative method analytically estimates the variable significance by taking the derivative of the neural network with respect to the input variable from the explicit sensitivity analysis expression. The contributions of the weight connections and activation function are also accounted in addition to the value of the input variables. The partial derivative method provides more robust diagnostics for a well-trained neural network, and thus the derivative of the network will provide stable results thereby providing a competitive edge, in terms of model interpretability compared to the mentioned sensitivity analysis techniques and also outweighs the time-consuming aspect of the approach.

The objective of this work is to derive the partial-derivative based sensitivity analysis expression for the NARX model and utilise the expression to obtain the dynamic sensitivity information of the input variables of the trained NARX model. The explicit partial-derivative based sensitivity analysis expression for NARX is not available in the open literature and thus, this research bridges this identified gap by providing the explicit partial-derivative based sensitivity analysis expression for the NARX model. The partial-derivative approach explains the complexity of neural network through the explicit expression that offers the insights about the model’s interpretation performance. In this research, two case studies on time-series based engineering system’s applications, i.e., a distillation column and a higher-order distillation column are taken, and NARX models are trained on the data obtained after solving the ordinary differential equations (ODEs) of the distillation columns corresponding to different initial conditions. Later, the dynamic sensitivity trend of the output variables against the input variables of the distillation columns is plotted by the derived NARX based partial-derivative method. Furthermore, the forward difference method on the ODEs of the distillation columns is applied to compute the variable’s sensitivity and is compared with that of the partial-derivative approach to confirm the accuracy of the dynamic sensitivity trends plotted by partial derivative-based sensitivity analysis carried out using the NARX model. The comparison also allows to investigate the interpretability performance of NARX model in terms of the significance order of the input variables towards predicting the output variables [33, 34]. Thus, the derived partial derivative based sensitivity analysis expression can be utilised in various real-life applications to plot the dynamic trends of the system’s performance complemented with the improved interpretability of NARX algorithm which is helpful to make informed and knowledgeable decisions.

This paper is structured as: The working of the NARX model is described in Section 2. The partial derivative of the NARX model is calculated and presented in Section 3. The dynamic sensitivity trends of the output variables against the input variables are plotted for two examples, distillation and higher-order distillation column, and the details are provided in Sections 4.1 and 4.2 respectively. Finally, conclusion of this research is mentioned in Section 5.

2. Development of non-linear auto regressive with exogenous (NARX) model

A nonlinear autoregressive network with exogenous (NARX) model is a time-series based function approximation algorithm for modelling the dynamic profile of a system. A NARX model is basically a MLP network and can incorporate the past input and output observations to predict the current output value. It can include the delay terms of the input as well as output time-series to map their causal relationships. Mathematically, the working of NARX model can be expressed as [35, 36]:

$$y(t) = f(u(t-n_1), \ldots, u(t-1), u(t), y(t-n_2), \ldots, y(t-1))$$  

(1)
where, \( u(t - n_u), \ldots, u(t - 1), u(t) \) is the input time series and \( y(t - n_y), \ldots, y(t - 1) \) is the output time-series. \( n_u \) and \( n_y \) are the lag terms introduced in the time-series of input and output variables respectively. \( f \) represents the non-linear MLP function mapping the two exogenous series to predict the current value of the output variable (\( y(t) \)). The states of the NARX model are specified with respect to \( n_u \) and \( n_y \) which are the tapped delays for input and output time-series respectively. The states of the NARX model are updated as:

\[
x_i(t + 1) = \begin{cases} 
  u(t) & i = n_u \\
  y(t) & i = n_u + n_y \\
  x_{i-1}(t) & i < n_u \text{ and } n_u < i < n_u + n_y 
\end{cases}
\]

so that, at time \( t \), the taps correspond to the values:

\[ x(t) = [u(t - n_u) \ldots u(t - 1), y(t - n_y) \ldots y(t - 1)] \]

According to the working of feedforward MLP, the output produced at the \( i^{th} \) neuron of the hidden layer at time \( t \) is given as \( H_i(t) \):

\[
H_i(t) = f_1 \left( \sum_{r=1}^{n_u} w_{ru}(t - r) + \sum_{j=1}^{n_y} w_{ijy}(t - 1) + a_i \right)
\]

here, \( w_{ru} \) is the weight connecting the input time series neuron \( u(t - r) \) with the \( i^{th} \) hidden layer neuron. Similarly, \( w_{ij} \) corresponds to the connection weight between the feedback neuron \( y(t - l) \) and the \( i^{th} \) hidden layer neuron. \( a_i \) is the bias value applied at the \( i^{th} \) hidden layer neuron and \( f_1 \) is the activation function applied at the hidden layer.

The final output produced at the output neuron of the NARX network is computed as:

\[
\hat{y}_i(t) = f_2 \left( \sum_{i=1}^{n} w_{yi} H_i(t) + b_i \right)
\]

where, \( w_{yi} \) is the weight of the link connecting the \( j^{th} \) and \( i^{th} \) neuron of the output and hidden layer neuron respectively. \( b_i \) is the bias value applied at the \( i^{th} \) neuron of the output layer; \( n_y \) is the number of hidden layer neurons; \( f_2 \) is the activation function applied at the output layer. Finally, \( \hat{y}_i(t) \) is the output value predicted by the NARX network for the given exogenous input and output time series. A simple architecture demonstrating the working of NARX model is presented in Fig. 1. Two input and feedback delays as well as three hidden layer neurons are considered in the NARX network, and the model predicted response for the output is represented by \( \hat{y}(t) \) for the input series \( u(t) \) and delay states \( x_j(t) \) to \( x_6(t) \).

The modelling performance of the developed NARX network is measured by two statistical terms namely co-efficient of determination (\( R^2 \)) and root-mean-squared-error (RMSE). The performance matrix built on these two terms are utilised in research studies for evaluating the prediction efficiency of the machine learning model [37,38]. Mathematically, \( R^2 \) and RMSE are written as:

\[
R^2 = 1 - \frac{\sum_{i=1}^{N}(y_i - \hat{y}_i)^2}{\sum_{i=1}^{N}(y_i - \bar{y})^2}
\]

\[
RMSE = \sqrt{\frac{1}{N} \sum_{i=1}^{N}(\hat{y}_i - y_i)^2}
\]

\( R^2 \) is regarded as the accuracy of the developed model to predict the value of the output variable corresponding to the input vector. The value of \( R^2 \) varies from zero (poor predictability) to one (perfect prediction). Whereas, RMSE indicates the difference between the model-simulated responses and the true observations, and should be minimum thereby the model has excellent prediction performance.

3. Partial derivative-based sensitivity expression of NARX model

The sensitivity of NARX model can be expressed as first-order partial derivative between the input and output variables. NARX consists of MLP structure along with the feedback loop to map the output variable with respect to the input as well as the delayed responses of the variables. The information received at any neuron of the hidden layer at time \( t \) can be expressed as:

\[
S_{(i)} = N_{(i)} w_{ip} + \sum_{p=1}^{d} N_{(p)} w_{ip} + \sum_{p=d+1}^{d} N_{(p)} w_{ip} + \sum_{p=d+1}^{d} N_{(p)} w_{ip} + \sum_{p=d+1}^{d} N_{(p)} w_{ip}
\]

where, \( N_{(i)} \) is the dynamic input variable whose sensitivity on the output is to be evaluated. \( w_{ip} \) is the weight connection from \( N_{(i)} \) to a hidden layer neuron; \( N_{(j)} \) is the set of other dynamic input variables having connection weights \( w_{ij} \) with the hidden layer neuron; \( N_{(j)}d \) and \( N_{(j)}d \) are the delayed connections of \( N_{(i)} \) and \( N_{(j)} \) in the NARX having the weights connections \( w_{ip} \) and \( w_{ip} \) respectively; \( y_{(j) - d} \) is the delayed feedback response of the output variable and \( w_{ip} \) is the weight connection of \( y_{(j) - d} \) with the hidden layer neuron; \( b_i \) is the bias introduced to the hidden layer; and \( S_{(i)} \) represents the information collected at the hidden layer of NARX. The activation function \( \phi \) is applied on \( S_{(i)} \) which is expressed as:

\[
N_{(i)} = \phi(S_{(i)})
\]

here, \( N_{(i)} \) represents the information signal forwarded to the output layer from the hidden layer of NARX. The information processing at the
output layer is given as:

\[ S_{o(t)} = N_{o(t)} w_{oα} + \sum_{j=1}^{N} N_{o(j)} w_{αj} + b_o \]  

(10)

\[ N_{o(t)} = \phi_o(S_{o(t)}) \]  

(11)

here, \( b_o \) is the bias term applied at the output layer; \( \phi_o \) refers to the activation function applied on the output layer of NARX; \( 'j' \) denotes the neuron in the hidden layer; and \( N_{o(t)} \) is the value simulated by NARX for the given input values of the variables. Also, we have:

\[ \frac{dS_{o(t)}}{dN_{o(t)}} = w_{oα} \]  

(12)

\[ \frac{dS_{o(t)}}{dN_{o(t)}} = \frac{dS_{o(t)}}{dN_{p(t)}} \frac{dN_{p(t)}}{dN_{o(t)}} = \left( \frac{dN_{o(t)}}{dS_{o(t)}} \frac{dS_{o(t)}}{dN_{o(t)}} \right) \left( \frac{dN_{o(t)}}{dS_{o(t)}} \frac{dS_{o(t)}}{dN_{o(t)}} \right) \frac{dN_{o(t)}}{dN_{p(t)}} \]  

(14)

Considering Eqs. (9) and (11):

\[ \frac{dN_{o(t)}}{dN_{p(t)}} = \phi_o(S_{o(t)}) \]  

(15)

\[ \frac{dN_{o(t)}}{dN_{o(t)}} = \phi_o(S_{o(t)}) \]  

(16)

Eq. (14) can be expressed as:

\[ \frac{dN_{o(t)}}{dN_{p(t)}} = \phi_o(S_{o(t)}) w_{αo} \phi_o(S_{o(t)}) w_{oα} \]  

(17)

Since, the hidden layer consists of more than one neuron, the general form of partial derivative-based input sensitivity of three-layer MLP based NARX model for \( 'n' \) hidden layer neurons is expressed as:

\[ \frac{dN_{o(t)}}{dN_{p(t)}} = \sum_{k=1}^{n} \phi_k(S_{o(t)}) w_{αk} \phi_k(S_{o(t)}) w_{oα} \]  

(18)

In this work, \( (\phi_o(S_o = (\exp(2S) - 1)/(\exp(2S) + 1)) \) is the tangent hyperbolic based activation function deployed on the hidden layer while linear activation function \( (\phi_h(S_o = S_o) \) is implemented on the output layer. Therefore, first-derivative of tangent hyperbolic function is given as:

\[ \phi(S) = 1 - \phi^2(S) = 1 - N^2 \]  

(19)

Thus, Eq. (18) can be expressed as:

\[ \frac{dN_{o(t)}}{dN_{p(t)}} = \sum_{k=1}^{n} w_{αk} (1 - N^2) w_{oα} \]  

(20)

The Eq. (20) describes the absolute dynamic sensitivity of output variable \( N_{o(t)} \) for per unit change in input variable \( X_{p(t)} \) which can be deployed to identify the significant input variables for the system under investigation.

4. Results and discussion

4.1. Development of NARX model and its partial-derivative based sensitivity analysis for distillation column

A distillation column is a commonly used industrial component in the material separation techniques and is used for the range of applications including water desalination systems [39,40], crude oil and mixture separations in the process industries [41–43]. The distillation column is a non-linear dynamic system and is considered to investigate the comparison between the sensitivity analysis made by partial derivative method on the NARX model and forward difference method on ODEs of distillation column (first-principle method). The distillation tower consists of a total condenser, five trays and a reboiler. Feed in liquid phase is maintained at its boiling point and enters the tower at tray 3. It is assumed that constant molar flow rate and accurate control of the levels in the reboiler and condenser are maintained. The disturbances are introduced in feed concentration \( X_f \) and feed flow rate \( L_f \).

The dynamic operation of the distillation column is represented by the following ordinary differential equations (ODEs):

Reboiler : \( \frac{dX_i}{dt} = \left( L + L_f \right) \left( X_i - X_1 \right) + V \left( X_1 - y_1 \right) \)  

(21)

Tray 2 : \( \frac{dX_2}{dt} = \left( L + L_f \right) \left( X_2 - X_1 \right) + V \left( y_1 - y_2 \right) \)  

(22)

Feed tray : \( \frac{dX_i}{dt} = L_i X_i + L X_1 - \left( L + L_f \right) X_i + V \left( y_1 - y_2 \right) \)  

(23)

Tray 4 : \( \frac{dX_4}{dt} = L \left( X_4 - X_3 \right) + V \left( y_3 - y_4 \right) \)  

(24)

Condenser : \( \frac{dX_4}{dt} = V \left( y_4 - X_3 \right) \)  

(25)

The equilibrium in vapour–liquid state in the distillation column is expressed as:

\[ y_i = \frac{aX_i}{1 + (a - 1)X_i} \]  

(26)

where, \( X_i \) represents the light component’s liquid mole fraction at tray \( i \) (\( i = 1,2,3,4 \)) and \( y_i \) denotes the light component’s vapor mole fraction above the tray \( i \). \( V \) and \( L \) are vapor and liquid molar flow rates. The two liquid compositions measured at the tray 2 (\( X_2 \) now represented as \( Y_2 \)) and tray 4 (\( X_4 \) now represented as \( Y_4 \)) are taken as the output variables to be modelled by NARX, and are depicted on five stage distillation column diagram on Fig. 2. The values of the parameters are found from the literature [44,45] and are taken as: \( L = 27.3755 \text{ mol (min)}^{-1} \), \( H_c = 30 \text{ mol, } H_v = 20 \text{ mol, } \alpha = 5 \), and \( V = 32.3755 \text{ mol (min)}^{-1} \) and are utilised to numerically solve the first principle equations of the distillation column.

The two input variables, \( X_f \) and \( L_f \) are varied in the operating range, i.e., 0.5–0.7 and 6 to 10 as reported in literature [44,45]. The step-size of 0.01 and 0.2 is taken for \( X_f \) and \( L_f \), respectively and 20 experiments are constructed for the input variables. Subsequently, the developed ODEs of the distillation column are numerically solved in MATLAB 2021b version using ode23 solver. The dynamic profiles of the two output variables, \( Y_2 \) and \( Y_4 \) are retained for two step-time values, i.e., \( t = 13, 26 \). Thus, the simulated datasets consisting of the causal inputs and the output variables and having 40 observations are normalised into \( 1 \) to \( 1 \) scale and are deployed to develop the NARX model for \( Y_2 \) and \( Y_4 \).

NARX network is trained on the data simulated by the ODEs of the distillation column. Levenberg Marquardt algorithm is deployed for the parametric optimisation of the network and sum-of-square-error is used as loss function [46]. The activation function applied at the hidden and output layer of NARX is tangent sigmoidal and linear respectively [47]. Various combinations of the delays (input and feedback) and hidden layer neurons are tried for the NARX model development. The performance metrics constructed on \( R^2 \) and RMSE are measured corresponding to the developed NARX network. Fig. 2 shows the performance metrics computed for the NARX network of \( Y_2 \) and \( Y_4 \) under various architectural configuration (hidden layer neurons, input delay, feedback delay). The performance metrics of the developed networks are compared. It is found that NARX network with five hidden layer neurons and one feedback delay has the comparatively improved values of \( R^2 \) and RMSE, i.e., 1 and 0.00076 respectively for \( Y_4 \). Similarly, the optimal architectural configuration developed for \( Y_4 \) has four hidden layer neurons and...
one feedback delay with $R^2$ value of 1 and RMSE is 0.00020. The two NARX models have comparatively higher merit of performance in modelling the two output variables and are deployed for conducting the partial-derivative based sensitivity analysis.

The partial derivative-based sensitivity of the input over the output variable is computed using Eq. (20) for the NARX model. The weight vector of the input variable from input layer to the hidden layer of NARX is compiled. Moreover, the weight vector from the hidden layer neurons to the output neuron is constructed. Similarly, the term $(1 - N^2)$ is computed using the Eq. (19). The dynamic sensitivity profile of the input variables, i.e., $X_f$ and $L_f$ is evaluated over the output variables ($Y_2$ and $Y_4$) for two time step values. Similarly, the dynamic sensitivity profile of the input variables over the two output variables is also developed by the forward difference method applied on the ODEs (Eqs. (21)–(26)).

Fig. 3 compares the sensitivity of two output variables, i.e., $Y_2$ and $Y_4$ towards the input variables ($X_f$ and $L_f$) at $t = 13, 26$. The dynamic sensitivity profiles of the two output variables are constructed at the four operating points of $X_f$ and $L_f$ taken as 0.54–0.57 and 7.6–8.8 with the step size of 0.01 and 0.4 respectively. During the evaluation of dynamic sensitivity of $Y_2$ and $Y_4$ with respect to $X_f$, $L_f$ is kept at 8. Similarly, $X_f$ is set at 0.55 to investigate the dynamic sensitivity of two output variables towards $L_f$.

A general increasing trend in the dynamic sensitivity of the two output variables is observed with respect to $X_f$ and $L_f$ computed by partial derivative method on NARX model and forward difference method on ODEs (first principle). $Y_2$ appears to be more sensitive to $X_f$ since the dynamic sensitivity values are comparatively bigger than that of $L_f$. However, $Y_4$ has higher dynamic sensitivity to $L_f$ compared with that of $X_f$. It is important to note that the two sensitivity analysis methods present the comparable and similar dynamic sensitivity trends for the output variables which are computed with respect to the input variables. Furthermore, the similar significance order of the input variables is established by the two techniques confirming the accurate interpretability performance of the NARX model to predict the values of the output variables as investigated by the derived partial-based sensitivity expression.

4.2. Development of NARX model and its partial-derivative based sensitivity analysis for higher distillation column

A higher order distillation column comprising ten stages including reboiler, condenser and feed entering at stage five is considered to implement the partial-derivative method for the sensitivity analysis of NARX model. The liquid composition at stage seven is taken as output variable ($X_7$ now taken as $Y_7$) to be modelled by $t$, $X_f$ and $L_f$ and
The mathematical model of the considered higher distillation column is given as follows:

**Reboiler:**
\[ H_r \frac{dX_1}{dt} = (L + L_f)(X_2 - X_1) + V(X_1 - y_1) \]  
(27)

**Tray 2:**
\[ H_t \frac{dX_2}{dt} = (L + L_f)(X_3 - X_2) + V(y_1 - y_2) \]  
(28)

**Tray 3:**
\[ H_t \frac{dX_3}{dt} = (L + L_f)(X_4 - X_3) + V(y_2 - y_3) \]  
(29)

**Tray 4:**
\[ H_t \frac{dX_4}{dt} = (L + L_f)(X_5 - X_4) + V(y_3 - y_4) \]  
(30)

**Feed tray:**
\[ H_t \frac{dX_5}{dt} = L_f X_f + L X_6 - (L + L_f)X_5 + V(y_4 - y_5) \]  
(31)

**Tray 6:**
\[ H_t \frac{dX_6}{dt} = L(X_5 - X_6) + V(y_5 - y_6) \]  
(32)

**Tray 7:**
\[ H_t \frac{dX_7}{dt} = L(X_6 - X_7) + V(y_6 - y_7) \]  
(33)

**Tray 8:**
\[ H_t \frac{dX_8}{dt} = L(X_7 - X_8) + V(y_7 - y_8) \]  
(34)

**Tray 9:**
\[ H_t \frac{dX_9}{dt} = L(X_8 - X_9) + V(y_8 - y_9) \]  
(35)

**Condenser:**
\[ H_c \frac{dX_{10}}{dt} = V(y_9 - X_{10}) \]  
(36)

The vapour–liquid equilibrium maintained in the distillation column is expressed as:

\[ y_i = \frac{\alpha X_i}{1 + (\alpha - 1)X_i} \]  
(37)

The values of parameters are same as considered for distillation column in the previous Section 4.1 and are deployed for solving the ODEs of higher distillation columns in MATLAB 2021b version using ode23 solver. \(X_f\) and \(L_f\) are varied from 0.5 to 0.7 and 6 to 10 respectively with the step size of 0.01 and 0.4 thereby making 20 input conditions. The simulated values of \(Y_7\) are retained and taken corresponding to \(t = 0.39, 1.0, 1.44, 2.07\) thereby making 80 observations for the input–output dataset.

The simulated dataset is normalised into –1 to 1 scale and is deployed for modelling \(Y_7\) on the input variables by NARX algorithm. Tangent sigmoidal and linear activation function are implemented at the hidden and output layer of NARX respectively. Various combinations of the delays (input and feedback) and hidden layer neurons are tried for the NARX model development. \(R^2\) and RMSE are calculated corresponding to the architecture of the network. Fig. 5 shows the modelling performance of the NARX networks developed under different combination of hidden layer neurons, input delay and feedback delay. \(R^2\) value is observed from 0.62 to 1.0 whereas RMSE is varied from 0.0168 to 0.312. Closely comparing the performance metrics of the developed
models, it is found that NARX network with four hidden layer neurons and one feedback delay has comparatively better values of performance metrics, i.e., $R^2 = 1$ and RMSE $= 0.0168$. Thus, the developed NARX model is deployed to evaluate the sensitivity of $Y_7$ towards the input variables by partial-derivative method.

The developed NARX network for modelling $Y_7$ is deployed for conducting the partial derivative-based sensitivity analysis. The weight matrices $w_{oh}$ and $w_{hp}$ are compiled and the term $(1 - N^2)$ is computed on the data deployed for conducting the sensitivity analysis. Fig. 6 shows the sensitivity of $Y_7$ towards the input variables at four-time step values computed by partial derivative approach on NARX network and forward difference method on the ODEs (first principle) of higher distillation column. The dynamic sensitivity of output variable is evaluated for $X_f = 0.54$ to $0.7$ and $L_f = 7.6$ to $8.8$ with the step size of 0.01 and 0.4 respectively at $t = 0.39, 1, 1.44, 2.07$. A nonlinear sensitivity trend of $Y_7$ initially increased from $t = 0.39$ to $t = 1.0$ and subsequently decreased until $t = 1.44$ and finally increased up to $t = 2.07$ for both input variables, i.e., $X_f$ and $L_f$. The two sensitivity analysis approaches, i.e., partial derivative method of NARX model and first principle method on ODEs present the closer sensitivity values and follows the trend in good agreement.

5. Conclusion

In this paper, we have derived the partial derivative based explicit dynamic sensitivity analysis expression for the non-linear auto regressive with exogenous (NARX) model. The derived expression for the dynamic sensitivity analysis is applied on two engineering system-based case studies, i.e., distillation column and higher distillation column. The input variables of the distillation column, i.e., $t$, $X_f$ and $L_f$ are deployed to model liquid mole fraction corresponding to second & fourth stage of distillation column ($Y_2 & Y_4$), and liquid mole fraction corresponding to seventh stage of higher distillation column ($Y_7$).

- $Y_2$ is appeared to be relatively more sensitive to $X_f$ than $L_f$, whereas $L_f$ is relatively more significant towards the dynamic sensitivity of $Y_4$ as...
evaluated on partial-derivative approach on NARX model and first principle method. Moreover, higher relative sensitivity of $Y_7$ towards $L_f$ as compared with that of $X_f$ is observed as analysed by partial-derivative and first-principle approach.

- The comparison of the sensitivity values computed from the NARX model by partial-derivative and first-principle approach allows to investigate the interpretation performance of the NARX model. We observe the similar order of significance of the input variables towards the output variables of distillation columns as established by partial-derivative and first-principle approach that confirms the good interpretation performance analysed by partial-derivative approach on the NARX model.

- This research presents the explicit expression derived by the partial derivative approach to plot the dynamic sensitivity trends for the NARX model that is helpful to explain the interpretability performance of the NARX model. Furthermore, the partial-derivative based sensitivity expression can help get the insight of the impact of causal variables on the dynamic operations of system under investigation.

The current work presents the dynamic sensitivity information corresponding to the time-steps upon which the NARX model is trained. In the future work, the dynamic sensitivity values can be computed at different values of the time and the information can be used for the control and decision-making for the dynamic operations of real-life applications.
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