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Abstract. Platform governance helps align the activities of participating actors to deliver 
value within the platforms. These platforms can operate in environments where governance 
is intentionally or conventionally weak in favor of open access, frictionless transactions, or 
free speech. Such low- or no-governance environments leave room for illegitimate actors to 
penetrate platforms with illegitimate content or transactions. We propose that an external 
observer can employ transparency mechanisms to establish “soft” governance that allows 
participants in a low-governance environment to distinguish between sources of legitimate 
and illegitimate content. We examine how this might work in the context of disinformation 
Internet domains by training a machine learning classifier to discern between low- 
legitimacy from high-legitimacy content providers based on website registration data. The 
results suggest that an independent observer can employ such a classifier to provide an 
early, although imperfect, signal of whether a website is intended to host illegitimate con-
tent. We show that the independent observer can be effective at serving multiple platforms 
by providing intermediate prediction results that platforms can align with their unique gov-
ernance priorities. We expand our analysis with a signaling game model to ascertain 
whether such a soft governance structure can be resilient to adversarial responses.
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1. Introduction
Platform research and practical applications have grown 
as organizations and individuals become increasingly 
connected across digital environments (Adner et al. 
2019). Platforms “function as an interface between differ-
ent groups of users and facilitate value-creation ex-
changes” (Cennamo and Santalo 2013, p. 1331). These 
different groups can have diverse and sometimes diverg-
ing interests. This has motivated a growing body of 
research on platform governance and the governance 
policies that platforms may adopt (Tiwana et al. 2010, 
Koo and Eesley 2020, Rietveld et al. 2021).

However, even well-governed platforms may be vul-
nerable if they operate in low-governance environments. 
Such environments may lack mechanisms and policies to 
regulate the quality of the actors in the environment. 
While low-governance environments can serve as a con-
duit for exchanges of legitimate content and transactions 
among platforms and external actors, they leave open the 

possibility that illegitimate actors can establish illegiti-
mate content and transactions in these environments and 
introduce them into otherwise well-governed platforms.

To mitigate the threat to platforms posed by illegiti-
mate actors operating in low-governance environments, 
we examine the platform in the context of its broader 
governance environment and propose how an indepen-
dent observer might improve that environment, even if 
it lacks formal enforcement authority. We start by de-
scribing three levels of governance that affect platforms 
and environments: platforms, governments, and regula-
tory intermediaries. Platforms establish the structure and 
rules for platform participation and provide the primary 
form of governance within the boundaries of a platform; 
governments handle criminal and civil regulation within 
the jurisdiction(s) that the platform operates and can add 
a layer of support to platform-spanning transactions; 
and regulatory intermediaries provide targeted gover-
nance functions in the broader environment. Using this 
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framework, we evaluate how an independent observer 
acting as a regulatory intermediary can mitigate the 
impact of illegitimate actors by collecting and assessing 
identity transparency (hereafter, transparency) signals 
from content providers. This assessment allows the ob-
server to exercise a form of soft governance, which we 
define as indirect influence without formal authority that 
elicits positive behavior from participants, especially in a 
low- or no-governance environment. While we treat the 
observer as an independent entity, it could represent a 
function within an existing entity, including Internet 
security companies, independent researchers, or govern-
ment agencies. We use transparency as a measure of 
how easy it is to identify the actors responsible for con-
tent or transactions in an environment. A similar con-
struct has been employed in other settings to mitigate 
different forms of illegitimate and illicit activity, includ-
ing discouraging online sales of stolen goods (Scha-
kowsky 2021) and human trafficking in supply chains 
(Harris 2015).

Intuitively, being transparent is undesirable for bad 
actors because it facilitates proper attribution of their 
behavior, which allows authorities to impose costs on 
those bad actors. Kevin Mandia, Chief Executive Officer 
of the Internet security firm FireEye, Inc., makes this 
point clear in the context of disinformation during his 
testimony to the Select Committee on Intelligence of the 
U.S. Senate under the title “Disinformation: A Primer in 
Russian Active Measures and Influence Campaigns.” He 
states, “When you have attribution right, then you can 
consider the proportional response and the other tools at 
your disposal as diplomats to make sure we have the 
deterrence we need” (S.H. 115-40 2017). Another exam-
ple of how transparency is costly to bad actors is the 
Integrity, Notification, and Fairness in Online Retail Mar-
ketplaces for Consumers (INFORM Consumers) Act, 
which requires online resellers to authenticate their iden-
tity as a deterrent to illicit trade. As reported in The New 
York Times, “By forcing organized retail criminals to ver-
ify who they are, the bill would discourage them from 
selling and thus exposing themselves to prosecution” 
Coy (2021).

To illustrate this mechanism, we use the context of 
online disinformation and consider how an external 
observer using transparency signals can mitigate the 
spread of disinformation. We propose that the external 
observer can leverage existing domain registration data 
to detect disinformation domains near the time of a do-
main’s registration. The external observer’s capacity for 
soft governance stems from its ability to credibly, albeit 
incompletely, identify disinformation domains and share 
the details of those domains with others for further vali-
dation, including researchers, Internet security firms, 
social media platforms, and media outlets. This addi-
tional validation is useful because the initial identifica-
tion may be imperfect.

Although domain registration data are publicly acces-
sible, it has little to no explicit information about the 
intended use of the domain. We provide a practical vali-
dation that a reasonably accurate signal of disinforma-
tion domains can be detected by training a machine 
learning classifier using the initial registration data from 
a data set of known disinformation domains and a ran-
dom sample of general domains. Even with limited data 
and a standard machine learning algorithm, the predictive 
results using a holdout sample of data are encouraging. 
We present the model’s predictive performance using the 
area under the curve (AUC) for the classifier’s precision- 
recall (PR) curve. This measure is bound between 0 (no 
predictive power) and 1 (perfect predictive power). A PR 
curve is a common measure of prediction performance in 
settings such as ours with strong class imbalance. Our 
base model yields a PR AUC of 0.521. This result exceeds 
the performance of a random classifier, which yields a PR 
AUC of 0.112 (equivalent to the proportion of disinforma-
tion domains in the data used to assess the performance 
of the model). Over a series of robustness checks, we pro-
duce alternative classifiers with PR AUCs ranging from 
0.502 to 0.615. To better establish that the prediction results 
are based on identity transparency signals, we train a clas-
sifier using only a subset of registration features related to 
the registrant’s identity. The model’s predictive perfor-
mance is nearly equivalent to that obtained by training on 
features drawn from all the registration data. The results 
demonstrate that seemingly innocuous disclosures can 
contain transparency signals that are detectable by a 
machine.

The observer’s analysis can be leveraged by platforms 
to support their platform-centric efforts to suppress dis-
information. Platforms can have different governance 
policies regarding disinformation (Kuan and Lee 2023), 
which can manifest in a different tolerance for false 
positive and false negative predictions. We confirm that 
the observer’s analysis can better align with the needs 
of platforms’ disparate governance policies if the ob-
server provides platforms with the predicted probabilities 
generated by the machine learning classifier rather than 
the predicted classes. We simulate the relative value 
that such an approach can provide to platforms with het-
erogeneous governance policies and find that it is supe-
rior to the value obtained from a range of alternative 
approaches.

A natural question that arises is how behavior of the 
actors may evolve, and specifically whether domain 
registrants who intend to produce illegitimate content 
(e.g., disinformation) can change their behavior to avoid 
detection by the external observer. We examine this 
question with a game theoretic model that leverages the 
differential cost of transparency between illegitimate and 
general domain registrants. We adapt a standard signal-
ing game model to our setting and pare it down to its 
simplest form to facilitate intuition on the role of 
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transparency. The model allows us to assess the trans-
parency levels in the domain registration information 
and how the observer, who has no direct control over 
the domain registration process, can exploit the differ-
ences to flag suspect domains. Intuitively, the results of 
the model highlight a tradeoff faced by illegitimate 
domain registrants between (1) revealing their domains 
as illegitimate domains and masking their own identities 
(a separating equilibrium), versus (2) masquerading their 
domains as general domains and revealing their own 
identities (a pooling equilibrium). We show that even 
when registrants have full information about the role of 
the external observer, the signals from the game theoretic 
model disadvantage illegitimate domain registrants, 
while general domain registrants are weakly better off.

Our research makes two contributions. First, our 
paper extends the literature on platform and ecosystem 
governance to consider a form of soft governance in low- 
or no-governance environments. Much of this literature 
focuses on governance that is constrained to the bound-
aries of the platform (Wareham et al. 2014, Zhang et al. 
2019, Rietveld et al. 2021) that is largely managed by a 
central core actor (Boudreau and Hagiu 2009). However, 
many digital platforms also operate in, or allow ex-
changes with broader, ungoverned environments, such 
as the Internet. Rather than possessing a central core 
actor, the Internet consists of independent (often coun-
try-specific) agencies that set their own policies, and a 
variety of decentralized stakeholders—including those 
from academic, industry, and public sectors—that at-
tempt to maintain shared standards and interoperability. 
We examine how an observer without formal authority 
can partially offset this regulatory void by assessing 
transparency signals from domain registration data. This 
is akin to establishing a reputation system, but one that is 
based on transparency. Goldfarb and Tucker (2019, 
p. 26) highlight the value of reputation systems by ob-
serving, “The rise of online reputation systems has facili-
tated trust and created new markets.”

Second, we complement recent studies that examine 
disinformation deterrence strategies. Research on mea-
suring and modeling disinformation detection is typi-
cally in the context of a single social media platform 
(Vosoughi et al. 2018, Grinberg et al. 2019, Papanastasiou 
2020) and largely focuses on interventions that target dis-
information consumers through education (Guess et al. 
2020), content tags (Moravec et al. 2020), fact-checks 
(Pennycook and Rand 2019), or content sourcing (Kim 
and Dennis 2019). Recent work on regulating online con-
tent acknowledges the possibility of governance regimes 
that do not reside solely on a platform (Cusumano et al. 
2021). Our research formalizes this concept by proposing 
an external observer that can support multiple platforms 
to identify sources of disinformation before that content 
has infiltrated those platforms. Our empirical use of 
domain registration data are also systematically available 

and may offer a valuable proxy to researchers for the 
identification of disinformation (and other illegitimate) 
content.

2. Motivating the Soft Governance Observer
In this section we summarize the literature on platform 
governance and how it reflects layers within a broader 
governance architecture. We then identify how gaps in 
governance may emerge and how an independent ob-
server can add value.

2.1. Overview of Platform Governance Literature
The literature on platform governance generally looks at 
questions of proper functioning within a platform or 
competitive implications across platforms. We consider 
three levels of prospective governance: platforms, gov-
ernments, and regulatory intermediaries operating out-
side the platform in the broader environment.

Much of the research on platform regulation has 
focused on regulating the actions and outputs of actors 
within the platform to create and capture value for the 
platform (Rietveld and Schilling 2021). A platform is 
characterized by a “core” actor or manager that designs 
and implements rules governing the participating com-
plementors and activities on the platform (Kretschmer 
et al. 2022). In regulating the platform’s complementors 
and their output, the core actor balances two countervail-
ing forces (Ghazawneh and Henfridsson 2013, Wareham 
et al. 2014)—greater participation to facilitate innovation 
and variety (Boudreau 2012) versus greater control to 
establish standards and restrict low quality outputs 
(Boudreau and Hagiu 2009). Platform managers have a 
variety of tools available to manage this tradeoff, includ-
ing recommending and promoting complementors (Fle-
der and Hosanagar 2014; Rietveld et al. 2019, 2021), 
establishing restrictions (Casadesus-Masanell and Hala-
burda 2014), mandating quality standards (Boudreau 
and Hagiu 2009), and encouraging desirable behaviors 
(Claussen et al. 2013). To further ensure standards and 
behaviors, the platform can apply verification systems to 
either the participant (Wang et al. 2021) or the underly-
ing product or transaction (Kokkodis et al. 2022). Verifi-
cation systems have traditionally been operationalized 
as ratings or reviews (Tadelis 2016, Goldfarb and Tucker 
2019). Academic (Kim and Dennis 2019, Moravec et al. 
2019, Pennycook et al. 2020) and policy proposals (Per-
sily and Tucker 2021) attempt to curtail illegitimate con-
tent by tagging it at the point of entry onto the platform.

A second research stream focuses on governance that 
is administered and enforced by government agencies. 
This relates primarily to the platform’s competitive prac-
tices (see Jacobides and Lianos 2021, and cites therein), 
and considers market power, concentration, and winner- 
take-all dynamics that are driven by network effects 
(Bamberger and Lobel 2017, Song 2021). This line of 
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research is in the tradition of work in economics on 
monopolistic practices (Kovacic and Shapiro 2000). There 
are also legal regimes for verification, such as trademarks 
or other intellectual property, that offer participants in 
digital environments the opportunity to verify transac-
tion partners (Bechtold and Tucker 2014).

A final research stream deals with regulatory intermediar-
ies that may provide regulatory support for transactions 
between organizations operating in a broader environ-
ment. In an environment, this form of governance may 
formally confer specific responsibilities to an actor or the 
responsibilities may be assumed without a formal man-
date. The literature on ecosystems conceives of an 
“ecosystem leader” who is a participant in the ecosystem 
and guides its norms and structures (Adner 2017). Gov-
ernance in ecosystems can promote trust by effective 
management of partner interactions (Ruokolainen et al. 
2011). In open-source communities, a balance between 
bureaucratic and democratic structures (O’Mahony and 
Ferraro 2007) facilitates the decision and property rights 
amongst participants (Shah 2006). Decentralized autono-
mous organizations (which are effectively confedera-
tions of actors) can manage governance with no central 
actor, and instead use algorithmic, social, and goal coor-
dination (Hsieh and Vergne 2023).

2.2. The Governance Gap
Platforms and their environments are dynamic, and 
despite the multilayered nature of governance, gaps in 
governance coverage can emerge. One factor contribut-
ing to the introduction and dissemination of illegitimate 
content or transactions into platforms is exchanges 
among those platforms and their environment, which 
may host illegitimate actors. Illegitimate actors may 
establish a presence or content in the outside environ-
ment or on other platforms (Wilson and Starbird 2020) 
and use those footholds to infiltrate other platforms. 
Even an otherwise well-governed platform may be vul-
nerable to these cross-boundary incursions. The evolving 
cryptocurrency environment provides a specific exam-
ple. Cryptocurrency adherents espouse an ethos of self- 
or no-regulation, which is reflected in its initial period of 
adoption and growth. The lack of oversight, however, 
allows illegitimate actors to establish low-quality tokens 
in the environment that can be used to defraud inves-
tors (Hamrick et al. 2018). When those tokens are 
traded against higher-quality tokens on higher-quality 
exchanges, it can undermine those platforms and ulti-
mately the entire environment.

A second factor that can lead to illegitimate content 
is that platforms do not have jurisdiction over content 
that is outside of the platform, and governments 
may lack interest (for example, the initial lack of regula-
tion of cryptocurrency exchanges in the United States) or 
authority to regulate some types of content (for example, 
the difficulty in constraining disinformation due to free 

speech considerations; U.S. Court of Appeals for the Fifth 
Circuit 2023). By hosting illegitimate content outside of 
platforms, and using platforms solely to promote that 
content, illegitimate actors are exploiting gaps in the gov-
ernance structure.

2.3. The Soft Governance Observer
We propose an independent and external observer that 
enhances the digital environment’s governance through 
transparency. Platforms and ecosystems assume that there 
is some form of “alignment structure” among actors 
(Adner 2017), but this concept may not account for actors 
who introduce illegitimate content or transactions in a 
broader environment in order to manipulate other partici-
pants and platforms. Those actors insulate themselves 
from sanction by creating this content using proxies, such 
as shell companies, websites, or applications. This can be 
mitigated by an observer who serves as a regulatory proxy 
by assessing the sources of content in the environment.

The observer is unlikely to be endowed with any for-
mal authority in the environment. As a consequence, the 
observer may not control access to the environment or 
the activities of the actors, nor censor or alter content 
within or across platforms. Instead, the observer focuses 
on monitoring and assessing content sources before con-
tent is generated or enters a platform. This upstream 
focus complements downstream efforts by platforms 
and third parties to tag content after it has been created 
(Moravec et al. 2020). The observer achieves its upstream 
objective by using existing data about the sources of con-
tent in the environment, such as registration information 
for each source, to assess whether sources can be attrib-
uted to actors. An actor may choose to facilitate or avoid 
public attribution when establishing a source of content 
in an environment. It is possible that legitimate actors 
may have valid reasons for avoiding attribution, such as 
a dissident who prefers anonymity when sharing content 
in protest of an authoritarian regime. Such circumstances 
can be addressed by the observer using a transparency 
mechanism that allows actors to privately facilitate attri-
bution of sources to those actors. The observer could 
eventually provide such a verification mechanism more 
broadly. An example of this in the nondigital world is 
the PreCheckVR service offered by the Transportation 
Security Administration (TSA). In this case, people will-
ingly provide verifiable information (and even pay for 
the privilege) to the TSA in exchange for expedited clear-
ance when boarding flights in the United States. Simi-
larly, the observer could offer a certification to positively 
influence a domain registrant’s participation in more 
active verification processes.

2.3.1. Advantages. Separation and independence from 
individual platforms and other authorities might provide 
advantages to the observer that could improve outcomes 
on individual platforms and overall social welfare. First, 
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the observer’s attribution efforts are platform-agnostic and 
portable across multiple platforms, which benefits legiti-
mate actors whose content enters multiple platforms. Such 
multihoming actors would not need to obtain and main-
tain attribution for their content on platforms individually.

Second, the observer’s activities could extend existing 
verification systems that exist within platforms. For exam-
ple, by coordinating across platforms, the observer may 
also be able to leverage information and data from multi-
ple sources that can yield greater value than any single 
source. The coordination would also allow for legitimate 
actors to obtain the aforementioned portable verification 
or accreditation that would reduce frictions or transaction 
costs. Thus, verification by an external observer passed 
into a platform could counteract internal reputation fail-
ures, such as ratings manipulation (Mayzlin et al. 2014).

Third, platforms are economic actors with their own 
set of value creation and capture incentives, which may 
or may not align with the mitigation of malicious con-
tent. If the platform is already monitoring its external 
environment (Nimmo and Torrey 2022), the observer 
could supplement the oversight effort taking place 
within the platform. Since the observer can operate as a 
shared service, it could enable greater economies of scale 
or streamline interactions with those being observed, 
including standard setting and resolving false pre-
dictions. The observer’s independence also allows it to 
promote consistency and best-practices sharing across 
heterogeneous regimes. This can reduce the platform’s 
compliance costs and provide a benchmark for outside 
parties to infer the internal policies of different platforms. 
By comparing actors and content that are (and are not) 
allowed on different platforms, relative to the recom-
mendations of the observer, a researcher could better 
establish a platform’s policy positions, or evaluate whe-
ther platforms are following through on monitoring 
efforts (Ricart et al. 2020). Observing changes to these 
policies over time may also provide insight on whether 
and how a platform’s priorities change.1 This type of 
indirect inference of internal policies offers an alternative 
to proposals that call for internal access of platform algo-
rithms and policies by outsiders, such as researchers 
(Persily and Tucker 2021). Following the external obser-
ver’s guidelines may also improve trust among users on 
that platform (Gu and Zhu 2021).

2.3.2. Temporal Dynamics. The observer must manage 
its activities amidst temporal dynamics. In particular, 
regulatory regimes may change and illegitimate actors 
may seek to erode the observer’s effectiveness in unantic-
ipated ways. To counter these eventualities, the observer 
must update its monitoring processes over time. This 
could be accomplished by implementing a feedback loop 
from the consumers of the observer’s assessments, peri-
odically updating and retraining the observer’s assess-
ment models, and refining or expanding the assessment 

escalation processes to account for changes in the envi-
ronment. The observers can collect such feedback from 
individual platforms or its own assessment of the perfor-
mance of its prior predictions.

3. Empirical and Analytical Approach to 
Understanding the External Observer

To gain some insight into the practical implementation of 
the proposed observer, we look at two separate, but 
related aspects of its operations. First, we confirm that an 
observer can effectively execute its monitoring function. 
We achieve this by building a machine learning classifier 
that distinguishes between legitimate and illegitimate 
content providers using innocuous data that is systemati-
cally available. We then use a simulation to reflect how 
platforms with different governance regimes could em-
ploy the classifier predictions. This allows us to assess 
how the observer might serve multiple platforms and 
confirm that each benefits from the observer’s activities. 
Second, we look at how actors might respond to the 
presence of the observer. We show this using a game the-
oretic signaling model that captures the dynamic interac-
tions between the observer and the actors operating in the 
environment. The signaling model confirms that despite 
having complete information about the intentions of the 
observer, illegitimate actors suffer from the observer’s 
actions while legitimate actors weakly benefit from them.

3.1. Testing Transparency Using a Machine 
Learning Classifier

We examine these issues in the context of online disinfor-
mation. Disinformation has proliferated in the digital 
environment, and its presence erodes trust in organiza-
tions, the broader environment, and civil society (Wal-
drop 2017, Grinberg et al. 2019). However, countering 
disinformation on social media platforms is challenging. 
Such content can originate outside of platforms—most 
notably on websites—and circulate on the platforms 
through multiple automated or human accounts. The 
May 2021 Facebook (Meta) Threat Report on Influence 
Operations identifies platform diversification and the 
use of websites as emerging and important tactics of 
influence operation actors, stating “to evade detection 
and diversify risks, [influence] operations target multiple 
platforms (including smaller services) and the media, 
and rely on their own websites to carry on the campaign 
even when other parts of that campaign are shut down 
by any one company” (Gleicher et al. 2021b, p. 5). The 
New York Times reports that this trend toward deploying 
disinformation on websites is fed by the realization that 
disinformation articles and the websites that host them 
are more difficult to target, and thus, combat (Rosenberg 
and Barnes 2020).

The Internet Corporation for Assigned Names and 
Numbers (ICANN), which is responsible for policy and 
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technical management of the Internet’s Domain Name 
System (DNS), is arguably the closest thing to a regula-
tory intermediary for the Internet. ICANN asserts, how-
ever, that “internet governance should mimic the 
structure of the Internet itself—borderless and open to 
all” (ICANN 2013) and “ICANN does not control con-
tent on the Internet. It cannot stop spam and it does not 
deal with access to the Internet” (ICANN 2021). This 
decision to forgo content controls supports ICANN’s 
stated objective for Internet openness and creates an 
environment where individual platforms must apply 
their own governance policies to regulate content that 
originates from domains. However, it also allows for 
unchecked proliferation of illegitimate content in the 
environment. Illegitimate content on the Internet can 
include content that is malicious or wrongful, such as 
illicit transactions (e.g., phishing), malicious attacks (e.g., 
denial of service attacks), or disinformation. Such content 
can originate from actors who may have a presence on 
one or more platforms (Bakos and Halaburda 2020) or 
on nonplatform environments. The content can then be 
seeded onto well-governed platforms by the actor, its 
surrogates, or unwitting third parties.

The scope of this challenge is daunting. Over 200,000 
domains are registered every day. Assessing the content 
of each domain would require a massive effort. How-
ever, a mechanism that easily sorts these domains based 
on the domain’s probability of eventually hosting illegiti-
mate content could lighten the burden. To achieve this, 
we distinguish between illegitimate domains and the 
illegitimate actors (the domain registrants) that establish 
the domains.2 We propose using registration data pro-
vided by domain registrants to assess which domains 
have a disproportionate likelihood of hosting illegitimate 
content in the future. This early warning allows outside 
parties, platforms, and platform stakeholders to deter-
mine whether to subject the content from those domains 
to a higher level of scrutiny, such as algorithmic or 
human evaluation of their early content and traffic, or a 
network analysis of their early links to assess whether 
they are associated with other confirmed or suspected 
disinformation domains.

3.1.1. Classifier Design. We first establish the technical 
feasibility of the observer’s function by developing a 
machine learning classifier that can help to disambiguate 
disinformation domains from legitimate domains. We 
assemble a data set of known disinformation domains 
and a random sample of general domains. Our sample of 
disinformation domains comes from Allcott and Gen-
tzkow (2017). They collected links to articles that were 
proven to be false by Snopes, PolitiFact, or BuzzFeed, 
around the time of the 2016 U.S. presidential election and 
2018 midterm election. While not a random sample, All-
cott and Gentzkow (2017, p. 219) describe their database 
on disinformation as “a reasonable but probably not 

comprehensive sample of the major fake news stories … ” 
The occurrence of disinformation campaigns around the 
2016 U.S. presidential election was widely covered in the 
media (Timberg 2016, Shane 2017) and governmental 
reports (U.S. Office of the Director of National Intelli-
gence 2017). The database consists of articles posted on 
375 distinct domains. We drop 13 domains that hosted a 
single article that was shown to be false by the fact check-
ing services, but otherwise provide credible news. 
The dropped domains are: bloomberg.com, dailymail. 
co.uk, huffingtonpost.com, huffingtonpost.co.uk, 
independent.co.uk, nydailynews.com, nymag.com, 
nypost.com, people.com, slate.com, talkingpointsmemo. 
com, washingtontimes.com, and buzzfeed.com. We drop 
eight more domains that were subdomains on aggre-
gators or content creating platforms, namely Pocket, 
YouTube, WordPress, and BlogSpot. The final sample 
consists of 354 disinformation domains. The registration 
year for the disinformation domains in our sample are 
concentrated in 2016 and otherwise dispersed from 2006 
through 2015 and 2017–2018.

We partnered with DomainTools, an online security 
and data company, to generate a sample of general 
domains for inclusion in our analysis. DomainTools gen-
erated a random sample of 75,000 domains whose regis-
tration periods roughly approximated the registration 
periods of the known disinformation domains. Domain-
Tools randomly selected 30,000 domains from 2016 regis-
trants and 45,000 domains from registrants in the other 
periods, matching the distribution of disinformation do-
mains. From this set of 75,000 domains, we randomly 
sampled 4,000 domains for inclusion in our sample. We 
used the DomainTools “Who Is History” application 
programming interface (API) to download registration 
information on the 4,000 domains, from the first registra-
tion event of the domain. Among the 4,000 domains, 
complete information was available for 3,990 domains.

Our final sample consists of 354 disinformation and 
3,990 general domains that we identify using a binary 
measure for disinformation (“1”) or not (“0”). To address 
the imbalance between the classes, we use Synthetic 
Minority Over-Sampling Technique (SMOTE), a stan-
dard procedure in machine learning that over-samples 
the minority class by matching each observation to its 
nearest neighbors and under-samples the majority class 
(Chawla et al. 2002). We follow prior work and select 
over- and under-sampling percentages of 400% and 
200% (Van Vlasselaer et al. 2017).

We used the DomainTools API to extract registration 
information for all disinformation and general domains 
in our sample. This includes the domain name, the ex-
tension, contact details provided by the registrant, the 
site, billing, and technical administrators, the date of reg-
istration, and the registrar. We performed the following 
feature engineering on the registration information. First, 
we use the domain name to compute the length of the 
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name, a count of the number of hyphens, a count of the 
numerical digits, an indicator for whether the number of 
periods exceeds one, and indicators for common domain 
extensions. We include squared terms and all two-way 
interactions of the continuous measures. A second set of 
features is based on the domain registrar. We categorize 
the registrar based on whether its frequency in the data 
are high (greater than 100), medium (between 10 and 
100), or low (less than or equal to 10). A third set of fea-
tures is based on the registrant’s information. We catego-
rize the registrant’s name as being private, disclosed, or 
missing. We use the registrant’s geographic information 
to create categories for each U.S. state (and “other” if the 
domain is international) and categories for each country 
(aggregating countries that only appear once and using 
“missing” if the country field is missing). We separately 
interact the registrar frequency features and the registrant 
name features with the U.S. state, country, domain exten-
sion, domain length, domain hyphens, and domain digits. 
We also interact the registrar and registrant features with 
one another. Our feature engineering exercise yields 1,139 
features for the machine learning model. Of these, 252 are 
continuous, discrete, or binary measures, and 887 are 
interaction measures. Table 1 summarizes the measures 
obtained from the registration information.

A challenge with machine learning algorithms is that 
the resulting classifiers can fit the observed training data 
well but are not generalizable to new data in a produc-
tion environment. We guard against this concern in two 
ways. First, we hold out a random sample of 20% of 
the observations for the test stage to estimate the per-
formance of the classifiers. The other 80% of the data 
are used to train and validate the classifier using k-fold 
cross validation. Second, we use an elastic net penalized 

logistic regression algorithm to develop our classifiers 
(Zou and Hastie 2005). The algorithm is similar to the 
maximum likelihood estimator, but it imposes a com-
pound penalty on the feature weights to mitigate over- 
fitting the model to the training data. We confirm that 
our results are robust over a variety of different design 
choices, including splits in the training versus testing 
datasets, hyperparameter settings, and the empirical 
context.

The elastic net algorithm solves:

β̂ � argmin
β0, β

1
N
XN

i�1
ℓi(yi, β0 + x′iβ)

" #

+ λ (1� α)
XJ

j�1
β2

j + α
XJ

j�1
|βj |

2

4

3

5 (1) 

In Equation 1, ℓi(·) is the negative log-likelihood for a 
logistic regression over N observations. The terms yi and 
xi are the outcome value and the set of feature values for 
observation i. The intercept and feature weights are 
represented by β0 and β, respectively. The hyperpara-
meters of the elastic net algorithm are λ�and α. The first 
hyperparameter, λ > 0, controls the extent to which co-
efficients are penalized in the algorithm. The second 
hyperparameter, 0 ≤ α ≤ 1, governs the weight between 
a ridge and a Lasso penalty term. The ridge penalty is 
the sum of the squares of the feature weights (with βj 
being the value of the weight on feature j) over J features, 
while the Lasso penalty is the sum of their absolute 
values. We set α � 0:99, which is essentially a Lasso clas-
sifier without erratic behaviors that arise from highly cor-
related variables (Friedman et al. 2010).

Table 1. Summary of Domain Registrations Data

Panel A: summary of measures from registration data

Variable Unique fields

Distribution by frequency

25% of data 50% of data 75% of data

U.S. state 49 1 1 2
Country 76 1 2 4
Domain extension 116 1 2 11
Registrar frequency 4 1 2 3
Registrant privacy 3 1 1 1

Panel B: measures computed from domain name (n � 4,344)

Feature Mean Std dev Min Max

Length 12.164 5.865 2 50
Multiple periods 0.080 0.271 0 1
Dashes 0.176 0.590 0 7
Digits 0.564 1.696 0 16

Notes. The distribution by frequency provides indicates how many unique values for each variable are identified by quartile. For instance, 
between 25% and 50% of all observations are from the same country, and between 50% and 75% of all observations are from the two most 
frequent countries.
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We adopt standard processes in the machine learning 
literature for our model development (see Hastie et al. 
2017, for details). Figure 1 summarizes the model devel-
opment process. First, we separate the data into training 
and test datasets, holding out a proportion, h, of observa-
tions as the test data set. For our main results, we use 
h� 0.20. We then train an elastic net classifier using only 
the remaining 1� h observations as the training data set. 
The training process includes k-fold cross-validation 
(kFCV, where we use k�10) to select the hyperpara-
meter, λ, in the elastic net classifier. For this cross- 
validation, the algorithm performs a grid search in each 
of the k iterations. For each iteration, the training data are 
divided into a train set, comprising (k� 1)=k of the 
observations, and a validation set, comprising 1=k of the 
observations. Across the k iterations, each observation 
appears in exactly one validation set and k�1 train sets. 
This yields k different classifiers corresponding to each 
of the train sets. The value of λ�corresponds to that of 
the classifier with the fewest features (i.e., the most 

parsimonious classifier) whose average mean squared 
error (MSE) is within one standard error of the minimum 
MSE. This value of λ�is then used to train the classifier 
using all of the training data. Finally, we use the resulting 
classifier against the hold-out test data to assess and 
report performance.

3.1.2. Results. The resulting elastic net classification 
model has nonzero weights on 193 features, including 
144 features that are interactions of multiple characteris-
tics. These include characteristics of the domain name, 
the registrant, and the registrar. The number and variety 
of features in the final classifier and the prevalence of 
interacted features underscore that the machine learning 
algorithm is identifying combinations that may be 
nonobvious in a human review of registration data. The 
features in our data are either binary or we have normal-
ized them to a mean of 0 and a standard deviation of 1, 
so the magnitude of a feature’s weight reflects the impact 
the feature has on the model’s prediction. Over the 193 

Figure 1. (Color online) Summary of k-Fold Cross-Validation Process 
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features in the model, the absolute values of the weights 
range from 0.001 to 7.080, with a mean 1.219 and a 
median 0.633. Features related to registrant identification 
information (i.e., features involving the registered name, 
contact details, address fields, etc.) are twice as likely to 
have nonzero weights in the classification model com-
pared with other features and comprise 156 out of the 193 
features with nonzero weights, including the fourteen 
features with the largest weights. This reinforces our 
proposition that identity transparency, or lack thereof, 
helps the classifier detect disinformation domains.

The classifier generates a predicted probability that 
a domain will produce disinformation in the future. 
By comparing the predicted probabilities to a cutoff 
threshold (θ ∈ [0, 1]), we can generate a predicted class 
for each domain. If θ�0 is chosen, then all of the 
domains are classified as disinformation, which yields 
only true positive and false positive outcomes. If θ�1 is 
chosen, then none of the domains are classified as disin-
formation, which yields only true negative and false neg-
ative outcomes. A value of θ�between 0 and 1 can result 
in a mix of true positive, false positive, true negative and 
false negative outcomes. For each threshold value of θ, 
we denote the proportion of all outcomes that are true 
positives as TPθ, false positives as FPθ, true negatives as 
TNθ, and false negatives as FNθ. In Figure 2, we present 
the precision-recall (PR) curve, which maps the classi-
fier’s precision (TPθ=(TPθ + FPθ)) and recall (TPθ=
(TPθ + FNθ)) at values of θ�from 0 to 1. The classifier’s 
performance can also be depicted by a receiver operating 
characteristic (ROC) curve (available from the authors). 

However, PR curves are more conservative, and thus 
preferred, in instances where there is class imbalance 
because the PR curve is not dependent upon true predic-
tions of the overweighted class (actual negatives, in our 
case). To assess the performance of the classifier along 
these dimensions, the AUC of our classifier’s PR curve 
can be compared with AUC for the PR curve of a ran-
dom classifier. The latter is equivalent to the proportion 
of disinformation domains in the holdout data. Our clas-
sifier generates a PR AUC of 0.521, which represents 
strong predictive power compared with the PR AUC of 
the random classifier of 0.112 (denoted by the dashed 
line in Figure 2). These results validate that domain regis-
tration information can be used to distinguish between 
disinformation and general domains at the time a do-
main is registered and before it starts to host content.

3.1.3. Results Using Identity-Related Features. To con-
firm that our classifier’s performance is driven by the 
identification information included in domain registra-
tion data, we train a new classifier using only features 
that are related to the identity of the registrant. This 
represents a subset of the features described in Section 
3.1.1 that are based on the registrant’s contact details as 
well as any interaction terms that include this informa-
tion. This reduces the set of features to 794. We follow 
the same process to train an elastic net algorithm and test 
the resulting classifier on the same holdout data set. The 
resulting elastic net classification model has nonzero 
weights on 185 features.

Figure 3 presents the PR curve using the classifier 
based on this constrained feature set. The shape of the 
PR curve is very similar to the PR curve for our main 
model (presented in Figure 2). The AUC for the PR curve 
is 0.531 (compared with 0.521 for our main model). Note 
that the predictive performance for this reduced-feature 
model slightly exceeds that from our main model. Gen-
erating a better predictive performance with less data 
may seem counterintuitive. This small performance dif-
ference reflects the data set shift (i.e., differences between 
the training and test datasets) that is almost universally 
present in practical settings. It underscores the impor-
tance of presenting predictive performance that is based 
on a holdout data set, as we have done. These obser-
vations provide strong evidence that the classifier’s pre-
dictive performance is largely driven by the identity 
features that are extracted from the registration data.

3.1.4. Alternative Classifier Design Choices and Set-
ting. We run a series of robustness checks to assess 
whether our classifier’s predictive power is an artifact of 
our algorithmic design choices. We implement two types 
of variations: the proportion of data held out for testing 
and the value of the α�hyperparameter used in the elastic 
net classifier. In our main results, we hold out 20% of the 
data in the sample in order to assess the performance of 

Figure 2. (Color online) Precision-Recall Curve for Elastic 
Net Classifier of Disinformation Domains 
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Note. Dashed lines represent performance of a random classifier.
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the classifier trained on 80% of the data. Holding out 
more data would result in more observations on which 
the classifier’s performance can be assessed, but less data 
on which the classifier can be trained. To check whether 
our model’s performance is sensitive to the proportion 
of data held out for testing, we create a classifier using 
a holdout of 30%. Performance results are shown in 
Figure 4. The PR AUC of the model is 0.493.

Second, we evaluate alternative measures for the α�
hyperparameter, which controls the relative weighting 
between a Lasso and ridge penalty term in our elastic net 
classifier. Our main results are based on α � 0:99. In 
practice, an analyst may use the data to determine the 
value of α, as part of the cross-validation process, or 
choose an alternative value. We evaluate the model’s 
performance using α�0 (a ridge model), 0.25, 0.50, 0.75, 
and 1 (a Lasso model). The results are presented in 
Figure 5. For the resulting classifiers, the PR AUC varies 
from 0.502 to 0.615.

Another concern is that the results are limited to the 
context of disinformation domains. To assess whether 
other kinds of illegitimate actors can be identified by 
their registration behavior, we consider an alternative 
setting in which we predict the establishment of phishing 
domains. We perform a feature extraction and model 
building exercise, described in Online Appendix Section 
A, that is similar to the process we followed for disinfor-
mation domains. In this second setting we again find 
that registration information is informative in predicting 
whether the domain is set up for phishing activities.

Collectively, these robustness checks confirm that the 
performance of our main classifier is not necessarily an 
artifact of our design decisions or empirical setting and 
that further model tuning may improve the classifier’s 
predictive performance.

3.2. Optimizing Results for Different 
Governance Regimes

PR curves are effective at summarizing a model’s predic-
tive performance over alternative values of θ, but a sin-
gle value for this threshold is used when a classifier is 
put into service. One possibility for choosing θ�is that the 
observer selects the threshold by solving an optimization 
problem that balances social costs and benefits associated 
with a classifier’s four prediction outcomes: true posi-
tives, false positives, true negatives, and false negatives. 
In this case, the benefit of true positives and true nega-
tives, and the cost of false positives and false negatives, 
should reflect the governance priorities of all of the parti-
cipants in the environment that the observer is assessing. 
However, applying a single economic model in support 
of individual organizations with different governance 
regimes may not yield locally optimal results. As Huber 
et al. (2017) observe, when implementing a governance 
regime, platforms must balance global rules versus adap-
tions that meet local requirements.

So how might the observer’s assessment of disinfor-
mation domains be relevant to subscriber organizations 
with different governance regimes, such as different 
social media platforms, research organizations, security 

Figure 4. (Color online) Precision-Recall Curve Using 30% 
Testing Holdout 
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Note. Dashed line represents baseline performance of a random 
classifier.

Figure 3. (Color online) Precision-Recall Curve for Elastic 
Net Classifier of Disinformation Domains Using Only Identity- 
Related Features From the Domain Registration Data 
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Note. Dashed lines represent performance of a random classifier.
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firms, policy makers, or government agencies? We de-
monstrate that this can be achieved, at least in part, by 
having those organizations subscribe to the observer’s 
predicted probabilities rather than predicted classes for 
each domain. Doing so gives each subscriber the flexibil-
ity to apply its own tailored economic model to establish 

cutoff thresholds and determine each domain’s pre-
dicted class. Organizations will have even more flexibil-
ity to tailor a predictive model to their needs if they 
simply in-source the observer function, but this may 
introduce other burdens, including operational and coor-
dination costs.

Figure 5. (Color online) Receiver Operating Characteristic (ROC) Curves of Alternative Classifiers 

AUC = .615
0

.2

.4

.6

.8

1

P
re

ci
si

on
 (

P
os

iti
ve

 P
re

di
ct

ed
 V

al
ue

)

0 .2 .4 .6 .8 1

Recall (True Positive Rate)

(a)

AUC = .521
0

.2

.4

.6

.8

1

P
re

ci
si

on
 (

P
os

iti
ve

 P
re

di
ct

ed
 V

al
ue

)

0 .2 .4 .6 .8 1

Recall (True Positive Rate)

(b)

AUC = .508
0

.2

.4

.6

.8

1

P
re

ci
si

on
 (

P
os

iti
ve

 P
re

di
ct

ed
 V

al
ue

)

0 .2 .4 .6 .8 1

Recall (True Positive Rate)

(c)

AUC = .502
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AUC = .519
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Note. Dashed lines represent performance of a random classifier. (a) Ridge classifier. (b) Lasso classifier. (c) Elastic net classifier, α�� 0.25. (d) Elas-
tic net classifier, α�� 0.50. (e) Elastic net classifier, α�� 0.75.
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To examine the value of serving multiple subscribers 
by providing predicted probabilities, we consider an 
environment with one observer and multiple platforms 
with a lax, moderate, or strict disinformation governance 
regime. Each platform can select an optimal θ�using an 
economic model of its utility function that aligns with its 
internal governance priorities and that captures the costs 
and benefits it incurs from the classifier’s predictions. 
Equation 2 represents one example of how the economic 
model could be structured and serves as the basis for our 
simulations. Alternative model specifications can be eas-
ily accommodated. In this example, we reflect different 
governance regimes by varying the costs rather than the 
economic model specification. A platform incurs an 
expected benefit V, for identifying a disinformation do-
main (i.e., a true positive). Its policy is to put each predic-
tive positive domain through additional verification at a 
cost Cv. Each false positive imposes a cost Cf on the plat-
form, arising from frictions caused by exerting further 
scrutiny on an otherwise legitimate domain. The plat-
form incurs a cost Cm, for misidentifying a disinforma-
tion domain (i.e., a false negative). We use TPθ, FNθ, and 
FPθ�to denote the true positive, false negative, and true 
negative proportions from the classifier’s predictions, 
based on the value of θ. True negatives do not influence 
the economic model in this example, although it is trivial 
to include this and other adjustments if they more accu-
rately reflect an organization’s utility function. Combin-
ing these terms yields the utility from the classifier at 
different levels of θ, as follows:

Utility(θ) � V(TPθ)� [Cv(TPθ + FPθ) +Cf (FPθ)
+Cm(FNθ)]: (2) 

This equation serves as an objective function that the plat-
form can apply against the information provided by the 
observer to determine the platform’s optimal threshold. 
The platform can then classify newly or recently regis-
tered domains by applying its optimal threshold to the 
probabilities that the observer generates on new domains. 
This approach is akin to the H-measure approach of 
assessing classifier performance (Hand 2009) but includes 
the economic implications of true classifications as well.

We simulate a range of governance regimes by assign-
ing different combinations of V, Cv, Cf, and Cm and using 
this information to solve Equation 2. In our simulations, 
we normalize V� 1 and allow Cf, Cv, and Cm to range 
from 0 to 2 in increments of 0.01. This yields a total of 
8,120,601 simulations. Table 2 provides results using this 
process for three representative governance regimes, 
which we label strict, moderate, and lax. Additional details 
and a broader (but still partial) set of simulation results 
are in the Online Appendix. The full simulation results 
align with the presented examples and are available 
from the authors.

Table 2 presents four panes of information. The top 
pane contains the values of V, Cv, Cf, and Cm used for the 
simulation (presented as unitless numbers corresponding 
to the input values). The next pane identifies the optimal 
value of θ�derived from Equation 2 and the resulting 
values in the confusion matrix. Intuitively, the optimal θ�
increases over the regimes, from strict (0.10), to moderate 
(0.54), to lax (0.86). The next pane provides common 
predictive performance measures—sensitivity (recall), 
specificity, positive predictive value (precision), negative 
predictive value, and accuracy. A higher value for each 
measure is desirable, but there is no simulation that has 
better performance across all the prediction measures.

The bottom pane presents the incremental value (pre-
sented as unitless numbers per 1,000 domains) that can 
be generated by using the optimal θ�for the platform, rel-
ative to using other methods. We compute the incremen-
tal value by subtracting Utility(θ) using the platform’s 
optimal value of θ�from Utility(θ) based on (1) the high-
est result from among three naive prediction strategies: 
assume no disinformation domains (equivalent to θ� 1), 
assume all disinformation domains (equivalent to θ� 0), 
or randomly classified domains, (2) the optimal θ�under 
a strict governance regime, (3) the optimal θ�under a 
moderate governance regime, and (4) the optimal θ�
under a lax governance regime. By definition, Utility(θ) 
is maximized based on the platform’s optimal value of θ, 
so it is not surprising that the values in this pane are all 

Table 2. Cost, Benefits, Confusion Matrices and Predictive 
Performance for Three Representative Subscriber 
Governance Types

Metric Strict Moderate Lax

V 1.0 1.0 1.0
Cv 0.1 0.2 0.4
Cf 0.1 0.2 0.4
Cm 1.5 1.0 0.5
Optimal threshold 0.10 0.54 0.86
True positives 0.104 0.085 0.067
False positives 0.191 0.083 0.033
True negatives 0.696 0.804 0.854
False negatives 0.009 0.028 0.046
Sensitivity (Recall) 0.918 0.755 0.592
Specificity 0.785 0.907 0.962
Positive Predicted Value (Precision) 0.352 0.507 0.667
Negative Predicted Value 0.987 0.967 0.949
Accuracy 0.800 0.890 0.921
Incremental value (per 1,000 domains)

Compared with naive options 117.6 119.8 47.3
Compared with Strict θ — 9.0 85.7
Compared with Moderate θ 24.0 — 20.2
Compared with Lax θ 57.2 12.4 —

Notes. True positives, true negatives, false positives, and false 
negatives are presented as proportions of the predicted observations. 
Incremental values are a unitless measure estimated using Utility(θ) 
derived with Equation 2 based on the platform’s optimal value of θ�
and subtracting Utility(θ) derived with Equation 2 based on the 
reference value of θ.

Doshi and Schmidt: Soft Governance Across Digital Platforms Using Transparency 
12 Strategy Science, Articles in Advance, pp. 1–20, © 2024 The Author(s) 

D
ow

nl
oa

de
d 

fr
om

 in
fo

rm
s.

or
g 

by
 [

19
3.

60
.2

38
.9

9]
 o

n 
07

 A
pr

il 
20

24
, a

t 0
8:

14
 . 

Fo
r 

pe
rs

on
al

 u
se

 o
nl

y,
 a

ll 
ri

gh
ts

 r
es

er
ve

d.
 



positive. This pane is useful, however, in representing a 
relative scale for these results.

These results underscore the importance of tuning a 
machine learning classifier using a value measure that 
reflects the governance priorities of the subscribing orga-
nization, rather than tuning a machine learning classifier 
using predictive performance measures, such as accu-
racy. The results also make clear that if the observer 
intends to simultaneously serve multiple organizations 
(a centralized or outsourced service, for instance), then it 
can create more value by providing predicted probabili-
ties to those organizations, rather than predicted classes 
based on an arbitrary cutoff threshold.

3.3. Game Theoretic Model
We develop and analyze a dynamic model of incom-
plete information to better understand the strategic 
behavior of registrants in these types of settings. The 
model provides an analytically tractable description of 
the external observer’s role in establishing soft gover-
nance, potential changes in the behavior of domain 
registrants who intend to produce illegitimate content, 
and mechanisms that support more desirable out-
comes. We largely conform to the canonical signaling 
game structure, as described in Connelly et al. (2011), 
and describe any modeling adjustments that we em-
ploy to reflect the idiosyncrasies our setting, including 
the belief refinement methods.

A critical feature of our model is to distinguish 
between the sources of illegitimate, deceptive content 
(Internet domains) and the actors (domain registrants) 
behind those domains. This modeling distinction aligns 
with other practical settings, such as the enforcement 
functions at social media platforms that disambiguate 
between deceptive content and operators exhibiting 
deceptive behavior. As Facebook’s 2021 Threat Report 
points out “when a threat actor conceals their identity 
through deceptive behavior, the public will lack suffi-
cient signals to judge who they are, how trustworthy 
their content is, or what their motivation might be” (Glei-
cher et al. 2021b, p. 3).

3.3.1. Model Design. We model two players, a domain 
registrant (denoted R, she/her) and a risk neutral 
observer (denoted O, he/him). The registrant privately 
knows her type, t ∈ {L, H}. An H-type has high legiti-
macy and is interested in establishing a domain that is 
free of deception. An L-type has low legitimacy and is 
interested in establishing a domain that contains decep-
tion, for example, disinformation. It is common knowl-
edge that the registrant is an H-type with probability 
h ∈ (0, 1) and an L-type with probability (1� h). The reg-
istrant has some discretion on the composition of her reg-
istration information, that is, how she completes the 
registration, and the level of detail she provides. This 
aligns with the domain registration process. A registrant 

enters into a registration contract with one of approxi-
mately 2,000 authorized registrars and provides registra-
tion information that includes technical and contact 
information. ICANN requires that the registrant’s con-
tact information is accurate and reliable but leaves it to 
the registrars to confirm that this requirement is met. 
Identity verification measures are decentralized and sus-
ceptible to deception, providing ample room for regis-
trants to obscure their identities. We use transparency 
T ∈ R+ to measure the degree to which the registrant’s 
registration data provides verifiable information to iden-
tify the registrant’s true identify. More (less) transpar-
ency makes it easier (harder) to attribute a domain to an 
individual or entity.

The observer evaluates domains at the time of registra-
tion but does not have control over the registration 
process and cannot prevent domains from operating. 
Upon assessing the registrant’s transparency signal, the 
observer may update his belief that the registrant is an 
H-type with probability τ ∈ [0, 1] and an L-type with 
probability 1� τ. Based on these updated beliefs, the 
observer’s decision is to assign a monitoring level, scaled 
to A ∈ [0, 1], that is applied to the registrant. The obser-
ver’s utility function depends on the error of this assess-
ment. Monitoring can take many forms in practice, 
including assigning a certification, subjecting the regis-
trant’s domain to increased scrutiny, or publishing a 
warning about the registrant’s domain. Actions similar 
to a monitoring level can be seen in practice when social 
media companies label content as false or misleading, or 
Internet security companies publish lists of phishing 
domains. We capture the form of the observer’s utility 
function following a simple structure for risk neutral 
actors in Gibbons (1992),

UO(T,τ) ��(A� (1� τ))2: (3) 

This reflects the observer’s desire to assign monitoring to 
the registrant that is commensurate with his perceived 
likelihood that the registrant will publish illegitimate 
content. The monitoring amount that maximizes the 
observer’s utility is A � 1� τ. In equilibrium, the obser-
ver’s updated belief resolves to three cases: the registrant 
is an H-type (τ�1), the registrant is an L-type (τ�0), or 
the observer maintains his prior belief (τ � h).

We model the domain registrant’s utility function 
using three components—the value of establishing a 
website, the value of providing transparency, and the 
impact of monitoring. This three-part structure allows us 
to disambiguate the relationship between the value to 
the registrant of providing transparency (a signal) and 
the cost imposed on the registrant by the observer’s mon-
itoring activity. The value of running a website, denoted 
E(t), varies with the registrant’s type and reflects revenue 
streams or nonmonetary benefits accrued to the domain 
registrant. The value of providing transparency, denoted 
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P(t, T), varies with the registrant’s type and the amount 
of transparency. In line with standard signaling game 
models, we assume that both the cost and marginal cost 
of providing transparency are lower for the H-type 
registrant compared with the L-type registrant (Mas- 
Colell et al. 1995). Since we represent P as a benefit, this 
implies that P(H, T) > P(L, T) and ∂P(H, T)=∂T > ∂P 
(L, T)=∂T ∀T. The intuition for this modeling choice is 
that an H-type registrant can receive some positive oper-
ational value from providing transparency (for instance, 
by facilitating information flows with the registrar for 
billing, site maintenance, or support issues), although 
this value need not be monotonically increasing (for 
instance, due to privacy concerns). An L-type registrant, 
however, views transparency as less desirable since it 
can reveal her true identity and expose her to operational 
costs (for instance, sanction or legal action).

The impact of monitoring on the registrant’s utility is 
commensurate with the amount of monitoring assigned 
by the observer. Since A weakly decreases in τ, we can 
represent the monitoring cost as a function of τ, M(τ).3
The cost can even be negative at high levels of τ�(for 
instance, a benefit derived from a “trusted domain” cer-
tification). Combining these terms, the registrant’s utility 
function is expressed as:

UR(t, T,τ) � E(t) +P(t, T)�M(τ): (4) 

Figure 6 summarizes the sequence of events. First, the 
registrant learns her type and then chooses the amount 
of transparency that she will provide through her plat-
form registration information. The observer assesses the 
registrant’s transparency, updates his beliefs, and applies 
a monitoring level to the registrant. Finally, both players 
realize their utilities.

We utilize Perfect Bayesian Nash equilibrium (PBE) 
(Fudenberg and Tirole 1991) to define the players’ strate-
gies. A PBE requires that posterior beliefs adhere to 
Bayes rule. This may yield multiple equilibria, however. 
We pare down the list of unreasonable equilibrium using 
the undefeated refinement and lexicographically maxi-
mum sequential equilibrium (LMSE) (Mailath et al. 
1993). This combination yields only PBE that (1) weakly 
improve the utilities for both types and (2) first prioritize 
the H-type registrant’s preferred signal before prioritiz-
ing the L-type registrant’s preferred signal. The intuition 

for this modeling choice aligns with our practical setting 
in which rational players are likely to gravitate toward 
pareto optimal outcomes and the L-type registrant 
wishes to masquerade as the H-type registrant (and will 
therefore mimic the H-type’s behavior), rather than the 
opposite. In addition to providing reasonable and intui-
tive results, an LMSE yields a unique prediction in our 
setting. Our model aligns with the experimental evi-
dence in Schmidt and Buell (2017), who show that deci-
sion makers more often select pareto dominant pooling 
equilibria over pareto dominated separating equilibria. 
Imposing alternative belief refinements, such as the intu-
itive criterion (Cho and Kreps 1987), does not alter our 
primary finding that transparency signals can be used 
to identify illegitimate content domains. However, the 
resulting separating equilibria may be pareto dominated 
by other equilibria that are eliminated by the intuitive 
criterion.

3.3.2. Outcomes. We relegate the technical details of 
our analysis to the Online Appendix and focus here on 
the intuition for our results using a representative exam-
ple. We compare the results of the signaling game to a 
reference case in which registration data are not em-
ployed as a means to distinguish illegitimate content 
domains from general domains. In the Section 3.3.3, we 
describe how the model can be extended to yield addi-
tional insights.

Figure 7 presents the transparency choices and utilities 
for the H- and L-types in the reference case compared 
with those in the signaling game. The x-axis represents 
the registrant’s choice of transparency, the y-axis repre-
sents the registrant’s utility. The curved lines map the 
registrant’s utility function along these axes depending 
on the registrant’s type and the observer’s beliefs. Each 
subfigure presents six utility curves, three for the H-type 
registrant (thicker lines) and three for the L-type regis-
trant (thinner lines). The three utility curves for each reg-
istrant type correspond to the observer’s three possible 
equilibrium beliefs, that is, that the registrant is an H- 
type (the top dashed thick line and the top dashed thin 
line), is an L-type (the bottom solid thick line and the bot-
tom dashed thin line), or the observer’s prior belief that 
the registrant is an H-type with probability τ ∈ [0, 1] and 

Figure 6. Timeline of the Signaling Game 
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an L-type with probability (1� τ) (the middle dashed 
thick line and the middle dashed thin line).

For illustrative purposes, we generate the utility 
curves using E(L)� 1, E(H) � 0:84, M(τ) � (1� τ)0:5, 
P(L, T) ��0:2T�T2, and h�0.95. The only difference 
across the subfigures is that we modify the value of 
providing transparency for the H-type registrant, so 
P(H, T) � 0:8T� 0:6T2 in Figure 7(a), P(H, T) � 0:8T�
0:8T2 in Figure 7(b), and P(H, T) � 0:8T�T2 in Figure 7(c). 
This adjustment monotonically reduces the value of 
providing transparency for the H-type and allows us to 
demonstrate each of the three possible forms of equilib-
rium outcomes—a separating PBE, a distortive separat-
ing PBE, and a pooling PBE.

Each subfigure identifies four transparency thresholds 
on the x-axis. These represent transparency levels that 
demarcate player behavior, making them important for 
understanding the equilibrium outcomes in the signaling 
game. The four transparency thresholds are (1) the 
L-type registrant’s utility maximizing transparency level 
(T∗L), given there is no information asymmetry about her 

type (i.e., τ�0), (2) the H-type registrant’s utility maxi-
mizing transparency level (T∗H), given there is no infor-
mation asymmetry about her type (i.e., τ�1), (3) a 
transparency threshold (T′) beyond which a low type’s 
utility under a belief that she is a high type (τ�1) is dom-
inated by her utility at T∗L under a belief that she is a 
low type (τ�0), and (4) a transparency threshold (T′′) 
beyond which a high type’s utility under a belief that she 
is a high type (τ�1) is dominated by her utility at T∗H 
under a weighted belief (τ � h). Note that the ordering of 
these transparency thresholds along the x-axis can 
change depending on the model parameters, as evident 
in Figure 7. The technical details formally defining these 
thresholds are in the Online Appendix.

In all three subfigures, the equilibrium outcomes from 
the reference case (i.e., without signaling) are identified 
with an L for the L-type registrant and an H for the 
H-type registrant. Without signaling, the observer cannot 
identify illegitimate domains at the time of registration, 
so he is unsure of the domain’s type and his posterior 
belief is equal to his prior belief, τ � h. As a result, the 

Figure 7. Representative Equilibrium Outcomes 

(a) (b)

(c)

Notes. H and L identify the transparency choices and utilities in the reference case for the H-type and L-type registrants, respectively. H′ and L′
identify the transparency choices and utilities in the signaling setting under a nondistortive separating equilibrium (Panel a), a distortive separat-
ing equilibrium (Panel b), and a pooling equilibrium (Panel c). We use E(L) � 1, E(H) � 0:84, M(τ) � (1� τ)0:5, P(L, T) ��0:2T�T2, and h �
0.95. The only difference is that P(H, T) � 0:8T� 0:6T2 in Panel a, P(H, T) � 0:8T� 0:8T2 in Panel b, and P(H, T) � 0:8T�T2 in Panel c. (a) Non-
distortive separating. (b) Distortive separating. (c) Pooling.
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middle dashed thick line and the middle dashed thin 
line represent the utilities of the registrant types. The 
L-type registrant maximizes her utility by choosing T∗L 
and the H-type registrant maximizes her utility by choos-
ing T∗H.

For the signaling game, each subfigure captures one of 
the three possible equilibria. Those outcomes are identi-
fied with an L’ for the L-type registrant and an H’ for the 
H-type registrant. Figure 7(a) represents a nondistortive 
separating equilibrium. The L-type continues to choose a 
transparency level T∗L, and the observer recognizes that 
she is an L-type, so her utility falls to the bottom dashed 
thin line. The H-type continues to choose a transparency 
level T∗H, and the observer recognizes that she is an H- 
type, so her utility increases to the top dashed thick line. 
In this equilibrium compared with the reference case, the 
L-type is worse off, the H-type is better off, and the 
uncertainty of the registrant’s type is alleviated. This 
occurs because the value of providing transparency is 
positive for the H-type and costly for the L-type, so the 
H-type can identify herself by simply choosing her opti-
mal level of transparency. The L-type has no recourse 
because it is too costly to mimic the H-type’s transpar-
ency level.

Figure 7(b) represents a distortive separating equilib-
rium. The L-type continues to choose a transparency 
level T∗L, and the observer recognizes that she is an 
L-type, so her utility falls to the bottom dashed thin line. 
The H-type chooses a transparency level T′ > T∗H, and 
the observer recognizes that she is an H-type, so her util-
ity increases to the top dashed thick line. Once again, the 
L-type is worse off, the H-type is better off, and the 
uncertainty of the registrant’s type is alleviated. How-
ever, the H-type decides to distort her transparency level 
above T∗H to achieve this outcome. This occurs because 
the value of providing transparency has degraded some-
what for the H-type, which raises the plausible threat 
that the L-type could mimic her. To discourage the L- 
type from doing so, the H-type must provide this extra 
transparency, which benefits her through a lower moni-
toring cost compared with the reference case.

Figure 7(c) represents a pooling equilibrium. Both the 
L-type and the H-type choose a transparency level T∗H, 
and now the observer cannot distinguish which type 
they are. As a result, the L-type’s utility is on the middle 
dashed thin line, and the H-type’s utility is on the middle 
dashed thick line. Compared with the reference case, the 
L-type is again worse off, but the H-type is no better or 
worse off, and the uncertainty of the registrant’s type 
persists. This occurs because the value of providing 
transparency has degraded further for the H-type, such 
that the L-type can credibly mimic the H-type by invest-
ing in a transparency level beyond T′′. At that point, the 
H-type is better off by reverting back to T∗H and allowing 
the L-type to mimic her at that level.

In summary, comparing all three possible equilibrium 
outcomes to the base case, the L-type is worse off and the 
H-type is never worse off and can even be better off. The 
three equilibrium outcomes are representative of the 
model results generally and are not an artifact of this par-
ticular example.

3.3.3. Implications for the External Observer. Extending 
our model can inform how the observer can further con-
strain illegitimate actors or introduce new countermea-
sures and predictive features. As a concrete example, we 
assume the maximum level of transparency is infinite 
(T ∈ R+). In practice, however, registration processes 
often implicitly limit the amount of transparency that 
can be provided due to structural choices in the design 
of the registration process. For instance, a registration 
process may require only simple contact information 
without verification. Such limits may constrain the 
ability of some legitimate registrants from voluntarily 
differentiating themselves from illegitimate registrants, 
leading to a pooling outcome. To see this in the model, 
consider the result if the maximum value of T is below 
T′ and T′ < T′′, such that separating is desirable for the 
H-type, but impossible to achieve. Accounting for trans-
parency constraints can inform how an observer can 
deliver more value to legitimate domains in exchange 
for participating in a more robust process to authenticate 
registration information. Allowing registrants to provide 
greater transparency can yield a nondistortive or dis-
tortive separating equilibrium, which can provide a 
higher utility for and H-type compared with a pooling 
equilibrium.

4. Discussion
We outline the environment in which platforms operate 
as consisting of a governance structure with three pri-
mary levels. The first level is provided by the platform 
itself and is established to support the platform’s value 
creation function. The second level is provided by the 
government(s) which maintain jurisdiction over the 
platform. The third level is provided by regulatory 
intermediaries in the environment(s) in which the plat-
form operates. Despite these multiple levels, governance 
gaps exist that can be exploited by illegitimate actors to 
introduce illegitimate content or transactions. We argue 
that an independent observer can mitigate this issue by 
collecting and assessing transparency signals from actors 
as they establish a presence in the environment. This 
assessment allows the observer to exercise a form of soft 
governance in which the observer exerts indirect influ-
ence without formal authority.

We examine this issue in the context of an observer 
whose function is to predict domains that will host disin-
formation. We argue that a disinformation registrant’s 
desire to dissemble their true identities will manifest in 
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registration data and can signal a disinformation domain. 
Anecdotal evidence in related contexts support that disin-
formation providers take steps to disguise their identities. 
For instance, Meta’s December 2021 Adversarial Threat 
Report confirms that identity concealment on Facebook is 
common with influence operations and documents sev-
eral instances in which the entities behind recent co-
ordinated disinformation campaigns tried to hide their 
identities on the platform (Gleicher et al. 2021a). Our 
approach exploits the information that domain owners 
already provide through existing domain registration 
processes and uses it as a signal of the domain’s legiti-
macy. This is not a comprehensive solution to the prob-
lem of disinformation, nor is it immune to the concern 
that some registrants may wish to conceal their true iden-
tities for reasons other than being linked to disinforma-
tion. Ultimately, our research suggests that an observer 
that exploits voluntary transparency signals can raise the 
costs of disinformation providers, while simultaneously 
reducing the costs of legitimate information providers.

It is notable that registrants of some established disin-
formation domains are transparent about their identities. 
An example of this is Alex Jones, the registrant behind 
the disinformation domain InfoWars.com. In our signal-
ing model, such a situation corresponds to a pooling 
equilibrium in which the registrant is transparent about 
their identity and whose domain may avoid being 
flagged by the observer at the time of registration. These 
domains will only be identified as providing disinforma-
tion after they have spread sufficient disinformation to 
attract regulatory scrutiny. This is an unfortunate out-
come, and other registrants may seek to replicate it by 
providing transparent registration information. Our 
model, however, indicates that such transparency ex-
poses the registrant to operational costs such as sanctions 
or legal action. This is the outcome for Alex Jones, who 
was found guilty in November 2021 of defamation for 
the disinformation that he spread about the Sandy Hook 
Elementary School massacre (Williamson 2021).

Training machine learning algorithms with registra-
tion information has already proven to be effective in 
other settings. Machine learning models are employed 
by social media platforms to identify illegitimate ac-
counts at or near the time of registration (Bray 2018, 
Breuer et al. 2020). In those applications, however, the 
platform has complete control over its own registration 
process and can actively screen suspect registrants by 
imposing additional registration steps or collecting non-
registration data. In contrast, our approach addresses a 
shared environment that individual platforms cannot 
directly regulate and a registration process that they can-
not control. Our approach offers hope that progress can 
be made in this environment. Meta’s 2021 Threat Report 
serves as a call for coordinated action by stating, “We 
know that influence operations are rarely confined to 
one medium. While each service only has visibility into 

activity on its own platform, all of us—including inde-
pendent researchers, law enforcement and journalists— 
can connect the dots to better counter IO [influence oper-
ations]” (Gleicher et al. 2021b, p. 5). We show how the 
independent observer’s predicted probabilities can allow 
platforms to identify disinformation prior to its entry 
into their platforms and before it builds an audience.

Future work can expand beyond the limitations of our 
empirical study. For example, although our sample 
offers us the opportunity to test the efficacy of a machine 
learning model using relevant real-world data, it is not 
random. We believe the sample is appropriate to demon-
strate the proof of concept. In practice, a model might ini-
tially be trained on nonrandom data and adapted with 
periodic retraining on new data. Future work may con-
sider how to augment our practical findings in a hypo-
thetical world with random assignment, perhaps by 
using an experimental setting in which subjects are ran-
domly assigned different roles.

Our study does not eliminate the necessary evolution 
in the observer’s operations as illegitimate actors seek to 
defeat its predictions, often referred to as adversarial 
responses in the machine learning literature. Such res-
ponses may result in data set shift, which represents 
changes in the distributions of the outcome or indepen-
dent variables over time (Quiñonero-Candela et al. 2008). 
There is no universal cure to data set shift, but the litera-
ture points to several mitigation steps. These include 
retraining (Huang et al. 2011) and avoiding machine 
learning algorithms that may be particularly susceptible 
to such responses (Papernot et al. 2016). Future work can 
exploit the ongoing advances in the machine learning lit-
erature on this phenomenon. While our model was 
trained at a single point in time, an operationalized model 
should be retrained over time with newer data, and 
future training samples may be expanded to include 
other sources of disinformation. This can add greater 
resiliency to the model and may allow it to be tuned to 
identify particular types of disinformation.

While we present our results in the context of platform 
governance, the impact of allowing illegitimate actors to 
proliferate in these environments has consequences for 
everyone. The prevalence of disinformation is a phenom-
enon that individuals and firms will have to account for 
when managing their identity, reputation, and opera-
tions in digital environments. Instances of disinformation 
campaigns that target corporate and governmental orga-
nizations are now common and can originate from a 
variety of sources. For example, the U.S. Department of 
Homeland Security has highlighted domestic groups 
that organize disinformation campaigns to “do economic 
harm to a corporation with whom they disagreed” (U.S. 
Department of Homeland Security 2019). Facebook now 
regularly reports on its interdiction efforts against influ-
ence operations from multiple groups, including shut-
ting down an operation in which one of south-east Asia’s 
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largest telecommunication firms used Facebook accounts 
to conduct a commercial disinformation campaign seek-
ing to discredit its competitors (Murphy and Reed 2020). 
And the U.S. government has accused other countries of 
engaging in far-reaching disinformation campaigns on 
the efficacy of commercial vaccinations for the COVID- 
19 pandemic (Barnes et al. 2020).

As more facets of organizations, digitization, and tech-
nology intersect, managers and scholars must contend 
with disinformation in the digital information environ-
ment. There are more opportunities for research in this 
area, including greater examination of how firms can 
restructure both technical and business processes to 
contend with the threat or presence of disinformation, 
how disinformation affects an organization’s relation-
ship with and management of its stakeholders, how to 
structure effective and coordinated governance mea-
sures within platforms and across environments, the 
competitive implications of espousing different levels of 
leniency toward disinformation and how different levels 
of leniency affect users and other platform participants. 
Considering disinformation could expand on related 
work in reputation formation (Cennamo and Santalo 
2019, Etter et al. 2019), organizational relationships with 
stakeholders (Karunakaran et al. 2022), and platform per-
formance and competition (Rietveld et al. 2021). The 
diversity of sources, topics, and targets for disinforma-
tion underscores the need for more boundary spanning 
solutions and research that can extend our understand-
ing of platform and environment dynamics.
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Endnotes
1 Recent news suggests that turnover in a platform’s leadership 
may impact the platform’s priorities as well as the priorities of other 
platforms (Nix and Ellison 2023).
2 This distinction is implicitly acknowledged in a September 2022 
announcement by Meta, the parent company of Facebook, that it had 
taken accounts off its platform that disseminated content from a 
“network of over 60 websites carefully impersonating legitimate web-
sites of news organizations in Europe” (Nimmo and Torrey 2022).
3 This cost can also be allowed to vary with the registrant’s type, which 
reflects that a well-designed monitoring process can impose greater 
costs on an L-type registrant compared with an H-type registrant.
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