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\textbf{ABSTRACT}
We describe the creation of a data resource for charting the adoption of fixed line telephony in Great Britain over the period 1880–1984, of which the period 1880–1951 is available for wide research use. We first evaluate the use of various open-source software and then develop the novel teldIR open-source package to capture digitally encoded scans of all available telephone directories at ten-yearly intervals throughout this period and document the quality control checks used to establish the provenance of the resulting digital records. Our research demonstrates the feasibility of digitally encoding scans of historical telephone directories, and suggests potential analytical extensions to this work, including georeferencing of subscriber records. This research is seen not only as facilitating geographical analysis of the adoption of fixed line telephony, but also as creating a bridge between historical analysis of residential mobility, migration, and changing geodemographic structure in the years between (now digitized) historical censuses and present day digital sources. The digital resource arising from this research is available for bona fide research use.

\textbf{1. Introduction}

Following the inception of the public telephone service in the United Kingdom in 1879, the country’s first telephone directories were introduced in 1880. Thereafter, the expanding sequence of directories reflects not just the developing complexity of the telephone network itself, but also the social and economic conditions of a changing nation. This rich source of information is in the process of being clarified and analysed at the Consumer Data Research Centre (CDRC), in collaboration with BT Archives. The CDRC is a UK Economic and Social Research Council-funded data centre, that strives to make new sources and forms of data about consumer behaviour available for research for the public good. BT Archives is part of UK telecommunication giant BT Group and has a remit to preserve and give access to BT Group’s heritage, dating back to 1846: its assets include a near complete collection of original telephone directories for the UK. This paper outlines some initial findings from this collaboration, and notes some methodological issues arising from the challenging task of making a subset of the registers available in digital form for academic research.

Telephone provision began predominantly in London in 1881, and over the next decade the service coverage expanded to include four English regions in the Midlands and the North, with the exception of the North East, with services provided by separate companies in different areas. By 1889, three British telephone companies had amalgamated to form the National Telephone Company, which then went on to acquire other smaller telephone companies with regional service niches (British Telecommunications 2021). This strategy allowed the National Telephone Company to consolidate its market dominance in a market comprising a very considerable number of the most densely populated areas in England. A trunk circuit connecting London and Birmingham was opened in 1890, thus establishing routes of telecommunication between the capital city and the Midlands and some northern counties (British Telecommunications 2021). By 1901, telephone service provision had extended to cover all remaining populous settlements, including coastal settlements around England, South Wales, and Scotland.

Growth in the use of telephones in the UK during the last two decades of the nineteenth century was dependent on a complex set of interlocking factors, including technological innovation; legislative resolution and implementation; the acquisition and investment of capital; and cultural interest in and acceptance of this new medium of communication (https://www.britishtele...
phones.com/histuk.htm). Whilst the friction inherent in these transactions made for an uncertain series of outcomes, the network experienced overall growth at a level requiring frequent updates of the directories, to a point at which editions were usually produced twice a year between 1913 and 1940. BT Group Archives maintains a near complete collection of original directories for the UK from 1880, and a data sharing agreement between BT and CDRC has allowed selected issues and time periods of the directories to be digitally encoded for further analysis. The BT Group Archives collections are acknowledged by UNESCO and Arts Council England as being internationally significant and an important part of the UK’s cultural and scientific heritage. While the archives contain only subscriber information for Greater London up until 1894, national and regional telephone directories emerge thereafter, containing records for subscribers across England, Wales and Scotland and later also Northern Ireland (with Northern Ireland not being included in this research). Table 1 lists the numbers of directories available for selected years between 1881 and 1951.

This paper sets out the challenges associated with the encoding of approximately 46,065 pages of historical telephone directories, scanned by ancestry.com and made available to CDRC under licence by the owner of the directories, BT Archives (Holborn Telephone Exchange, London). Scans are available for nearly every available telephone directory, but because of resource limits for the data intensive task of data encoding, we attempt only to encode directories released at decennial intervals, commencing in 1881 – a decision that allows comparison of digitized data with individual-level census data where available under special licence from the UK Data Service (Schurer and Higgs 2022). Following Information Commissioner’s Office advice, the series is terminated in 1851, in recognition that living adult individuals could reasonably object to later records being made available in searchable digital form. In what follows, we detail the procedures used for extraction of text from the image scans and the reorganization of these data into tables with fields containing distinct information; we also detail the decisions and assumptions made, for reasons of transparency and to facilitate ease of data use (King 2011).

To the best of our knowledge, this is the first systematic attempt to digitally encode historical national fixed line telephony records. In the UK setting, the work plugs an important gap between the coverage of historical census records, which only become available at individual level 100 years after enumeration (thus the most recent available records are from the 1921 Census) and comparable name and address records from contemporary and current data sources. With respect to the latter, the CDRC has created and annually updated the Linked Consumer Registers (Lansley, Li, and Longley 2019; van Dijk, Lansley, and Longley 2021) every year from 1997 to the present day, through concatenation of public electoral registers and smart data sources. These historical and present-day sources each enable a rich and geographically detailed picture of population stasis and movement, since most Anglo Saxon family names have local or regional origins, and precise georeferencing enables scale-free analysis of increases in population mixing over time (Longley, van Dijk, and Lan 2021). The availability of digital national telephone subscription lists for almost the entire intervening period may enable rates of population mixing and local/regional migration and residential mobility to be calculated for the period 1931–1984. In instances in which family names are rare, it may also be able to trace entire family histories. These tasks use family names as markers of regional and local origins and require understanding of the source and operation of bias in the renting of telephone lines between different localities and family groups. This new resource for historical GIS also has potential extensions to the historical geodemographics of town and city structure – where census-based neighbourhood classifications have been built for the recent past (Gale et al. 2016; Wyszomierski et al. 2023) and for historical censuses (Lan and Longley 2019, 2021) but not for the intervening period.

<table>
<thead>
<tr>
<th>Year</th>
<th>Pages</th>
<th>Columns</th>
<th>Unique Directories</th>
<th>Estimated Total Number of Records</th>
</tr>
</thead>
<tbody>
<tr>
<td>1881</td>
<td>535</td>
<td>535</td>
<td>7</td>
<td>12,847</td>
</tr>
<tr>
<td>1891</td>
<td>1,145</td>
<td>1,145</td>
<td>3</td>
<td>32,471</td>
</tr>
<tr>
<td>1901</td>
<td>1,027</td>
<td>1,027</td>
<td>5</td>
<td>46,064</td>
</tr>
<tr>
<td>1911</td>
<td>5,612</td>
<td>10,938</td>
<td>11</td>
<td>717,745</td>
</tr>
<tr>
<td>1921</td>
<td>5,317</td>
<td>10,634</td>
<td>7</td>
<td>645,811</td>
</tr>
<tr>
<td>1931</td>
<td>12,081</td>
<td>28,387</td>
<td>11</td>
<td>2,199,345</td>
</tr>
<tr>
<td>1941</td>
<td>7,743</td>
<td>22,581</td>
<td>8</td>
<td>1,719,772</td>
</tr>
<tr>
<td>1951</td>
<td>12,605</td>
<td>37,815</td>
<td>10</td>
<td>2,760,380</td>
</tr>
<tr>
<td>Total</td>
<td>46,065</td>
<td>113,062</td>
<td>62</td>
<td>8,134,435</td>
</tr>
</tbody>
</table>
Given the extent of the data contained in the BT Group Archives, this project followed an incremental plan of work for their digitization. This process was subdivided into two phases. In the first phase, we developed proof of concept of the viability of the routines of the proposed data capture and cleaning. This work focused on telephone subscriber records from London between the years 1881 and 1901 (inclusive), where the annual volumes of records are relatively manageable for analysis. Additionally, contemporaneous digitized individual records are available for this period from national censuses of England, Wales and Scotland from the UK Data Service through the I-CeM Project (Schurer and Higgs 2022). Direct comparison of these sources allows the changing nature and coverage of telephone subscriptions in different settlements in Britain to be ascertained, potentially also broken down by social groups (Lan and Longley 2021).

Geographically, data capture in this proof-of-concept phase focused on London. Even as telephone adoption rates in major cities other than London began to climb steadily, they remained dwarfed by the numbers in London, and it is not until the late 1890s that any other city has its records in a standalone section of the telephone directories. All in all, London proved most suitable for the proof-of-concept work, given the trickle-down nature of the spread of telecommunications technology (Mahler and Rogers 1999), it was assumed that patterns of telephone uptake in London would roughly indicate how the same phenomenon would unfold elsewhere in Britain later.

In the second phase, which expanded the processing to the years after 1911, data capture also proceeded chronologically at decadal intervals. Changing directory layouts and the advent of multiple columns necessitated continual modifications to the approaches taken, and, sometimes, major changes to the processing pipeline were required to accommodate the particularities of the structures of records in a given year. To accommodate these changes, code written for data capture was developed into a series of generalized functions that could be adjusted to varying applications with only minor changes to their inputs. These functions are envisioned as a tangible output of this research, and it is hoped that other researchers looking to make sense of historical data can build upon our work.

For the early years of telephone operation in the UK, the geographical coverage of the dataset (and thus its volume) is relatively small, and it is thus feasible to trial different methods to develop processing pipelines without expending excessive computing power and time.

2. Data description and organisation

2.1. Data description

Access to the scanned telephone directories dataset was provided through the CDRC’s partnership with BT Archives. This resource spans over a century, from 1880 to 1984, and includes advertisements and commercial listings in addition to data on residential subscribers published in each year apart from the missing 1893 editions. The raw dataset consists of 1.6 million scans of single pages of historical, hardcopy telephone directories that collectively occupy over 1.2 TB of storage space. Of this, the focus for digitization in this project were selected years in which decadal censuses normally took place, meaning that, proportionally, an estimated 160,000 scanned directory pages required digital encoding. Within this total, both the number of yearly issues and number of records contained per issue increased proportionally with the growth in subscriptions, consistent with increasing market penetration of landline adoption (BBC 2017). The quality of the scans varies across editions, with the print quality of images of the early editions being often poorer than in later editions.

The raw scanned images, originally delivered on a portable drive, were first transferred onto a secure server managed by CDRC and, thereafter, duplicated and stored on UCL’s secure online data storage platform, DataSafeHaven (DSH). Samples of files were hosted locally on personal computers to facilitate the development of programs to process and analyse the data. Because this dataset contains digitized versions of resources which were already accessible publicly, the pre-1921 data were not considered to be sensitive, though precautions were taken to prevent access to anyone not directly named in the project or covered by the data licencing agreement with BT Archives.

As a final preparatory step before the data were processed, the scanned images were sorted based on the type of content they held. The primary objective of developing a digitization pipeline was to enable largely automated extraction of two pieces of information – the registered names of telephone subscribers and their addresses. Some pages held no relevant name and address data but some of these did provide context, such as telephone exchange maps.

Table 2 details how the raw data were provided and highlights notable variations in the types of directories, which has implications for the data processing. The
scans of individual pages of each individual directory were collated into ‘rolls’ that were related to each other (typically by chronology) and grouped into boxes. The naming of every roll thus importantly includes a unique six-digit identifier that is always preceded by ‘bt_’, as well as further information on the time of publication.

3. The data processing pipeline

A data pipeline was developed to transform residential names and addresses into a tabular format that lends itself to convenience of analysis. A flowchart of the methodology of digitization is presented in Figure 1. This pipeline encompasses a set of procedures common to all directories and its constituent steps are, broadly listed: image organization, image conversion, image preparation, Optical Character Recognition (OCR), text cleaning and separation into different fields and, finally, geocoding. While some factors that negatively impact the quality of outputs – such as the formatting of the directories and quality of scans – are non-mitigable, this research invested a great deal of effort in

![Flowchart of the data pipeline for processing scanned telephone directory records.](image-url)
maximizing the robustness of the pipeline in the face of such inconsistencies. Hereafter, each sub-section outlines a single step in the pipeline, the considerations that governed its development and the choices made between viable alternatives.

3.1. Image organisation

Prior to pipeline implementation, the pages of directories in the planned census years were manually categorized by their content to facilitate later batch processing. Table 3 details the types of pages and their respective contents.

3.2. Pre-processing of images

The pipeline begins with a mass conversion of images belonging to one directory, from scans in the compressed .j2k format into .tiff files, a format that is more amenable for use with common OCR software. Despite this, the scans themselves are kept as .j2k files for practicality: this format is an ideal compromise between minimizing file sizes and preservation of image quality – both of which are crucial for time-efficient and accurate processing of historical documents (Dueire Lins et al. 1994). All the images were subjected to cropping of borders and binarization. The former facilitates the OCR engine by defining page limits within which the engine looks for textual content. By doing this, the probability of the engine detecting irrelevant information, such as page numbers or marks on the periphery of pages, is significantly reduced. We developed a trial-and-error approach to achieve this whereby 5 random pages were sampled from each directory and the depth of white space surrounding the main text on four sides of the page was manually noted. For these pages, the minimum respective values were then used as parameters to crop and export all images from each volume. Random samples of these exports were once again checked to ensure that no essential information was cropped out of the pages. The other image pre-processing operation attempted was binarization, that is, the conversion of a set of colour pixels into either black or white pixels. In this operation, the algorithm typically determines a threshold grey value, beyond which individual pixels are changed into white pixels and below which they are turned black (Saha, Basu, and Nasiipuri 2014). This threshold can either be set to apply to the entire image (global) or, alternatively, the image is broken down into smaller areas, for each of which a threshold is set (local) (Saha et al. 2014). Because nearly all the scanned pages have uniform colour tone across the image, we opted for the more straightforward global threshold. Figure 2 exemplifies how global binarisation changes the appearance of an image.

Published trials (e.g. Gupta, Jacobson, and Garcia 2007; Reul et al. 2019), indicated that heightened contrast in images would improve success in character recognition. However, during the trial on directories from the census years between 1881 and 1911, a sample of 100 binarized images that were passed through OCR software returned poorer performance than their non-binarized counterparts as measured by visual inspection of character misdetections in the outputted text files. A plausible cause may be that in historical documents that have been archived, printed text is often inconsistently shaded, either because of flaws in the original printing process or arising from wear-and-tear that naturally comes with age, thus impeding the

<table>
<thead>
<tr>
<th>Page type</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Advertisements</td>
<td>Full-page advertisements of products or services, containing text that is often accompanied by images</td>
</tr>
<tr>
<td>Blank</td>
<td>Introductory information for telephone directory end-users, for instance “How to use this directory” guides</td>
</tr>
<tr>
<td>Introductory</td>
<td>Maps (typically hand-drawn) of telephone service provision, such as the location of telephone exchanges and call offices</td>
</tr>
<tr>
<td>Maps</td>
<td>Alphabetically or spatially organised lists of telephone subscriber names, telephone numbers and addresses</td>
</tr>
<tr>
<td>Subscriber Records</td>
<td>List of addresses of the main telephone exchanges from which telephone services are provided</td>
</tr>
<tr>
<td>Telephone Exchange Information</td>
<td>Telephone subscription information organised by profession rather than alphabetically or by subscriber location</td>
</tr>
</tbody>
</table>

Table 2. Examples of the different types of telephone directories that were made available by BT archives for this research.

<table>
<thead>
<tr>
<th>BT roll name</th>
<th>Type of content</th>
</tr>
</thead>
<tbody>
<tr>
<td>bt_900008_box01_1881_jan_001</td>
<td>Telephone directory containing records of all residential and business telephone subscribers from one city (London), published in January 1881.</td>
</tr>
<tr>
<td>bt_900011_box01_1881_jul_001</td>
<td>List of Professions &amp; Trades - only lists subscribers which are offering their professional services or as tradesmen.</td>
</tr>
<tr>
<td>bt_900591_box74_1911_jul_001</td>
<td>Full listing split across multiple directories - each directory contains information for subscribers in Metropolitan London whose names begin with certain letters: A-H (900591) and H-Z (900592). This structure occurs with later London directories.</td>
</tr>
<tr>
<td>bt_900789_box105_1941_oct_001</td>
<td>Regional directories - beyond major cities whose numerous subscribers are enough to constitute a directory of their own, most other records are listed by region which loosely correspond to historic county delineations.</td>
</tr>
</tbody>
</table>
effectiveness of running a binarized image through the Tesseract engine. The directories also commonly included pencil strikethroughs and other scribbles in grey. With binarization, the engine tended to mistakenly detect these marks as part of the printed text, thereby distorting the captured text and causing more errors. However, after extensive trials on scanned pages from different editions of the telephone directories, it was found that manual binarization of the images did not perform significantly better than the automatic binarization which could be toggled within the Tesseract OCR engine. This became the mode of processing that was eventually used.

Finally, some other image pre-processing operations were tested but ultimately did not noticeably influence the results of text recognition and were therefore omitted. First, the scans were de-skewed, or automatically rotated so that the text was vertically upright, thus aiding the OCR process (Tesseract-OCR 2021). A small but non-negligible proportion of the images from certain directories, especially from 1881, were skewed, possibly because of challenges arising from scanning individual pages bound to many other pages. However, these skews did not, in the vast majority of cases, reduce the quality of character recognition. Second, previous research (e.g. Singh and Grewal 2012) has demonstrated that dilation or erosion of text in images can help in making more recognizable characters that are either too bold or thin, respectively. This scenario relates particularly to historical documents on which ink bleeding has arisen, and to the use of now-uncommon fonts or possibly obsolete scanning methods that modern OCR engines are not adept at handling (Tesseract-OCR 2021). However, it was concluded that owing to the relative recency of the source material, both by way of the choice of typography in its production and technology used for scanning, these issues did not pose serious threats to the output. After these steps, the images were inputted into the OCR engine.

### 3.3. Text capture

Currently, a wide array of OCR software is available commercially, ranging from generic and open-source options to professional products designed for specific applications, with many proprietary OCR software programmes being variants of more all-purpose OCR engines that were tailor-made to suit particular audiences or purposes (Reul et al. 2019). However, while OCR applications on text using modern fonts and other...
typographic conventions (for instance, page layout) are at an advanced stage, their application on historical texts still requires considerable refinement (Riffe and Ringlstetter 2013). Following some reviews and trials of available software, the open-source OCR software Tesseract, developed by Google, was chosen because of its large user base, availability of documentation, ease of automation, range of tuning parameters available, and appropriateness of licensing arrangements.

This part of the pipeline was developed using a combination of Linux command line interface scripts, the Python and R programming languages and bespoke system libraries that link with one or other of these three languages. An alternative that was considered, but was ultimately discarded, was to train an OCR model specifically adapted to the historical telephone directory archives. While this would allow for more bespoke tailoring of parameters to best aid character recognition from the scans, it would also take a much longer time since the profiling of historical documents would require considerable manual input from the team of researchers (Reul et al. 2019). The final choice was thus made to use Google’s Tesseract OCR engine with fine-tuning of its parameters appropriate to the particularities of each edition of the directories; this approach entailed a process of trial-and-error with almost all parameters that could be tuned in Tesseract OCR. Ultimately, it was found that some parameters had a disproportionate influence on the OCR output when tuned appropriately.

The relevance of automatic table detection pertains to the desired output of this pipeline: a data table in which every column holds a distinct field of information – crucially subscriber name, telephone exchange number and registered address – and every row represents one subscriber. With one such table derived from each page of a directory, these details were then merged to give a digitized version of each directory’s records. In theory, this would be a non-issue were the OCR engine able to automatically place information into a tabular format comprising distinct fields: among other research, Gupta, Jacobson and Garcia (2007) have demonstrated the possibility of capturing text as tables from modern or even historical documents, so long as solid lines delineate different columns of information. Unfortunately, similar attempts to replicate this on the early directories up to 1911 were unsuccessful as most all directories lacked lines dividing columns of information and had either text that ran continuously, or that was inconsistently separated by punctuation such as commas and full stops. Ultimately, these difficulties made it impossible for Tesseract to detect where one field ended and another started and thus automatic table detection was unfeasible, necessitating manual intervention instead.

The second important OCR parameter to tune is the automatic detection and segregation of within-page columns, or ‘page segmentation’. As aforementioned, while the quality of scans generally improves with time, an issue that becomes more prominent in later editions is that single pages become more densely packed with information packed into multiple vertical columns. Whereas in the oldest directories, every horizontal line of text referred to just one subscriber, in later years the requirement was to incorporate separation of two or more subscribers within the same row of text. Relating to this, Tesseract OCR contains 14 different modes of page segmentation including three modes that detect page segmentation with the help of algorithms and automatic detection of orientation and written script (Tesseract-OCR 2021). Results obtained when using these modes varied across pages both within and between directories, with incomplete detection of column boundaries at best and output containing a convoluted block of text at worst. We eventually found that the options for Tesseract to assume either ‘a single column of text of variable sizes’ or ‘a single uniform block of text’ worked best because they consistently generated outputs in which each record was held on a separate line, albeit without segmentation of the information from different columns. This could then be dealt with by querying specific string patterns to separate the information in each record (on a single line) into distinct fields.

3.4. The ‘teldiR’ data cleaning package

In order to separate fields such as subscriber names from others, such as their telephone numbers, a series of string operations were developed and executed using ‘teldiR’ a library of generalized functions developed in this research in the R programming language. Not only does ‘teldiR’ facilitate the division of an unstructured block of text into named fields that each contains distinct information, it also provides functionality for ease of execution of operations that are relevant before and after string manipulation. Table 4 presents illustrative functions and their applications.

‘teldiR’ thus organizes information on the capture of names and addresses by querying text patterns and then, where there is a match, truncating, splitting into two, or partially duplicating the text strings. Queries search for user-defined permutations of alphabetical, numeric and special characters present in the text capture results. Regular Expressions (RegEx) also enable the use of meta-characters to dramatically improve the flexibility with which patterns may be queried (Campesato
These functions allow users to swiftly and simply manipulate text strings based on a few common arguments, and to develop function-specific customization. `teldiR` is available for public access through the CDRC GitHub (https://github.com/kinatou/teldiR). Users may find the functions in `teldiR` to be useful, if the directories in which they are interested are either yet to be digitized, or if they would like to improve further on the digitization of directories from specific periods or locations. In the latter scenario, the processing pipeline prioritizes generalizability of operations for application to as many different directories as possible and it is inevitable that efficacy will be lower for some directories than others. Altogether, public access to the package means that users are able to tailor-make improvements to the quality of data according to their needs, independent of this research. More widely, the package may also be useful for other unstructured or loosely structured textual data, which is not uncommon in swathes of recently digitized historical sources. The library enables rapid computation of large-data operations. Functions were written on the basis of the data table package, which has enhanced performance over basic data manipulation functions in the R programming language (Dowle and Srinivasan 2023).

### 4. Attribution of geographic features

One of the foremost possibilities that the dataset of digitized telephone directories affords to research is the ability to locate historical subscribers in time and space; the vast majority of records contain geographic information, specifically the address strings of residential or commercial locations and the name of the telephone exchange that serves them. Yet the process of geolocation is inherently uncertain, and attribution of geographical coordinates must be informed by the following procedures.

---

**Table 4. Some functions of the ‘teldiR’ package and examples of their use cases.**

<table>
<thead>
<tr>
<th>Category</th>
<th>Examples of use case</th>
</tr>
</thead>
<tbody>
<tr>
<td>String operations</td>
<td>• split_strings and trim_string have self-explanatory uses but also allow users to restrict the querying of text patterns to only the first X characters or last X characters of a string (where X is a number)</td>
</tr>
<tr>
<td></td>
<td>• collapse_RowsUpIf allows users to conditionally merge two or more rows of data, for when a record in the original directory occupied multiple lines</td>
</tr>
<tr>
<td>Process outputs of text capture</td>
<td>• gen_fileST lists all text files in a given system folder for easy importation and allows users to easily select subsets of the data, relevant for instance if they are interested in records (of a town/city) corresponding to a defined range of file numbers</td>
</tr>
<tr>
<td>Import and export tabular records</td>
<td>• readin_adrDT imports already processed records (for viewing or further modification), with the option of choosing random samples from the dataset for troubleshooting or trial of new code</td>
</tr>
<tr>
<td></td>
<td>• export_fullDT exports processed records, naming the output file with a consistent format and automatically appends the time of export for purposes of versioning</td>
</tr>
<tr>
<td>General utility</td>
<td>• repli_streetAbrevs searches address fields for common abbreviations in throughfare names and replaces them with corresponding long versions</td>
</tr>
<tr>
<td></td>
<td>• serialise_recIDgen generates a unique 11-digit identifier for each record which helps when they are to be matched to other telephone records from different years, or to census records</td>
</tr>
</tbody>
</table>

---

4.1. **Preparation of address fields in the dataset**

First, the subscriber information was separated into fields corresponding to different geographic identifiers, such as street name, street number or name of residence, name of area or borough, and regional district/ sub-district (where available). Values in the address field of the output data table for each telephone directory entry were further separated into subfields containing the aforementioned components through Regular Expression (RegEx) pattern querying, although not all of these elements were present in the directories for different years and separatelocations. By splitting up these elements of spatial information, the processing pipeline accrues efficiency gains and matches a greater number of shorter strings for each subscriber, rather than fewer but longer strings (Navarro 2001). This technique also enables greater geographic precision at area, street or street number scale.

The next step entails standardization of text in the address subfields (excluding street numbering) with several outcomes that ultimately harmonize the conventions in the digitized dataset with those used in the database of addresses. Firstly, many terms common to the naming of throughfares are abbreviated in the telephone directories but must be spelt in their long forms for ease of matching. For example, ‘Road’ is often abbreviated to ‘Rd’ and ‘Lane’ to ‘Ln’, while some other terms like ‘buildings’ have had several common abbreviations such as ‘bdgs’ or ‘bldg’, all of which should be considered. In the case of street names, the second standardization operation converted the text strings into lowercase letters to avoid mismatches resulting simply from differing letter cases.

A third consideration is that of sets of alphanumerical characters that the OCR Engine, albeit tuned, is nonetheless inclined to confuse; this also strongly implicates the process of replacing throughfare abbreviations with their long forms as a difference of just one character can
render an abbreviation undetectable by the algorithm. This relates particularly to the referencing of regional districts and (during and after World War I) regional sub-districts, the precursors to national roll-out of postcodes in 1974. In addition, much effort had to be directed at accounting common misdetections arising from similarities between some throughfare terms, the prime example being that if ‘way’ is mistakenly captured as ‘avenue’, then the algorithm detects the ‘av’ within as short for ‘avenue’, resulting in an erroneous replacement.

Another field relevant to the geocoding process is the name of the telephone exchange that serves a given subscriber, but the pipeline would more than likely have placed this information in a unique field. Like the postcode for entries from London, this field allows for savings on computational power by narrowing down the number of possible matches for each subscriber. The pool of possibilities reduces from, for example, a whole city to just a number of boroughs or parishes that overlap with the telephone exchange area.

### 4.2. Fuzzy string matching

The test string subscriber addresses are next assigned probable geographical coordinates. To this end, fuzzy string matching procedures were adapted from Lan and Longley (2021). To achieve this, R coding was used to ensure compatibility with the rest of the processing pipeline. Each entry’s street name was matched against all addresses in London in the digitized Census records of 1881, which had in turn been georeferenced by them using contemporary addresses in the Ordnance Survey’s (2021) AddressBase. The AddressBase address that shared the lowest inter-string distance with each telephony directory address was then selected using an algorithm for georeferencing. When an exact or approximate street name match was found for an entry, a further search for an address with a matching street number was initiated. The resulting georeferenced addresses were accurate either to the street level or the present-day street number level. However, it is not possible to confirm whether the precision of numbered street georeferences is real or only apparent. This is because many residential neighbourhoods in the UK developed in piecemeal fashion, with new houses disrupting the house numbering system either through infill or addition of new properties at either end of the street. As a consequence, it has not been uncommon to renumber entire streets, possibly multiple times. There is also inherent ambiguity in the geocoding of addresses using historical street addresses because streets may be renumbered, renamed, or even demolished over time. Nonetheless, it is reasonable to argue that even addresses accurate only to street level will still be meaningful for geospatial analysis.

Fundamental to the georeferencing process is the choice of the string-matching algorithm which is used to create record linkages between the telephone directory addresses and the present-day universal OS AddressBase register. In perhaps one of its earliest incarnations, Wagner and Fischer (1974) detailed three kinds of string operations that they considered most relevant to calculate inter-string distance, that is, a measure of how similar two strings of text are. These operations were: removing a character (deletion), inserting a new character (insertion) or replacing one with another (substitution). In some variants, a fourth operation, transposition, is considered, which refers to the movement of a character either forward or backward within the string. Table 5 summarizes some common measures of inter-string distance that have been implemented in R, the coding language in which this analysis was undertaken.

Inter-string distance is calculated by summing the total number of such operations that must be applied to transform one string into the other. A distance of zero thus implies a perfect match, while a high number indicates stark dissimilarity. Further, the weights of these operations may be adjusted such that, for instance, an insertion could increase the inter-string distance by twice as much as a deletion would, should this be viewed as optimal.

Ultimately, the Hamming and Longest Common Substring methods were deemed unfeasible. The former was deemed so because frequent abbreviations of

<table>
<thead>
<tr>
<th>String Matching Method</th>
<th>Deletion</th>
<th>Insertion</th>
<th>Substitution</th>
<th>Transposition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hamming</td>
<td>N/A</td>
<td>N/A</td>
<td>Yes</td>
<td>N/A</td>
</tr>
<tr>
<td>* requires strings of equal length</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Levenshtein</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>Optimal</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes, once</td>
</tr>
<tr>
<td>String Alignment (OSA)</td>
<td>Yes</td>
<td>Yes</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Full Damerau-Levenshtein</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes, multiple</td>
</tr>
<tr>
<td>Longest Common Substring (LCS)</td>
<td>*extracts the longest substring common to both strings, keeping the order of characters the same</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes, multiple</td>
</tr>
</tbody>
</table>

1 for these methods, the weight that each kind of string operation carries in influencing inter-string distance can be adjusted manually.

---

**Table 5.** Key differences between common measures of inter-string distance implemented in R.
throughway names and shortening of other street names (such as removing almost all vowels) would create unequal string lengths between the addresses extracted through OCR and those from the OS AddressBase. This reason, alongside the inevitable (albeit often minor) misdetection of characters, would also render it challenging to consistently detect common substrings in addresses from the two sources. The three remaining string-matching methods detailed in Table 6 were trialled on the London directories from the census years between 1881 and 1901, with allowances on string transposition being the key differentiator. The Levenshtein Distance metric, which does not allow for transpositions, was ultimately chosen; transpositions were discarded because they would be meaningful only if neighbouring characters in text strings were often wrongly ordered, a prime example being human typographic errors arising from the manual entry of a large number of addresses – which did not appear to occur in the original production of the directories. In the context of abbreviated address names and character misdetections owing to the OCR engine, the operations of deletion, insertion and substitution therefore remain more relevant.

### 4.3. Reconciling different administrative geographies and georeferencing

While it is theoretically possible to match each address extracted from the telephone directories to every possible address in the database, the sheer amount of computing power this would demand renders this unfeasible in practice. To circumvent this, past applications of geocoding through fuzzy string matching have used civil administrative boundaries to conduct a more targeted matching of addresses and also improve the accuracy of matching outcomes, since some popular throughway names like ‘High Street’ may have multiple occurrences, even in the same city (Lan and Longley 2019). For this reason, Lan, Van Dijk and Longley (2021), used parish boundaries when geocoding addresses from historical census data. However, while censuses record address alongside parish, addresses found in the telephone directories are not. Rather, different yearly editions have the street names and numbers of addresses accompanied by different geographical identifiers, most pertinently regional districts and sub-districts for early directories in London and telephone exchange areas for most directories as the growth of telephone service networks accelerated in the 20th century. A further necessity for geocoding the telephone subscriber addresses is therefore to devise methods to reconcile the civil administrative boundaries, according to which the AddressBase addresses are categorized, with the other geographies by which telephone directory addresses are listed. Three methods were used to geocode different directories.

The first method simply involved matching the subscribers addresses directly with AddressBase without any consideration of the historical census registration district in which it was located. This method employed fuzzy string matching to join the different parts of each address together, but was error prone because many addresses had multiple occurrences across the database.

The second method was applied only to the London directories from 1881 (when directories for no other place in Britain existed) and 1891. In these directories, addresses were listed alongside the London regions under which they fell. The region markers of each entry’s address string were used to restrict the range of possible address matches to just the AddressBase entries located in the registration districts that plausibly corresponded to the location of the extracted address. AddressBase was filtered using a spatial join between the road network and the boundaries of the historical registration districts in the relevant year in order to locate the subscriber’s address. When registration district boundaries were not available, county parish boundaries were used instead. The process of creating a correspondence list was inherently probabilistic, given that the geographies of London had changed considerably in the decades before 1881 (The Postal Museum 2021). Registration districts were chosen to conduct this matching rather than parishes because of their closer correspondence with the geography of telephone exchange service areas in Central London in 1914. In this way, the establishment of correspondence between the two geographies was limited by the granularity of the telephone exchange geographies. Because this manual effort would link every telephone exchange area to multiple civil geographical units, it made much more sense for this analysis to be done against 29 registration districts, rather than against civil parishes, which numbered 190 in 1901. Moreover, to maximize the yield of address-linked locations for ease of geocoding, many frequent misdetections of the characters occurring in London were accounted for and accordingly substituted (Table 6). Relative to the first method, this approach
leveraged a threefold decrease in computer processing time and avoided counterintuitive allocations to less connected parts of cities.

This approach was adopted for the London directories in the planned census years from 1901 onwards, when telephone exchange areas become the dominant logic of geographic organization of the records of subscribers across all directories. London is chosen as the illustration here because it is by far the most complicated and presents the highest number of subscriber records to be geocoded each year. From 1901, the notation of subscriber addresses in London no longer consistently includes region identifiers, rendering the first approach unusable. A list of correspondences between the civil administrative boundaries (registration districts) and the telephone exchange geography of London was created. To achieve this, a hand-drawn map of the approximate locations of telephone exchange areas in the 1914 directories (the closest in time to 1901 that was found) was superimposed upon registration district boundaries from 1881 (see Figure 3), from which overlaps between the two maps were recorded.

Notably, owing to the density of telephone exchanges in central London, each telephone exchange was linked to a higher-than-usual number of registration districts to account for the uncertainty of not knowing where these exchange service areas actually ended. There is thus ambiguity with respect to the registration districts around, for instance, Holborn, City of London and Marylebone. Further, in comparison to the approach of individual string correction applied onto the postcodes of addresses in the 1881 directory, a second layer of fuzzy string matching was used to match the telephone exchanges to which each address belonged, consistent with registration district boundaries. Because the misdetection of characters in the telephone exchange names by the OCR engine were much more varied and irregular than those of postcode regions, employing fuzzy string matching proved to be more time-efficient in identifying exchange names which had, for instance, one or two characters misspelt or missing.

The results of this procedure for 1901 are shown in Figure 4: in London 8,167 of 10,384 residential and 11,705 of 13,276 commercial subscribers were geolocated; in Manchester 593 of 674 residential and 325 of 345 commercial subscribers were geolocated; and in Glasgow 541 of 663 residential and 165 of 169 commercial subscribers were geolocated.

The third and final approach that was applied to geocode records of subscribers from urban settlements other than London, Glasgow and Manchester was far less complicated. Thus far, we have only considered macro-level comparisons of the growth of telephone subscriptions between cities, rather than undertaking detailed mapping of the patterns that develop within cities. The approach thus entailed simply manually noting the range of pages in each year’s directories that held information about subscribers in the top 50 settlements in Britain by population in 1901 (Lan and Longley

---

Figure 3. Composite map (left) of London’s civil administrative boundaries in 1881 (right, top) and 1914 telephone exchange locations (right, bottom).
and then attributing to these records the settlement name.

The first two methods presented a tractable solution for the early stages of telephony adoption, since issues of street name duplication can be managed, by manual user intervention if necessary. As the network develops, however, this approach was not sustainable. In later years when multiple urban areas beyond London were added to the network, the third method was implemented, freeing the digital encoding from reliance on fuzzy matching of address strings. Instead, this third method was adapted to analyse and compare telephone adoption rates across different urban settlements by leveraging the consistent format and structure of the listings. Specifically, the number of pages associated with each freestanding settlement was used to bind the application of the method in each separate application. Average numbers of subscribers per page were calculated in order to gauge the adoption rates in each settlement. This approach was quick and intuitive, but does not provide precise geocoded information on adoption rates.Prospectively, enhancements might be made by enumerating addresses for every telephone exchange within an urban area thereby obtaining more detailed geocoded data.

5. Conclusion

This major research undertaking has demonstrated the applicability of OCR methods to archived telephone directories through a stepwise procedure, and it has demonstrated the feasibility of georeferencing the results. The reported work amounts to at least a person year of research effort in acquiring an historical data source and developing an innovative and original data pipeline for capture of a nationally representative dataset at the level of the georeferenced identifiable human individual. This achievement is comparable and complementary to digitizing historical censuses in different parts of the developed world e.g. (Higgs and Schürer 2019). To our knowledge it is the first attempt, globally, to digitize a national series of telephone directories, and the accompanying software will be of interest to quantitative historical geographers contemplating similar endeavours elsewhere in the world. This opens up new GlScience applications in spatial analysis, modelling uncertainty and visualizing point-georeferenced population distributions.

The semi-automated procedure is robust in its application to telephone directory data with layouts that change markedly between successive updates. The
pages holding key information – pertaining to telephone subscribers – are identified and systematically separated from pages with other content. The text embedded in these pages is then extracted using OCR to provide unstructured blocks of text. A series of steps is then used to restructure the text data into a tabular format, with each row containing information of one subscriber along with standardized information in subsequent fields. This processing is tailored to each unique directory layout in the decennial sample of directories. The teldiR library of modularized functions provides support for these operations. Finally, geocoding of subscriber records in select urban settlements accords them with more precise geographical coordinates, rendering them amenable to socio-spatial analysis. Uncertainty is present at each step of this pipeline, but the results provide a new and highly granular population data source, potentially for the entire first century of fixed line telephony.

While the results presented here are only exploratory, they do lay foundations for cross-disciplinary historical analysis of the individuals and businesses that are represented, the places in which they lived and the urban and regional system that evolved over a period spanning more than a century. Future work may extend data capture from the telephone directory archives. The ready-built data processing pipeline coupled with ‘teldiR’ enables interested parties to expand its coverage or improve on the data capture that has already been carried out. When a researcher’s particular interest is focused on periods or locations for which data have yet to be digitized, they would be able to adapt our code already written to replicate the digitization process for those data; where researchers feel that the digitization already done could be improved, they could tailor the code to specific samples of records, thereby improving the quality of data capture.

This undertaking has created digitally encoded residential telephone subscriber addresses at ten-yearly intervals for the period 1881–1981, plus 1984. Consistent with UK ICO recommendations, the decennial series from 1881 to 1951 has been made available for research use through the CDRC data service. The choices that made in digital encoding are subjective yet robust, and we have documented the procedures used to devise a satisfactory outcome for most research users. Further applications of this data and methodology might include issues of migration and kinship, and the development of economic (business) and social (residential) structure of the UK’s towns and cities in the late 19th and 20th centuries.

Our own research ambitions lie in developing this valuable data resource to better understand the changing geographies of residence of family groups in Great Britain at local and regional scales over the last 175 years. Telephone directory data provide a potential bridge between individual level historical census data and contemporary consumer registers (Lansley, Li, and Longley 2019; van Dijk, Lansley, and Longley 2021), which we have coupled through GIS analysis. In so doing, we also see this work as part of developing global initiatives to use link family trees (Hu et al. 2020; Jiang and Hu 2018), genealogical web services (Koylu et al. 2021) and historical censuses (Buckles et al. 2023; Helgertz et al. 2021; Schurer and Higgs 2022). This will contribute to enrichment and generalization of historical GIS data in international context.
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