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ABSTRACT

For almost a decade now, scholarship in and beyond the ACM FAccT community has been focusing on novel and innovative ways and methodologies to audit the functioning of algorithmic systems. Over the years, this research idea and technical project has matured enough to become a regulatory mandate. Today, the Digital Services Act (DSA) and the Online Safety Act (OSA) have established the framework within which technology corporations and (traditional) auditors will develop the ‘practice’ of algorithmic auditing thereby presaging how this ‘ecosystem’ will develop. In this paper, we systematically review the auditing provisions in the DSA and the OSA in light of observations from the emerging industry of algorithmic auditing. Who is likely to occupy this space? What are some political and ethical tensions that are likely to arise? How are the mandates of ‘independent auditing’ or ‘the evaluation of the societal context of an algorithmic function’ likely to play out in practice? By shaping the picture of the emerging political economy of algorithmic auditing, we draw attention to strategies and cultures of traditional auditors that risk eroding important regulatory pillars of the DSA and the OSA. Importantly, we warn that ambitious research ideas and technical projects of/for algorithmic auditing may end up crashed by the standardising grip of traditional (contractual) auditors will develop the ‘practice’ of algorithmic auditing and/or diluted within a complex web of (sub-) contractual arrangements, diverse portfolios, and tight timelines.

CCS CONCEPTS

• Social and professional topics → Computing / technology policy; • Information systems → Social networking sites.

KEYWORDS

auditing, algorithmic audits, Digital Services Act, Online Safety Act, political economy

ACM Reference Format:


1 INTRODUCTION

The idea of auditing online platforms and algorithms as a form of governance is not new nor is its critique [30, 39, 68, 108, 111]. From the drafting of high-level ethical principles and codes of conduct to the technical development of ‘fairness toolkits’ and standards, scholarship in FAccT and beyond has been focusing on ways to translate normative mandates into actionable corporate practices. Today however, regulations have incorporated forms of these efforts, and we see early signs of the institutional and organisational dynamics that are likely to shape the future trajectories of algorithmic governance.

Looking systematically at the various legal developments in the field of algorithmic auditing in Global North jurisdictions suggests that auditing and certification assessment as a practice of entrusting to third-parties the evaluation of certain properties of AI and IT systems — reliability, security, fairness, transparency and privacy and more — is here to stay. In the US, there have been repeated attempts to introduce federal regulation recommending independent audits for meaningful human rights impact assessments. Proposals have been made at the federal level [4, 6], in local legislation in New York City [7, 63], and the Federal Trade Commission (FTC) has expanded on some of the fundamental principles that such audits shall follow [38, pp. 50–58] (see generally [113]). Canada and Australia are also set to introduce obligations for internal and external audits as accountability mechanisms for various algorithmic systems [51, 58, 92]. In the European Union, this trend is particularly strong. The AI Act introduces a framework for conformity assessment which, for some applications, requires a ‘notified body’ to audit documentation of compliance [43, 127]. In the same spirit, under art. 15 of the Digital Markets Act (DMA), entities designated as ‘gatekeepers’ will have to undergo an independent audit for any techniques of consumers’ profiling they deploy, whereas under art. 23(3) of the same, the Commission will be able to appoint external auditors as part of its power to conduct inspections. Finally, indicative of the popularity of audit-like mechanisms for technology regulation is the fact that the European Parliament has suggested an AI Act-like conformity assessment procedure for the first (of many) sector-specific regulation for European ‘data spaces’, namely the proposed European Health Data Space (EHDS) [98, 122].

This complicated regulatory canvas risks blurring the lines of what is expected to be auditable and audited, at which stage of the development, by whom, and to what end [111]. In this frenzy of legal developments, concepts such as risk-assessment and conformity assessment, or compliance and auditing, are often thrown around seemingly interchangeably [52]. Absent clarity, responsibility for
auditing disperses amongst various actors, internal and external forms of control are becoming difficult to differentiate and evaluate, benchmarks and standards vary, and accountability is diluted across a complicated value chain of/for compliance [36]. However, this does not by itself mean that law(s) will not work. On the contrary, it suggests that with legal regimes now in place, the decision-making authority for resolving tensions and inconsistencies is departing from the realm of politics and/or research and migrates to that of law by recognising certain actors as legitimate bearers of the responsibility for/of audit.

To achieve further clarity, this paper systematically reviews the provisions of the UK’s Online Safety Act (OSA) 2023, the EU’s Digital Services Act (DSA) 2022 and the latter’s associated Delegated Regulation on the performance of audits (DRPA) 2023, which taken together arguably present the most comprehensive proposed framework for understanding the dynamics of external auditing of large online platforms and their algorithmic systems. We start from the letter of the law, but do not end there. Instead, through an exploration of consultation submissions of corporate actors, their advertised portfolios and projects, and the industry dynamics in the field of algorithmic auditing, the paper situates the legal analysis within the emerging political economy of algorithmic auditing: Who is likely to occupy this space? What are some political and ethical tensions that are likely to arise? How are the legal mandates of independent auditing likely to play out in practice? Section 2 is descriptive in that it sets out, in a systematic way, the main provisions that will guide the shaping of the algorithmic auditing ecosystem in the EU and the UK moving forward. Section 3 draws on this analysis and observes tensions, challenges, and dilemmas that are likely to arise in practice. And, eventually, Section 4 provides a roadmap of likely scenarios for the future of algorithmic auditing and the uncomfortable reality that researchers in this space might ultimately have to confront and grapple with.

2 COMPARATIVE ANALYSIS OF THE ONLINE SAFETY ACT AND THE DIGITAL SERVICES ACT

2.1 Overview

Throughout their short history, many social media platforms developed their own systems for controlling, monitoring and moderating the flow of content on their platforms, often as a result of controversy, and with a strong role for algorithmic systems [55]. Following a ‘grace’ period of self-regulation that lasted more than a decade, the rule-making and rule-monitoring dynamics underpinning the functioning of social media platforms look now to change. In this context, the UK’s OSA and the EU’s DSA have been touted as solutions. They are ambitious instruments that are expected to enable independent auditing likely to play out in practice? Section 2 is descriptive in that it sets out, in a systematic way, the main provisions that will guide the shaping of the algorithmic auditing ecosystem in the EU and the UK moving forward. Section 3 draws on this analysis and observes tensions, challenges, and dilemmas that are likely to arise in practice. And, eventually, Section 4 provides a roadmap of likely scenarios for the future of algorithmic auditing and the uncomfortable reality that researchers in this space might ultimately have to confront and grapple with.

2.1.1 Legislative Background: Online Safety Act. The UK’s Online Safety Act 2023 has its roots over 6 years prior in the creation of the 2017 Internet Safety Green Paper [60], itself following pledges around social media in the 2017 Conservative Party Manifesto, and poorly thought through (and thus never-commenced2) legislation on website age verification in the Digital Economy Act 2017. Its turbulence has been connected to both the intrinsically contested nature of speech governance and the fact that there have been seven consecutive responsible Secretaries of State for the relevant portfolio (then Digital, Culture, Media and Sport), spanning four Prime Ministers, in the period between the Green Paper and Royal Assent of the Act. The form of the act was initially inspired by the work of Professor Lorna Woods at the University of Essex and Will Perrin at the Carnegie UK Trust, who proposed a ‘duty of care’ for social media platforms [130], although their proposed draft (with Maeve Walsh) was succinct compared to the final Act, comprising of only 20 sections compared to the passed statute’s 241 sections (and 65 pages of 17 further detailed Schedules) [131].

Political opposition to the provisions regulating content that was ‘legal but harmful’ to adults in the Online Safety Bill as introduced led to their eventual removal. There are multiple reasons for this, but one interpretation is that it clashed with an emerging more divisive, populist form of politics, as such provisions (and their subjective notions of offence or harm) interfere with the perceived political potency of mobilising opinion against marginalised groups, including transgender individuals and migrant communities. The final Act focuses primarily on illegal content in relation to adults, and both illegal content and legal content that may be harmful to children on services which are likely to be accessed by children. However, it is very difficult to create a service that is not ‘likely to be accessed by children’ without putting in place significant age detection systems — either verification using identity, or ‘assurance’, a set of highly speculative technologies designed to algorithmically infer individuals’ ages from biometrics or service usage data.

The form of the OSA is complex and there are a huge array of provisions and powers — space prohibits us providing a full overview here, least of all a critical one. For our purposes however, the core structure is that online platforms have to assess risks that their services, including their algorithmic systems, facilitate, and after undertaking this assessment, they have certain mitigation duties. The range of risks that need to be assessed and mitigated are significantly wider when platforms have or might have children as users. Differently sized platforms have different obligations, although at the time of writing no threshold or test has been published. This is one of the many parts of the OSA that either are awaiting an executive action (the making of regulations by the Secretary of

---

1Note that the United States is a notable outlier in this, unusual globally in that platforms are immunised against liability for most types of illegal content other than IP infringement regardless of whether they have been given clear and specific notice of its existence. This is the famous ‘Section 230’ of the Communications Decency Act, commonly misstated by almost everyone as Section 230 of the Communications Decency Act, where it is actually found in Section 9).

2Legislation can be passed, but have a provision that states that certain parts are not active until an order from the Secretary of State — this is called commencement.
State), or can be amended with limited parliamentary oversight by the executive. Faced with the complexity of its tasks, the regulator Ofcom — the existing telecoms and media regulator — is in the process of publishing literally thousands of pages of discussion and guidance for consultation.

2.1.2 Legislative Background: Digital Services Act. The Digital Services Act (DSA) is a Regulation — a type of European law that does not require Member States to manually rewrite (‘transpose’) it into their national law — passed in 2022, around two years after it was proposed by the European Commission.3 It responds in part to varying national laws concerning expression on platforms, including Germany’s Network Enforcement Act 2017 (Netzwerkdurchsetzungsgesetz, or NetzDG); Austria’s Communication Platforms Act; and France’s later struck-down ‘Avia’ Law (loi 2020-766). Indeed, in principle, the EU cannot create legislation such as the Digital Services Act — harmonisation legislation created under the Treaty on the Functioning of European Union (TFEU) art. 114 — without evidence of actual or potential fragmentation of law in Member States which could damage the internal market. The DSA, like much of EU law, has a stated aim in making compliance easier across borders by simplifying and homogenising the rulebook, while also introducing substantively new provisions into many jurisdictions which to date have had limited-to-no domestic platform regulation.

The DSA follows over a decade of European attempts at self- and co-regulation of online services [29, 31, 84], which culminated in the 2016 EU Code of Conduct on Countering Illegal Hate Speech Online, the 2017 and 2018 Communication and Recommendation on Illegal Content Online respectively, and the 2018 Code of Practice on Disinformation [83]. The DSA in some ways is more timid than the OSA, replicating nearly verbatim the existing intermediary liability provisions from the e-Commerce Directive 2000, including the prohibition on laws, regulators or court orders obliging general monitoring of all content on a platform.4 Note that the DSA does not endeavour to create new forms of liability for content — these flow from existing national and Union law — but instead focuses on the information flow and management, including the processes around how this content is promoted, contested and removed. It has some procedural provisions that apply to all online platforms, and then a further range of provisions that apply to only Very Large Online Platforms (VLOPs)/Search Engines (VLOSEs). Many, although not all, of the provisions that we consider to be closely connected to audit are only applicable to these larger entities.

The scope and regulatory remit of the two regulations vary. In particular, where the OSA aspires to make the Internet a ‘safer’ place by primarily encompassing provisions for safety-by-design and the removal of illegal content online, with a strong emphasis on children’s safety, the DSA introduces rules and mechanisms whose constitutive goal is to imbue accountability along with ‘greater democratic control and oversight over (…) platforms’ [37]. In both regulations the burden of responsibility correlates to the size and scale of the platform. In this direction, both OSA’s Category 1 providers as well as the DSA’s VLOPs and VLOSEs are will be determined by secondary legislation and (will) have increased duties and responsibilities. The auditing obligations will follow a similar pattern, increasing in ‘severity’ and scope along with the scale and size of the platforms involved. However, both regulations have a long tail of platforms in scope, with the impact assessment of the OSA indicating 25,000 firms will be subject to many of its obligations [61].

The following section sets out the different audit provisions attached to these regimes by looking at internal audits, new audit-like regimes, and external audits. The term ‘external’ is to be understood quite broadly here as we depart from an established typology of audits (first-party, second-party, and third-party) purely to maintain consistency with the examined legal provisions, and to use them as a starting point to understand how law itself may shape these practices [39, 86].

2.2 Internal audits

Both the OSA and the DSA oblige certain platforms to conduct internal risk assessments on their services. These can be understood in part as forms of internal algorithmic auditing, although the obligations may be wider than that.

Starting from the former, under the OSA there are four different processes of risk assessments that may or may not be applicable according to the nature and size of an online platform. In particular, all platforms must conduct a risk assessment for illegal content (s. 9). Where services are likely to be accessed by children — a test, as mentioned, made very hard for significant platforms to not meet — the respective platform must also conduct a so-called ‘children’s risk assessment’ (s. 12). Finally, the designated ‘Category I’ providers will need to perform a ‘user empowerment’ risk assessment to evaluate the inclusion (‘to the extent that it is proportionate to do so’) of design features for increasing the control of users on the content delivered through the platform (s. 14). Platforms are instructed specifically to take into account (in particular) algorithms used by the service in all these risk assessments (ss. 9(5)(b), 12(6)(b), 14(5)(c)).

DSA’s internal audits seem to be more expansive in scope and remit, although apply to fewer platforms. VLOPs and VLOSEs are obliged to ‘diligently identify, analyse and assess any systemic risk’ [emphasis added] stemming from the functioning of their systems and services (art. 34). In particular, recitals 80–83 set out the four main categories of systemic risks that VLOPs and VLOSEs shall take into account, namely: a) the dissemination of illegal content; b) actual or foreseeable impact on the exercise of fundamental rights; c) actual or foreseeable impact on democratic processes; and d) actual or foreseeable negative effect on other social and political rights (including public health or gender-based violence). Again, such risks clearly incorporate many automated and algorithmic systems which will need assessing, and therefore already blur the concept of a risk assessment with algorithmic audit.

Even though these audits are internal, there are many hooks for public participation, seen as both important but under-touched in the existing algorithmic audit landscape [95]. In many ways, the public participation hook is seems clearer than other regimes, such as the involvement ‘where appropriate’ for related UK and EU data protection impact assessments under the GDPR [34]. The DSA
invites platforms to engage with groups affected by systemic risks (recital 90), and in a similar context, Ofcom recommends consulting a variety of stakeholders including users and experts when conducting risk assessments, which may also include commissioned research [93].

In terms of method, risk assessments for the purposes of the DSA are expected to look into — amongst others — the data collection and use practices, content moderation strategies, the online interface design, and risks of coordinated manipulation of their services (recitals 84–90). All of these areas increasingly include algorithmic systems in their functioning [56, 75], particularly where minority languages are in use and firms lack staff specialising in those communities [73, 96, 97, 100]. While these regulations require algorithmic assessments, they do not specify methodologies or approaches for understanding challenging, iterative systems, leaving a wide degree of flexibility to organisations [52]. Some organisations within scope of the DSA and OSA may have to deal with potentially illegal AI systems or models being uploaded to platforms, as a form of content, heightening the need for expertise in understanding them as the nature of user-uploaded content changes [57].

2.3 Novel audit-like actors

The DSA introduces novel audit-like mechanisms for large online platforms and entrust particular categories of entities and professionals with audit-like competencies and powers. In particular, two such categories under the DSA are the ‘vetted researchers’ and the ‘trusted flaggers’ — both forms of ‘outsider oversight’. The former will be independent researchers affiliated with a research organisation and trusted to conduct specific research projects they have applied for in detect, identify, and understand the systemic risk posed by VLOPs’/VLOSEs’ systems and services (art. 40 DSA). In particular, according to art. 40 of the DSA, the Digital Services Coordinator or the Commission will be responsible for initiating a data access request that will allow them and/or vetted researchers to monitor and assess compliance of the VLOP or VLOSE in question with the DSA [17]. The OSA does not directly introduce a parallel category to vetted researchers — an issue that was criticised in the Bill’s passage [8] — however it obliges the regulator Ofcom to produce a report on researcher data access, and guidance for regulated services, within 18 months from the period when the Secretary of State commences that provision (s. 162). In the DSA, vetted researchers can request data, and platforms either have to provide it, or provide effective alternatives for study. The way that such access might extend to infrastructure — important given the dynamic and difficult to locate ‘algorithm(s)’ within such platforms [117] — is, however, less clear [42, 44, 125].

‘Trusted flaggers’ might be conceived of as a form of auditor — organisations of particular expertise and competencies whose notices of illegal content will be dealt as matter of priority and processed by the online platform without undue delay. Their role will be task-specific. In particular, the former’s powers and scope of action will depend on the Digital Services Coordinator’s reasoned request and the data requested therein, whereas trusted flaggers’ audit-like powers will depend on the particular expertise of the accredited organisations. In practice, however, it is entirely unclear how challenges for the technical implementation of these powers will be overcome [42, 76].

2.4 External auditors

Finally, the DSA and the OSA introduce important provisions and mandates for the external auditing of large online platforms that, as discussed further in Sections 3 and 4, set the foundations for the emergence of the industry of algorithmic auditing. In this direction, different from art. 40’s externally led procedure for monitoring via researcher data access, art. 37 of the DSA sets out a form of annual, mandatory external auditing, to be performed by an independent auditing organisation which will be trusted with assessing with a ‘reasonable level of assurance’ compliance with all DSA obligations (see discussion below in Section 4.3). The relevant provisions were recently supplemented by the DRPA which includes additional rules and operational details with regard to the performance of these audits.

In a similar but more irregular manner, the OSA introduces the ‘skilled person’s report’, commissioned research either by OFCOM or the provider under scrutiny at OFCOM’s request and approval. The scope of such a report will be to help OFCOM in investigating a provider’s (possible) failure to comply with OSA mandates and/or to understand the various risks related to the functioning of the provider’s systems and services. Alongside this ability to order and commission a ‘skilled person’s report’, OSA empowers OFCOM to conduct its own inspections and audits as part, for example, of an investigation by appointing authorised persons and following the issuance of a respective notice to the provider (OSA s. 107 & sch. 12). A flashpoint in the pipeline for skilled person’s reports is any potential attempt to require client-side scanning in messaging or other services in relation to child-abuse imagery, a particularly controversial part of the OSA [79], but one which requires a skilled person’s report before any such order can be made (OSA s. 122 (1) and OFCOM Consultation para. 28.22 [11]AppleJoinsOpposition2023OpenLetterSecurity). Insofar as such a report seeks to cove algorithmic detection technologies themselves, it may prove highly political, as previous UK Government funded reports from a research consortium scrutinising entrants to a ‘Safety Tech Challenge Fund’ on child abuse detection in encrypted systems UK stimulated ‘safety tech’ for encrypted environments found such tools unable to be effectively audited [99].

3 POTENTIAL TRAJECTORIES

Before delving into the foundations of the emerging political economy of algorithmic auditing, we wish to set out — at a general level of abstraction — three potential trajectories and scenarios for the future of algorithmic auditing. This intellectual exercise is admittedly arbitrary and perhaps oversimplified but in doing so, we wish to illustrate possible futures for transnational algorithmic governance in order to better explore the dynamics of the underlying material,
institutional, and socio-economic transformations [24, 70]. This is a loose futures exercise [59] which we deploy here in a narrative fashion to showcase and interrogate potential flavours of algorithmic auditing, as socio-technical praxis embedded within a system of legal rules, cultural norms, and material practices, and situated within the broader ecosystem of technology production.

3.1 Convergence with traditional auditing

In this scenario, cultures and methodologies of traditional auditors dominate the market for, and practice of algorithmic auditing. Tech companies and AI start-ups in the field of model validation and assessment are absorbed by the Big 4 — the world’s major audit firms, Deloitte, EY, KPMG, and PwC — thereby supplanting their auditing portfolios and augmenting the capabilities of their products and platforms. Nearly all large businesses in the US and UK use these firms: in 2017, 497 of the S&P 500 in the United States, with PwC alone claiming to provide services to 87% of the Fortune 500 [62, 2]. These firms have long sought to use legislation to craft lucrative roles for themselves — both James Deloitte and Edwin Waterhouse (the ‘W’ in PwC) coauthored Britain’s Regulation of Railways Act 1868, which mandated a specified form of double-entry accounting that their firms specialised in — unsurprisingly ending up as major railway auditors as a result [62, 37]. However, while these firms have been behind countless foundational statutes oblige audit to occur, they (and their industries bodies) have for over a century fiercely resisted any effort to legislate how they should audit, with their judgment (and they way they choose to exercise it) seen as paramount in their eyes [62, 57-8].

Thus, in this trajectory, the substantive elements of the auditing process, the benchmarks, and methodologies are determined by the negotiations of the Big 4 with their ‘clients’ and little to no room is left for civil society organisations and researchers to meaningfully engage with, and be informed about the functioning of these systems [74, 102]. Eventually, like traditional audits, algorithmic auditing becomes just another service in the portfolios of multinational corporations conducting statutory audits — just part of the furniture of modern capitalism [62, 55].

3.2 Hybrid practices and hybrid, but separate, cultures

In this scenario, a vibrant start-up ecosystem for the assessment of algorithmic systems emerges. Leveraging its organisational agility and human capital, it overlays the Big 4 in the offering of services for algorithmic auditing and offers a canvas of different methodologies for audited organisations to choose from. However, the autonomous development of these companies does not by itself suffice to safeguard their organisational independence. Instead, the erratic dynamics of AI-driven venture capital and the constant need for ‘healthy’ balance sheets have a substantial impact on the direction of these companies. Financial incentives and strategies forge corporate relationships and routines of corporate practice that are both order-enabling, in that they create and stabilise legally constituted forms of private ordering with real-world effects as to how the ‘algorithmic society’ is measured and evaluated, and norm-shaping, in that auditors and their sub-contractors produce, through their interaction, the substantive indicators based on which algorithmic systems will be eventually tested and measured.

3.3 New forms, cultures, and actors of/for auditing

In this scenario, research-driven, peer-reviewed, and evidence-based auditing methodologies rise as spin-offs from open-source communities, academic institutions, and non-profit organisations to become the new standards for the holistic evaluation of algorithmic systems [41]. Their organisational structure and operation are financially independent from the contractual relationship with the organisations they audit and the fees associated with the undertaken audit are redirected to other non-profit organisation in the field. The academic credentials they carry along with the scholarly reputation of the people involved renders collaboration with them strategically imperative for any company wishing to demonstrate its active commitment to building ‘responsible AI’. Academic research and journalism investigations are financially supported to become the main drivers of the field whilst civil society organisations, policy fora, and research communities provide the intellectual fuel, human capital, and technical expertise necessary for stabilising relevant routines of socio-technical practice.

4 ELEMENTS OF THE EMERGING POLITICAL ECONOMY OF ALGORITHMIC AUDITING

Where do we seem likely to end up amidst these scenarios? Within a universe of potential trajectories for social action and coordination, law is oftentimes imagined and understood as a system of rules for guiding human behaviour based on certain normative and procedural criteria such as human rights and the rule of law. Although engaging in a legal-theoretical debate remains well out of the scope of this paper, we believe it is important to highlight that our legal enquiry departs from the understanding of law as the form-giving institution that stabilises expectations and exchanges by weaving together the economy with the political system in its state form through formal, often — and importantly for our case — profession-based, organisational arrangements that produce collectively binding decisions within their respective functional areas [72, 19-22]. Oftentimes, and increasingly in the field of technology, in doing so it offloads normative work and routines of such practice to governance regimes that feed on the coordinated interactions of their subjects and imperatives of economic efficiency to (re)produce order that seems and operates beyond law [64, 128]. Throughout this process, law-making as a practice of form-giving and form-shaping renders certain scenarios thinkable and others unthinkable; certain futures imaginable and others unimaginable [120].

In the case of algorithmic auditing, law delegates much of its accountability monitoring to external auditors. Given the ambiguous effectiveness of internal audits and with vetted researchers and trusted flaggers assuming a delegated and task-specific auditing role, auditing work of the kind that civil society and the public at large need in order to understand and scrutinise algorithmic systems and services, is left at the discretion and powers of external auditors. Despite their central role in modern algorithmic governance, however, we argue that these actors will operate in a legal landscape whose institutional framework and safeguards
are not robust enough to confront the powerful economic incentives and inter-organisational dependencies that can develop on the ground. Instead, a closer look at relevant provisions and industry developments may suffice to lower our expectations on the transformative potential of these new laws. In this direction, the provisions around the independence of auditing organisations, the selected standards and methodologies, the broader socio-economic questions that auditing is expected to encompass, as well as the operational details of the actual auditing, altogether create an institutional landscape which remains vulnerable to the stabilising effect of corporate strategies and routines of organisational practice. We will now examine these provisions in order.

4.1 Independence is complex

One of the most crucial safeguards for the effective performance of an audit is the independence of those trusted to conduct it [39]. The legal regimes we study here create confusion and uncertainty around this important audit characteristic.

4.1.1 Unclear OSA Independence. Issues of independence are not deeply considered in the OSA. Much rests on OFCOM’s nomination of the ‘skilled person’ (or approval of the provider’s recommendation for that matter) as to safeguard an independent investigation (OSA s 104 (4)-(6)). Furthermore, both the issuance of a skilled person’s report and the ‘powers of entry, inspection and audit’ will be typically reserved for ‘more serious cases’ (art. 28.52 OFCOM Consultation), questions of independence of the auditors entangle with the regulatory discretion of which cases warrant such interventions.

4.1.2 DSA Audit Independence, But Blurred Compliance Roles. In contrast, the DSA establishes specific criteria of independence that VLOPs/VLOSEs are required to take into account when appointing an auditor (DSA art. 37 (3)). However, the audit process gets more complicated when considering the compliance function in art. 41, where an officer under that provision is responsible for both identifying and mitigating risks, but also organising and supervising any audits. The independence of the compliance officer (who is expected to be a senior manager employed by the provider or a contracted third party) is expected to be safeguarded by organisational and operational measures, whereas the independence of the auditing organisation by examining potential conflicts of interest (i.e. by the provision of non-audit services related to the audited matters, such as software services, consultancy, training services, or content moderation services [recital 8, DPRA]) and ensuring the absence of fees ‘which are contingent on the result of the audit’ (art. 37 (3) DSA). Yet we can see indications of which actors desire to claim their role in this space from the final sentence of recital 8 of the DRPA — not part of the initial draft but which found its way to the final text — which reads: ‘[Provisions on conflicts of interest] should not exclude auditing organisation who have performed statutory financial audits [for the audited organisation].’ This is a clear invitation to the so-called ‘Big 4’ which have already declared their active interest and manifested their intentions to enter the industry of algorithmic audits [9, 49, 50, 77]. It is not difficult to imagine how the requirements of for independence will play out in case a VLOP/VLOSE chooses to audit its financial and DSA obligations with the same auditor — will PwC or EY think carefully before producing a ‘negative’ audit report for Meta’s or Google’s recommender systems?

4.1.3 Independence Across the Supply Chain. Auditors under the DSA can contract out part of the auditing process when it is necessary to seek expertise to evaluate, for example, ‘the design and functioning of algorithmic systems’, ‘the risks to fundamental rights’, or ‘the spread of illegal content’ (recital 3 DRPA). The audited organisation remains responsible for ensuring the independence and expertise criteria are met (art. 4 DPRA), but it is unclear on what basis they will have information to do this, given information on the subcontractor and the reasons for their selection will be mediated through the initial auditor, and any subcontractors seem likely feel incentivised to remain within the contractual radar of this auditing ecosystem to ensure steady flow of future projects and partnerships, which may pressure them to give more positive comments than not. The extent to which an independent subcontractor could give a negative opinion which will be faithfully integrated, rather than buried, seems questionable.

These issues echo similar concerns found in the audit of multinational groups, with regulators regularly raising issues about the performance and competence of so-called ‘component auditors’ which a lead auditor may contract to perform a certain part of an audit, such as a particular national component of a corporate grouping [135]. Literature on issues in component auditors already highlights the difficulties group auditors face in knowing and supervising components, even in cases where they are auditing something in a way that should be familiar to the group auditor (i.e., only the jurisdiction and tax systems differ) [121]. It further highlights that group auditors already struggle with the sociocultural, regulatory, and institutional differences between them and their component auditors, even where these components are a separate entity using their own corporate umbrella and brandname (e.g. Deloitte Deutschland or similar) [46]. This seems to be even more difficult when the group auditor is subcontracting out a qualitatively different form of audit — for example, of an algorithmic system, which they may not have expertise to interrogate or validate.

Furthermore, algorithmic systems in areas like content moderation are increasingly servitised into networked supply chains and value chains with many actors and ‘many hands’ [35, 36]. Assessment of the auditors’ and subcontractors’ independence given these components — such as content moderation technology providers such as Thorn, Google’s Perspective API, Sightengine, Two Hat, and many more — is not clearly guaranteed in the legislation and becomes extremely difficult to assess. In a world of AI supply chains, the reputation of the audited entities’ components is perhaps even more important to consider as a corrupting factor than from the audited entity itself [74]. The potential to subcontract draws a thread between the three scenarios illustrated in Section 3, allowing large auditors to retain functional control while using specific expertise of smaller organisations in the process, with unclear consequences for rigour or independence.
4.2 Whose benchmarks? Whose methods?
The baseline criteria and benchmarks based on which an algorithmic audit is (expected to be) performed are an integral part of an auditing process, and determinative of the nature and scope of the methodology [22, p. 24] [30, p. 4] [110]. It can alter the way we think about the very thing we are expected to audit and measure [32, 106, 107]. It will not be news to most readers that translating high-level and generalised principles of fairness, bias, or transparency into an actionable and, by extension, auditable obligation can prove exceptionally challenging [26, 30, 51, 119]. Similarly, negotiating benchmarks for quality assessment internally can itself prove a laborious and demanding process as siloed teams can pose significant communication problems and inefficiencies [66, 82, 89, 116]. Unsurprisingly, there has been a plethora of approaches and toolkits for assessing algorithmic systems, with varied yardsticks for measurement and evaluation depending on the nature of the algorithmic system in question [21, 40, 73, 86, 91, 124, 129].

Benchmarks can vary widely in terms of method, approach, and subject matter [109, 114]. More holistic evaluations will likely draw on qualitative work, including interviews, database and document inspection. Instead, if it is simply the technical specifications of an AI model that are audited, then accepted quantitative methods that, for instance, produce a score for ‘robustness’ may prove sufficient [33]. Some audits rely on live interaction with the infrastructure, such as sock-puppet audits, i.e. where a ‘fake’ user is created and researchers observe the user’s interaction with the platform [23], or ‘bottom up’, user-driven auditing [118], supported by researchers [22]. Others are more observational, taking slices of data or code, either from the organisation or via users, for in vitro analysis [18, 22]. These methods incur different costs (and reputational risks), but there are few, if any, studies directly comparing their efficacy [22]. Others are more observational, taking slices of data or code, either from the organisation or via users, for in vitro analysis [18, 22]. These methods incur different costs (and reputational risks), but there are few, if any, studies directly comparing their efficacy [22].

As a result, the choice of method is a commercial decision with unclear impacts on audit results.

Benchmarks and methods further reproduce the particular visions and worldview of the auditing entity. For example, METR (previously ARC Evals), a non-profit spin-off of the Alignment Research Center, evaluate AI systems based on their capabilities for ‘autonomous replication’, meaning whether an AI could survive on a cloud server, obtain money and compute resources, and use those resources to make more copies of itself [2]. In a similar spirit, Apollo Research (or AI Evals), a project sponsored by the Rethink Priorities Initiative, aims at building evaluation models to detect ‘deception and potentially other misaligned behavior’ [1, 65]. In contrast, and indicatively, Fidler Auditor tests systems for model robustness based on principles such as transparency, interpretability, fairness, privacy and reliability [13]. This becomes important, as the breadth of systemic risks that the DSA requires to be considered also allows considerable room for framing, bringing the auditor’s priorities and worldview and constructing the DSA requirements around them, rather than the other way around. Pushing back against this may be hard for an under resourced Digital Services Coordinator, similarly overwhelmed by the potential breadth of risks that, in slickly written text, seem genuine, that could be considered as part of such an audit.

Under the DRPA, responsibility for the initial formulation of the benchmarks against which compliance is/will be sought, rests with the audited organisation (DRPA art. 5 (1) (a)) and in practice, it is more likely than not that this process will be carried out by the compliance function that presented above (DSA art. 41 and recital 99). Importantly, the evaluation of these benchmarks by the auditing provider is unlikely to have a negative impact on the final outcome of the auditing. Instead, as recital 16 and art. 8 of the DRPA explicitly acknowledge, the audit conclusion should be ‘positive with comments’ when the auditing organisation considers it necessary to provide further comments on the selected benchmarks in order to ‘usefully inform’ the future ‘benchmarking’ of the audited organisation, based on the auditor’s knowledge, research, and expertise. This ‘agile’ back-and-forth between the auditing organisation and the (compliance function of the) audited organisation is likely to have a considerable impact on the way auditing benchmarks are formulated and/or standardised in the future. As the inter-organisational benchmarks consolidate overtime in a form of ‘benchmark-as-we-go’, the relationship between the ‘audited’ and the ‘auditing’ may generate undesirable dependencies [112]. In this interplay, the primary responsibility for the formulation of benchmarks is left to the auditing organisation and the only avenue available for external input in the process is the latter’s discretion of using ‘information from external sources’ in its ‘positive with comments’ audit opinion (recital 16 DRPA). Eventually, benchmark disparities amongst different auditors may incentivise platforms to choose their assessors and auditors based on their benchmarks (easy or difficult, simple or complicated) and/or intensify institutional and organisational dynamics towards benchmark standardisation, a process that will be in itself extremely difficult to navigate and deliver [90].

4.3 Societal implications and the required expertise
Several studies have discussed the necessity yet complexity of incorporating societal considerations in the assessment of algorithmic systems [20, 21, 88]. The processes for doing so and the effect that organisational structures and practises can have on them are equally well researched and documented empirically [81]. The ‘systemic risk’ analysis VLOPS/VLOSEs are subject to in the DSA requires such analysis, an obligation fortified by the DRPA, obliging external audits to take into account — amongst other factors — the nature of the audited service and ‘the societal and economic context in which the audited service is operated’ (DRPA art. 9(4)(a)). When considering this context, the auditing organisation is required to express an opinion with a ‘reasonable level of assurance’ (DRPA art. 3 and recital 16). Reasonable assurance has no firm definition, but sits in contrast and is weaker than ‘absolute’ assurance, indicating the auditor is not a guarantor of correctness, and even audits conducted in accordance with given standards may fail to detect material concerns [48]. In financial audits, this stems from sampling, complex estimates that can be changed by fast-moving events, the potential for sophisticated fraud, and the need to make audits economically viable [48].
Unsurprisingly, large multinationals’ consultation contributions concerning the DPRA indicates that this level of assurance, which survived to the final version of the DPRA, is one they are unhappy with. Google argued that the novelty of the field and lack of well-established rules leads to a material risk of ‘the reasonable level of assurance standard’ being interpreted and applied inconsistently by different auditing actors [54]. In a similar context, Booking.com argues the reasonable assurance standard in other sectors ‘is generally reserved for subject matters that are highly quantitative (and even binary) in nature’ [27].

There are clear winners in all of this however — the Big 4, again. Part of the reason why a ‘reasonable level of assurance’ is hard to explain is because over the last century, ‘large accounting firms used their links with regulators and standard-setters to co-produce a coded, excluding but otherwise benign professional language that is rich with acronyms, jargon and euphemisms’ [62, 59]. Gow and Kells argue terms like ‘reasonable assurance’ deliberately ‘border on nonsense’ [62, 59]. While auditing has become more formalised, with rules describing their form and structure, the discretion has simply been condensed into these arcane and opaque terms, with standards laying out the banal — that audits should have a title page; that they should list the client’s instructions, and so on. Consider (as Gow and Kells do) the following description of a ‘limited assurance engagement’ in a major Australian audit standard:

An assurance engagement in which the assurance practitioner reduces engagement risk to a level that is acceptable in the circumstances of the engagement, but where that risk is greater than for a reasonable assurance engagement, as the basis for expressing a conclusion in a form that conveys whether, based on the procedures performed and evidence obtained, a matter(s) has come to the assurance practitioner’s attention to cause the assurance practitioner to believe the subject matter information or subject matter is materially misstated. The nature, timing and extent of procedures performed in a limited assurance engagement is limited compared with that necessary in a reasonable assurance engagement but is planned to obtain a level of assurance that is, in the assurance practitioner’s professional judgement, meaningful. To be meaningful, the level of assurance obtained by the assurance practitioner is likely to enhance the intended users’ confidence about the subject matter information or subject matter to a degree that is clearly more than inconsequential. [62, 59-60]

If you think that makes little sense — we agree.

Algorithmic auditing takes the now well-known problem of having standards set in an excruciatingly arcane and opaque language to another level, creating a significant new tension in the process. Auditing organisations are expected to assess contextual, societal features, which requires creative and ambitious methods. Yet they should root their analysis in ‘proven expertise in the area of risk management, technical competence, and capabilities’ (art. 37(3)(b) DSA). Traditional audit methodologies are standardised, repeatable, even if the ways in which they are standardised and repeated are closed industry knowledge. The types of audits that seem to be required by the DSA texts, if they are to be rigorous, are necessarily not.

This does indeed make the standard of the ‘reasonable level of assurance’ difficult — not because of its ambition of rigour, but because this definition is rooted in the idea of an institutional field, shared (yet often proprietary) understandings, methods and norms between professionals and their organisations in this space [19, 45]. The necessity of contextual, creative analysis leaves key questions to the professional discretion — and socio-political vision — of the auditor [53, 87]. This may not inherently be a bad thing, as long as assumptions are placed on the table. Yet the DSA, and the internal compliance roles it envisages, seem to have few incentives to push auditors away from rote, unambitious, context-free standards towards the creativity and creative rigour needed to undertake sociotechnical analysis with an open-ended list of potential systemic risks. The history of the audit industry indicates that auditors will fiercely protect their processes from external influence. In this context, auditing benchmark and methods seem likely to become just another standard(ised) service in the portfolio of traditional auditing actors from the Global North with their often monolithic cultures and one-dimensional methodologies of/for auditing.

4.3.1 A concerning statutory pressure valve. More worryingly, we can see logically that in the face of an audit system that desires standardisation and repeatability in order to provide ‘assurance’, auditors are likely to lean on an exit clause in the DSA which enables them to escape complex, value-laden, socio-technical analysis. Art. 37(5) of the DSA enables the auditing organisation to avoid auditing specific elements or expressing an opinion on certain aspects of an investigation as long as it includes ‘an explanation of the circumstances and the reasons why those elements could not be audited’. Rather than try to reinvent the concept of reasonable assurance such that open-ended challenges can face external scrutiny, as a superficial reading of the DSA might seem to push for, the existence of art. 37(5) provides a way to claim that such areas are simply too hard to analyse, giving a false level of assurance by letting the auditing organisation effectively scope out the qualitative, and potentially most societally crucial, aspects of their mandate.

4.4 Early signs of a new (or old) industry

Today, as the DSA enters into force, industry dynamics have already started taking shape. PwC has launched its Responsible AI Toolkit aiming at offering an ‘end-to-end enterprise governance framework’ to enable oversight and traceability of a company’s AI development lifecycle. EY pitches its ‘Trusted AI’ tool as a platform capable of providing insights and helping AI design teams in ‘quantifying risks’ [49]. KPMG’s ‘Responsible AI’ is advertised as a form of AI governance that exposes risks and vulnerabilities without ‘compromising on innovation’ [9]. Deloitte’s ‘Trustworthy AI Framework’ promises to infuse ‘an ethical mindset within [an] organization’ by — amongst others — engaging ‘external ethics experts and academic institutions to conduct well-rounded client conversations’ [77]. Meanwhile, industry partnerships are mushrooming. KPMG and Microsoft have signed a multi-billion-dollar agreement for the expansion of their relationship that ‘will reshape professional services […] including […] [the] use of Artificial Intelligence solutions for clients, industries and society more broadly’. 
Deloitte has teamed up with ChatterboxLabs, an AI startup, to enhance model insights offered through its ‘Trusted AI toolkit’ [78]. Arc Evals has partnered with Anthropic and OpenAI to evaluate their AI systems [2].

In parallel, AI auditing start-ups are attracting finance in the form of donations and venture capital; early signs of a burgeoning ecosystem [52, 71]. These are usually companies specialising in testing the reliability and resilience of an AI model, performing root cause analysis in Large Language Models (LLMs) and troubleshooting for model drifts, and generally monitoring and observing the model’s performance. Examples start-ups that have received seed funding include Truera, Arize, Arthur, Hollistic AI, Babi AI, and Aporia whereas Apollo Research and METR, as we have already seen, have spun off from lucrative research groups and initiatives as non-profits. It is highly likely that most of the aforementioned start-ups as well as the traditional actors in the field will strive to claim role not only in the DSA Audit space but potentially in simultaneously in AI conformity assessments under the AI Act (even though third party audits are very, very rarely required by the proposed Regulation) [12, 14, 15]. These early developments seem to indicate a process of professionalisation not dissimilar to the industry transformations that have taken place in the fields of corporate sustainability, finance and accounting [28, 67, 85]. However, given the sheer size of the incumbent auditing players, and their history of aristocratic-style marriages and mergers to consolidate into the concentrated Big 4 we see today [62], we do have to ask how long such small players will even remain independent entities.

4.5 A sharp departure from idealised research-led audits

The terminology ‘audit’ has a non-conventional use in the academic research community studying algorithmic systems. It has often been used to indicate a study or investigation carried out by researchers, non-profits or by journalists [25, 115]. It has been understood as ‘similar in spirit to the well-established practice of bug bounties’, even in works that clearly contextualise audits in the context of their practices in other industries [111]. The observations from the emerging political economy of algorithmic auditing above pose challenges for this understanding and this paradigm. This requires particular care to ensure that the term ‘audit’, with the legitimacy awarded by scholarly communities such as FACCT, is not co-opted to mean something entirely different in practice [132]. At the same time, it requires consideration of how, if at all, this flavour of audit might become sustainable — more than an occasional research project using academics and journalists that soon, due to the incentives of their own roles, move to other challenges.

We have seen that in the world of audit, money and expertise moves erratically, and organisational dependencies, routines of corporate practices, and financial incentives can prevail. Such factors risk hindering the translation of the best analysis methods from scholarship to practice. The most challenging, yet most critical, socio-technical approaches may struggle to penetrate structures tailored to the intentions or desires of the audited or auditing entities [66, 89]. Financialisation and professionalisation may transform an inherently normative enquiry into an iteratively mundane practice of/for calculable, quantified deliverables. The regimes implied by the text of the DSA and OSA further push this direction. There might even be an element of complacency to this — so far, discussions of idealised, methodologically rich and creative algorithmic audits have rarely been linked to potential legislative or regulatory requirements. It is true that such creative audits have been promoted, including as ‘soft’ industry practices, but with less thought towards how they might practically be mandated.

Furthermore, a focus on public sector algorithmic systems in areas such as policing or welfare might have created confusion in this space. Where audits apply to discrete projects in public bodies, these might be one-off reports where the efficacy and appropriateness can be assessed by a court in a case of a judicial review or similar public law challenge. For example, the audit documents accompanying live facial recognition tools in response to the Bridges case in England and Wales [3, 5, 103–105] or accompanying the England and Wales Ofinal COVID-19 exam results algorithm [94], did not follow a set standard, instead resembling more ad-hoc quality assurance and modelling criteria familiar from decades of government analytics and modelling practice [101, 123, 126]. But companies, compliance departments, audit industries, and insurers, do not operate in the same way as a public body can when using discretion when discharging their functions. If audits are to be carried out regularly, across an entire industry, they institutionally crystallise in ways that make them distinct from the uses of societal or ethical analysis in high-stakes public sector machine learning contexts. This is not to say that public bodies do not find roles professionalised or institutionalised, but that rationality or reasonableness tests lend themselves can, in some ways, lend themselves to more flexible approaches, compared to logics of large multi-national business structures.

5 FOUNDATIONS FOR BETTER AUDIT TODAY

Despite the above, we want to end by highlighting several directions already in the DSA and the OSA which might, if given sharp attention by Digital Services Coordinators, Ofcom or the Commission, help mitigate some of the issues and challenges we have outlined above. Wholesale regulatory change is unlikely at this early stage, so our recommendations focus on what can be done immediately in these early, formative stages of a new regime.

5.0.1 Transparency. The first practicality refers to the transparency and identities of the people involved in the auditing process. A sentence that made it intact to the final text of the DRPA — despite consultation arguments from companies including Google — is art. 7(2). This Article provides that the agreement between the auditor and the audited organisation along with ‘any other agreements or engagements letters [between them]’ that are relevant to the performance of the audit shall be annexed to the final audit report. In parallel, according to both art. 7 and recital 15 of the DRPA, the auditing organisation is required to specify the details of the staff responsible for carrying out the audit. Such a direction is also hinted in the ‘skilled person’ profile envisaged by the OSA. Increasing the transparency around more than just the firm or the lead auditor, but the team, and entire supply chain, might go some way to help accountability issues, but only if regulators are willing to provide pressure and scrutiny on the disciplinary mix and methodological capabilities of the teams involved. This could be further supported
by guidelines or informal pressure on the direction of reports from year-to-year. There is also the possibility of undertaking analysis on the tendencies or impartiality of these audit reports, to consider if certain auditors systematically underplay certain risks, and then to provide that as aggregate feedback. Such a focus highlights the role of ‘regulatory intermediaries’ such as these auditors, both in general and in the algorithmic context [10, 85]. Rules on transparency at the level of auditing organisations are already set out for financial auditors in EU law (Directive 2014/56/EU), yet these would not apply to organisations either solely carrying out, or in respect of, algorithmic audits. As mentioned above, subcontractors are a particular liability in this regard. Legislators may wish to consider such changes depending on the way the industry grows.

5.0.2 Confidentiality. Secondly, contrary to financial auditing that feeds on public statements made by the audited organisations, algorithmic auditing will inevitably deal with information kept in private. In particular, according to art. 5(2) of the DPRA, the audited organisation will provide a wealth of information to the auditor including but not limited to information on ‘decision-making structures, […] relevant IT systems, data sources, […] as well as explanations of relevant algorithmic systems and their interactions’, as well as ‘all data necessary for the performance of the audit’, including documents, testing environments as well as ‘personnel and premises of that provider, and any relevant sub-contractors’. There are explicit references to protections of confidentiality and trade secrets aimed at protecting commercially sensitive information of the audited organisation (art. 37(2) DSA and OFCOM Consultation 28.44-28.48), with Ofcom promising to remain ‘mindful of the importance of protecting [such information]’ (OFCOM Consultation 28.48).

Under art. 37(2) DSA, requirements of confidentiality ‘shall not adversely affect the performance of the audits’. Yet given how such information might reveal know-how both on underlying services and on the specific risk mitigation factors which other clients may benefit from their own auditors having knowledge of, it is easy to imagine organisations seeking to withhold commercially relevant information or seek extremely strong guarantees, where possible. Unlike in financial audits, where the base documents that may be required are likely to be more rote and predictable than not, the context-specific nature of sociotechnical algorithmic audits indicate that rigorous auditors need to both work out what documents might exist, and push for their release. Given the independence challenges discussed above, it is difficult to imagine this occurring with much ferocity. This is only compounded by art. 37(2) of the DSA, allowing auditors to publish a report while redacting what in their view is ‘reasonably be considered to be confidential’.

Regulators have the space to issue guidance on this area that auditors can — and perhaps must — lean upon to do their work. As they gain more knowledge of the types of risks and modalities of analysis, they should publish types of information they expect auditors to have unfettered access to, and require auditors to list documents or other resources they sought access to but were refused. Such small moves might tip balances inside audited—auditing organisation relations to create more externally accountable patterns of engagement, particularly as confidentiality, and especially trade secrets, can be asserted with very limited recourse to externally check whether these claims are even grounded in law.

5.0.3 Timeframe. Finally, in line with the DSA’s annual lifecycle for risk assessment, audits are expected to cover a period of one year (DSA art. 34). Given the highly programmable nature of information and computational production, having an annual audit review instead of a ‘point-in-time’ investigation clearly makes sense as it allows auditors to have a more holistic picture of a system’s development lifecycle instead of merely capturing a snapshot of its functioning. However, precisely because of the amount of information that auditors will be expected to process and review, the agile way of internally negotiating and performing changes in an algorithmic system, as well as the tight timelines within which VLOPs/VLOSEs operate, auditors may confront an insurmountable amount of evidence to go through and not enough time. In this regard, neither the DSA nor the DPRA specify an indicative timeframe for the completion of the audit which is left to the discretion of the parties to determine (DRPA art. 7 (1)(d)). We believe that they should, or at least indicate a framework through which such a timeframe can be accountably determined.

6 CONCLUSION

Algorithmic auditing (and the closely associated conformity assessment standardisation ‘market’ for AI systems) is here to stay — but its form matters and it not yet set in stone. After almost a decade of academic and policy dialogue, we can now witness early signs of the real-world transformation. That is already a big step, but we must not get complacent. A systematic look on the relevant legislative provisions and the undergoing industry developments allows us to foresee (perhaps ‘with a reasonable level of assurance’?) the actors involved in the burgeoning field of algorithmic auditing as well as the routines and cultures of professional practice that are likely to shape the field’s future. In an ecosystem driven largely by a blend of traditional auditors, standardisation dynamics, share prices and venture capital, law is inevitably translated into (inter-)organisational projects. In this direction, audit independence, benchmark and methodological selection, the evaluation of the socio-economic context of the algorithm, and the disclosure of data to the auditor, are all becoming increasingly stabilised objects of/for negotiations amongst interdependent organisations. What used to be a space for research and contestation, thus transforms into a set of deliverables for professionals. Witnessing this reality unfolding might give researchers in the field a good reason to reflect on, and review the way they study, talk, and (co-) think about ‘fairness, accountability, and transparency’ in relation to the political economy of technology, and whose vision of ‘auditing’ they have in mind when they use that term. There is hope — and a legislative hook — for better practices of audit, but they cannot be taken for granted. In this paper, we have sought to lay out some practical critiques and directions for the near-term development and potential repositioning of this field, and hope that audit proponents can take these insights to make strategically powerful interventions in their own jurisdictions and spheres of scholarly and applied influence.