
PHYSICAL REVIEW A 109, 033301 (2024)

Decoherence of a matter-wave interferometer due to dipole-dipole interactions
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Matter-wave interferometry with nanoparticles will enable the development of quantum sensors capable of
probing ultraweak fields with unprecedented applications for fundamental physics. The high sensitivity of such
devices, however. makes them susceptible to several noise and decoherence sources and, as such, can operate
only when sufficient isolation from the environment is achieved. It is thus imperative to model and characterize
the interaction of nanoparticles with the environment and to estimate its deleterious effects. This paper will aim
to study the decoherence of the matter-wave interferometer due to dipole-dipole interactions, which is one of
the unavoidable channels for decoherence, even for a neutral micro-crystal. We will use the scattering model
for decoherence, characterized by the differential cross section, in order to obtain simple expressions for the
decoherence rate due to dipole-dipole interactions in the short- and long-wavelength limits that can be readily
applied to estimate the available coherence time. We will conclude by applying the formulas we obtained to
estimate the dipole-dipole decoherence rate for the quantum gravity-induced entanglement of masses protocol
and discuss if the effects should be mitigated.
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I. INTRODUCTION

The idea that matter can behave as a wave is a critical
conceptual leap of modern physics [1], with matter-wave
interferometry one of the central experimental techniques
of quantum mechanics [2–4]. It is the basis for the no-
tion of quantum superposition [5], and it is the building
block of quantum entanglement [6,7], two features that can-
not be mimicked by a classical theory [8]. Matter-wave
interferometry has also been used in a series of funda-
mental experiments to demonstrate gravitationally induced
interference with neutrons and atoms [9–13]. Furthermore,
matter-wave interferometers can be excellent quantum sensors
[14,15] and can act as probes of physics beyond the standard
model [16].

It was further suggested that the next generation of
matter-wave interferometers with nanoparticles will be sen-
sitive enough to probe gravitationally induced entanglement.
Known as a quantum gravity-induced entanglement of masses
(QGEM) [17], the scheme shows that if gravity is inherently
a quantum entity, the masses of two nearby interferometers
will entangle when placed sufficiently close. The key obser-
vation is that as long as we follow the standard relativistic
quantum mechanics, locality and causality, and general rel-
ativity in an effective field theory of quantum gravity the
two quantum superposed masses will inevitably entangle each
other via the quantum gravitational interaction [17–27], while
classical gravity cannot entangle the two quantum systems
as formalized by the local operation and classical commu-
nication (LOCC) theorem [17–19,28]. Recently, the QGEM

protocol was also extended to test the quantum nature of
gravity in an optomechanical setup where we can test the
quantum gravitational entanglement between matter and pho-
ton [29]. However, many experimental challenges must be
resolved before interferometry with nanoparticles can be
implemented. To name a few, creating spatial quantum super-
positions [17,17,30–42], ensuring sufficiently long coherence
times [17,37,43–50], and protecting the experiment from ex-
ternal jitters, gravity gradient noise and seismic noise [51].

The aim of this paper will be to investigate dipole-dipole
decoherence in matter-wave interferometry with nanoparti-
cles. Such channel of decoherence is unavoidable and must
be taken into account even with neutral microcrystals [52,53].
We will then study the dipole-dipole interaction in a short-
wavelength and a long-wavelength limit. Finally, we will
apply the obtained formulas to put constraints on the crystal
and environmental parameters in the QGEM protocol. Typ-
ically, the micro-crystals are of diamond type with a large
density, but also provides a nitrogen vacancy (NV) center
where one can place an electronic spin. The latter is useful for
creating the spatial superposition in a Stern-Gerlachh setup
and also to read the witness via spin entanglement [17]. Given
the dielectric properties of a diamond, the induced electric
dipole-dipole interaction can also entangle the matter-wave
interferometer. Furthermore, any impurities in the crystal can
also create permanent dipole (see [54]). In this paper we will
consider a generic dipole for the micro-crystal and assume that
the ambience has a dipole, so we can induce dipole-dipole EM
interaction to entangle/decohere the matter-wave interferom-
eter. In Sec. II we will discuss the dipole-dipole interaction
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and study the decoherence of the matter-wave interferometer
in the short- and long-wavelength limit using the scattering
model (Secs. II A, II B respectively). Section III discusses the
application of the decoherence model from dipole interactions
to the specific case of the QGEM experiment. There we dis-
cuss all possible dipole-dipole interactions that play a role in
the QGEM experiment, such as the interaction of an induced
dipole in the QGEM test mass with an environmental dipole
(Sec. III A), the interaction between a permanent dipole in
the test mass with an environmental dipole (Sec. III B), and
the interaction between the permanent dipole of the test mass
with the induced dipole in the environmental particles that it
induces (Sec. III C). From the three cases we put constraints
on the allowed dipoles in the QGEM experiment, which will
be discussed in Sec. IV. As a complement to the main text,
in the Appendix we consider the standard QED interaction
(Sec. A 1 a) and show that it reduces to the scattering model
in the Born-Markov approximations (Sec. A 1 b). The devel-
oped framework provides insight about the assumptions of
the scattering model and could be adapted in future works to
investigate how decoherence due to effective EM interactions
arise directly from the QED framework.

II. DIPOLE-DIPOLE INTERACTION

In this section we will consider the decoherence due to
dipole-dipole interaction. This type of interaction is also rel-
evant in the case of neutral test masses. Typically, crystals
such as diamonds possess dielectric properties. Therefore, we
will consider a neutral diamond-type crystal. Diamond also
provides defects such as NV centers, which help to create the
spatial superposition; see [17,34,37,41].

In particular, we will use the so-called Scattering Model,
which is a well-known model in the literature [48,55] for the
decoherence rate that can be applied to any interaction. The
physical picture used in this model is that of a test mass in
spatial superposition of two locations, surrounded by an envi-
ronment of lighter particles, e.g., a background gas of atoms
or molecules. The interaction between the test mass and the
environment is encoded in the differential cross section dσ

d�′ ,
as we will discuss more in detail below.

The formula for the decoherence rate is given by (see
[48,55])

� ≡ 2(2π )3/2
∫

d p0S(p0) nv(p0)
∫

d�0d�′

4π

× dσ

d�′ (n̂0, n̂′){−e−ip0 (n̂′−n̂0 )·(x−y) + 1}, (1)

where S(p0) is the distribution of an ensamble of environ-
mental particles in momentum space, n is the number density
of environmental particles, v(p0) is the velocity of a single
environmental particle, �0 and �′ are, respectively, the initial
and the final angle of a single scattered environmental particle
(equivalently, n̂0 and n̂′ are the respective unitary vectors),
dσ
d�′ (n̂0, n̂′) represents the differential cross section due to the
interaction between the environment and the crystal in super-
position, while x and y are the two possible positions of the
superposed crystal.

Therefore, to obtain an explicit expression for the decoher-
ence rate [see Eq. (1)], we have to specify the differential cross

FIG. 1. Schematic representation of the dipole-dipole interac-
tion. The crystal has a finite size R and possesses a dipole d1 parallel
to the ẑ axis, while the environmental particle has a dipole d2 which
is randomly oriented. The vector r denotes the distance between
the centers of the two dipoles, while we can define the orientation
of the two dipoles, d1 and d2, with respect to this vector as θ1

and θ2, respectively. The time evolution of the superposition size is
illustrated by the dotted lines.

section related to the type of interaction between the environ-
ment and the crystal. Let us assume that the environmental
particles are gas molecules with a nonzero dipole moment.
The dipole-dipole potential is given by [56]

V (r) = 1

4πε0

d1 · d2 − 3(n · d1)(n · d2)

|r|3 , (2)

where d1 and d2 are the electric dipole of the crystal and of the
environmental particle, respectively, r represents the distance
between the centers of the two dipoles, and n = r/|r| is its
associated unit vector. Figure 1 shows a schematic represen-
tation of a generic dipole-dipole interaction, where the crystal
is represented to be in a spatial superposition. We have also
introduced the angles θ1 and θ2 between r and, respectively, d1

and d2. Note that previously the decoherence of a matter wave
system with a dipole with regard to a polarizable gaseous
environments has been considered in [57] using nonrelativistic
scattering theory and without Born approximation.

Our goal is to compute the differential cross section for
this type of potential. A very useful tool for this purpose is
the Born approximation, which expresses the differential cross
section dσ/d� in terms of the Fourier transform Ṽ (q) of the
potential V (r):

dσ

d�
= m2

4π2h̄4 |Ṽ (q)|2, (3)

where Ṽ (q) is the Fourier transform of the potential given
by Eq. (2), i.e., Ṽ (q) = ∫

d3x e
i
h̄ q·xV (r). In particular,

defining the vectorial components for d1 = (0, 0, d1), d2 =
(d2x, d2y, d2z ) and n = (sin(θ̄ ) cos(φ̄), sin(θ̄ ) sin(φ̄), cos(θ̄ )),
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we can perform the angular integral over d�̄ = dφ̄d θ̄ sin(θ̄ ):

∫
dφ̄d θ̄ sin(θ̄ )

e
i
h̄ qr cos(θ̄ )

4πε0

d1 · d2 − 3(n · d1)(n · d2)

r3

= −2d1d2z

ε0

h̄3

q3r6

[(
r2

h̄2 q2 − 3

)
sin

(
r

h̄
q

)

+ 3
r

h̄
q cos

( r

h̄
q
)]

, (4)

where q = p f − p0 is the transferred momentum of the scat-
tered particle.

In a low-energy regime that we have assumed, the environ-
mental particle will not be able to penetrate the crystal. We
therefore assume a minimal distance of interaction equal to
the radius of the crystal, R. This gives a lower limit for the
integral over r:

Ṽ (q) = −2d1d2z h̄3

ε0q3

∫ +∞

R
dr r2

× 1

r6

[(
r2

h̄2 q2 − 3

)
sin

(
r

h̄
q

)
+ 3

r

h̄
q cos

(
r

h̄
q

)]

= 2d1d2z h̄3

ε0R3q3

[
sin

(
r

h̄
q

)
− R

h̄
q cos

(
R

h̄
q

)]
. (5)

Equation (5) can be inserted inside the Born formula in order
to find the differential cross section dσ/d�. After computing
the modulus squared of Ṽ (q) [see Eq. (5)] we can average the
final result over the orientation of the environmental dipole
d2, which in Eq. (5) appears with the term d2z = d2 cos(θ2).
We can schematically summarize these operations as: Ṽ (q) →
|Ṽ (q)|2 → ∫

dφ2dθ2 sin(θ2)|Ṽ (q)|2.
The final expression for the differential cross section will

thus be given by

dσ

d�
= 4h̄2m2d2

1 d2
2

3πε2
0 R6q6

[
sin

(
r

h̄
q

)
− R

h̄
q cos

(
R

h̄
q

)]2

, (6)

where m is the mass of the environmental dipole, d1 (d2) is the
strength of the crystal (environmental) dipole, R is the radius
of the crystal, and q the momentum transfer from the scattered
particle to the crystal. h̄ is the Planck constant and ε0 is the
vacuum permittivity. We use Eq. (6) to find the decoherence

rate in the long-wavelength and short-wavelength approxima-
tions.

A. Short-wavelength limit approximation

In the short-wavelength limit the wavelength of the envi-
ronmental particle, λ0, is small compared to the superposition
size, 
x, of the spatially superposed crystal (see Fig. 1):

λ0 � 
x.

This implies that p0
x � 1, meaning that when the phase
exponential e−ip0(n̂′−n̂0 )·(�x−�y) in Eq. (1) is integrated over p0, it
will oscillate very fast and its contribution will be negligible.
Therefore the approximation of Eq. (1) for the decoherence
rate in the short-wavelength limit becomes

�S = 2(2π )3/2
∫

d p0S(p0) nv(p0) σCM(p0), (7)

where

σCM =
∫

d�0d�′

4π

dσ

d�′ (n̂0, n̂′)

is the total cross section and the subscript S in �S stands for
“Short,” indicating that we are computing the decoherence
rate in the short-wavelength limit.

Before computing explicitly σCM, let us find out where
the angular dependence comes from inside Eq. (6). We know
that q is the transferred momentum: �q = �p′

f − �p0. However,
we have assumed that the environmental particle is signif-
icantly lighter than the crystal and that the environmental
dipole possesses lower energy compared to the mass energy
of the crystal. These approximations are introduced in the
Appendix Sec. A 1. In particular, as can be seen from
Eq. (A31), these assumptions lead to the conservation of
energy through Dirac’s delta δ(Ep′

f
− Ep0 ). This means that

Ep′
f
= Ep0 and therefore p′

f = p0, i.e., the modulus of the
momentum of the environmental particle is the same before
and after the scattering process. Only the direction of the
final momentum is different from the initial one, given our
assumptions.

This means that the transferred momentum q will have the
following expression:

q =
√

p′2
f + p2

0 − 2 �p ′
f · �p0 =

√
2p2

0 − 2p2
0 cos(θ ′)

= 2p0 sin(θ ′/2). (8)

Using Eqs. (6) and (8) we compute σCM:

σCM =
∫

d�0

4π

∫
d�′ 4h̄2m2d2

1 d2
2

3πε2
0 R6q6

[
sin

(
r

h̄
q

)
− R

h̄
q cos

(
R

h̄
q

)]2

= h̄2m2d2
1 d2

2

48πε2
0 R6 p6

0

2π

∫ π

0
dθ ′ sin(θ ′)

1

sin6(θ ′/2)

{
sin

(
2

R

h̄
p0 sin(θ ′/2)

]
− 2

R

h̄
p0 sin(θ ′/2) cos

[
2

R

h̄
p0 sin(θ ′/2)

]}2

= m2d2
1 d2

2 h̄2

48ε2
0 R6 p6

0

[
− 1 − 8

(
R

h̄
p0

)2

+ 32

(
R

h̄
p0

)4

+ cos

(
4

R

h̄
p0

)
+ 4

R

h̄
p0 sin

(
4

R

h̄
p0

)]
. (9)
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In order to compute �S using Eq. (7) we choose a distribution
S(p0) for the environmental particles. Supposing that the en-
vironmental dipoles form a thermal bath with temperature T ,
the average energy of one environmental particle will be Ē ∼
kBT , which leads to an average momentum of p̄ ∼ √

2mkBT .
Therefore, we consider for S(p0) the Maxwell-Boltzmann
distribution:

S(p0) = 4π p2
0(2πmkBT )−3/2e− p2

0
2mkBT , (10)

which satisfies the requirement
∫

d p0 S(p0) = 1. For very
low temperatures Eq. (10) has a strong peak around its mean
value p̄ = √

2mkBT . This is because Eq. (10) is a Gaussian
function of the type S(p0) ∼ e−p2

0/σ , where σ represents the

standard deviation, which intuitively tells us how much the
distribution is spread over the momentum space. In our case
we have σ ∝ mkBT , where m is the environmental particle’s
mass, which can be considered, for example, to be molecules
or atoms. Therefore, at low temperatures (i.e., T ∼ 1 K),
we will have that σ � 1, and the Maxwell-Boltzmann func-
tion will be a very narrow distribution centered around p̄ =√

2mkBT .
We can thus consider all the particles to have approxi-

mately the same momentum p̄, i.e., S(p0) = δ(p0 − p̄).
Putting the expression for the total cross section given by

Eq. (9) inside Eq. (7), we find the decoherence rate due to
dipole-dipole interactions in the short-wavelength limit:

�S = 2(2π )
3
2

∫
d p0 δ(p0 − p̄)n

p0

m

m2d2
1 d2

2 h̄2

48ε2
0 R6 p6

0

[
− 1 − 8

(
R

h̄
p0

)2

+ 32

(
R

h̄
p0

)4

+ cos

(
4

R

h̄
p0

)
+ 4

R

h̄
p0 sin

(
4

R

h̄
p0

)]

= (2π )
3
2

h̄2md2
1 d2

2 n

24ε2
0 R6 p̄5

[
− 1 − 8

(
R

h̄
p̄

)2

+ 32

(
R

h̄
p̄

)4

+ cos

(
4

R

h̄
p̄

)
+ 4

R

h̄
p̄ sin

(
4

R

h̄
p̄

)]
. (11)

Here m is the mass of the environmental dipole with dipole
strength d2, while d1 is the strength of the crystal’s dipole, R
is the radius of the crystal, p̄ denotes the mean momentum
magnitude p̄ = √

2mkBT , and n is the environmental parti-
cle’s number density, i.e., [n] = m−3. h̄ is the Planck constant
and ε0 is the vacuum permittivity.

Equation (11) takes into account only a pure dipole-dipole
interaction between environmental particles and the crystal.
In this case the decoherence rate decreases with the radius R
of the crystal. This might seem physically counterintuitive: in
fact, the heavier the crystal, the larger the area of the crystal
of fixed density, and the more the environmental particles will
collide with the hard wall of the crystal itself and, therefore,
more information about the crystal’s location will be spread
out in the environment, leading to a more considerable de-
coherence rate. To take into account this physically realistic
scenario, add a contribution to the decoherence rate due to
the presence of this hard wall potential. In this case, the cross
section σCM will simply be the geometrical cross section of
the object, i.e., σCM = πR2. This leads to the following extra
contribution to �S [see Eq. (7)] [48]:

�hard
S = n

p̄

m
πR2. (12)

This decoherence rate increases with the radius of the crystal
and allows us to have a more realistic and complete analysis
of what would happen in a real-life experiment. However, this
paper aims to study the pure dipole-dipole interaction between
the crystal and the environment, which we will discuss below.
Another contribution to the R dependence of the decoherence
rate will be given by the crystal dipole d1, as is discussed in
Sec. III.

B. Long-wavelength approximation

We will now consider the long-wavelength approxima-
tion to Eq. (1), where the wavelength associated with the

environmental particle is much bigger than the superposition
size (see Fig. 1):

λ0 � 
x.

As a result, in the long-wavelength approximation ip0(n̂′ −
n̂0) · (�x − �y) � 1, and we can take the Taylor expansion of
the exponential that appears in the right-hand side of Eq. (1)
to obtain [48]

i

h̄
p0(n̂′ − n̂0) · (�x − �y) + 1

2h̄2 p2
0[(n̂′ − n̂0) · (�x − �y)]2. (13)

The first term in the equation above gives an integral of an odd
function because n̂′ − n̂0 is antisymmetric in the exchange of
n̂ and n̂′, while dσ

d�
(n̂0, n̂′) is symmetric, giving a total odd

function.
The second term can be simplified by assuming that the

particular direction �x − �y = |�x − �y| ŝ = 
x ŝ of the scattering
center (i.e., of the crystal) does not depend on the direction ŝ.
We can thus average this term over all possible directions ŝ,
obtaining [48]

(
x)2 1

3

∑
s=x,y,z

[ŝ · (n̂′ − n̂0)]2

= 1

3
(
x)2|n̂′ − n̂0|2

= 2

3
(
x)2|1 − n̂′ · n̂0| = 2

3
(
x)2[1 − cos(θ ′)], (14)

where θ ′ is the scattering angle.
Performing the angular integral in Eq. (1) gives∫

d�′ dσ

d�′ (n̂0, n̂′)
2

3
[1 − cos(θ ′)]

= 2π

3

∫
d[cos(θ ′)][1 − cos(θ ′)]

dσ

d�′ (n̂0, n̂′) ≡ σeff,

(15)
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where we have integrated over the azimutal angle∫ 2π

0 dφ = 2π and we have defined the effective cross
section σeff. Using Eq. (1), the final expression for the
decoherence rate � in the long-wavelength limit is

�L = 2(2π )3/2
x2
∫

d p0 S(p0)n
p0

m
σeff(p0)

p2
0

h̄2 . (16)

This expression can also be found in the literature [48,55].
The subscript L stands for “Long” since we have computed
the decoherence rate in the long-wavelength limit.

Comparing Eq. (16) and Eq. (7) we notice that we can
obtain the long-wavelength limit expression by substituting
σCM −→ σeff inside the short-wavelength limit formula and
by multiplying it by the term 
x2 p2

0/h̄2.
In particular, σeff will be of the same order as σCM, given

that the only difference between the two is a purely geometri-
cal factor [1 − cos(θ ′)] inside Eq. (15). Therefore, the main
difference between the two expressions is entirely encoded
inside the term 
x2 p2

0/h̄2. When the physical situation is
that of the short-wavelength limit (λ0 ∼ h̄/p0 � 
x), then

x2 p2

0/h̄2 � 1, and the following inequality holds:

�S

�L
∼ h̄2


x2 p2
0

� 1 ⇒ �S � �L. (17)

This means that when the physical limit is the short-
wavelength limit, the long-wavelength decoherence rate given
in Eq. (16) can be used as an upper bound estimation of the
decoherence rate.

We now compute σeff for the dipole-dipole interaction case.
Plugging Eq. (6) into Eq. (15), we obtain

σeff = 2

3
π

∫ 1

−1
d[cos(θ ′)][1 − cos(θ ′)]

× 4h̄2m2d2
1 d2

2

3πε2
0 R6q6

(
sin

(
r

h̄
q

)
− R

h̄
q cos

(
R

h̄
q

))2

= 2

3
πβ

∫ 1

0
du 4u 2u2 [sin(au) − au cos(au)]2

u6
, (18)

where in the very last line we have substituted q with q =
2p0 sin(θ ′/2) as in Eq. (8), and we have defined

β ≡ h̄2m2d2
1 d2

2

48πε2
0 R6 p6

0

, a ≡ 2Rp0/h̄. (19)

Moreover, we defined u ≡ sin(θ ′/2) and used cos(θ ′) = 1 −
2 sin(θ ′/2) ≡ 1 − 2u2, to rewrite the integral:∫ 1

−1
d[cos(θ ′)][1 − cos(θ ′)] =

∫ 1

0
du 4u 2u2. (20)

The integral inside Eq. (18) can now be computed analyti-
cally:

σeff = 16

3
πβ

∫ 1

0
du

[sin(au) − au cos(au)]2

u3
(21)

= 4

3
πβ[a2[ln(4a2) − 2 Ci(2a) + 2(γ − 1)]

+ 2a sin(2a) + cos(2a) − 1], (22)

where γ  0.577 is the Euler-Mascheroni constant, and

Ci(2a) = −
∫ +∞

2a
dt

cos(t )

t

is a known trigonometric integral.
In the limit p0 → 0 (i.e., a → 0) the effective cross sec-

tion [Eq. (22)] is well defined, it goes to zero.1 Since p0 ∝ T ,
this means that the decoherence rate is well defined for very
small temperatures. Specifically in the limit T → 0, the deco-
herence rate given in Eq. (16) becomes �L → 0.

We compute explicitly Eq. (16) in terms of the newly
defined effective cross section. We can again consider a
momentum distribution of the environmental particles like
S(p0) = δ(p0 − p̄), and further approximate Eq. (22) using
the property limz→∞ Ci(z) = 0. This is possible when, as
can be seen from Eq. (22), Rp̄/h̄ � 1, true in most exper-
imental setups [16,17,23,54]. The average momentum from
atomic masses at low temperatures (∼1 K) is p̄ = √

2mkBT ∼
10−25 kg m s−1.

For a micron size spherical crystal one thus finds Rp̄/h̄ ∼
103 � 1, meaning that Ci(103) ∼ 10−4. We therefore approx-
imate σeff as [see Eq. (22)]

σeff( p̄)  4

3
πβa2 ln(4a2) = 2m2d2

1 d2
2

9ε2
0 R4 p̄4

ln

(
4

R

h̄
p̄

)
. (23)

Using this expression for σeff(p) inside Eq. (16) we obtain

�L = (2π )
3
2

4md2
1 d2

2 n
x2

9ε2
0 h̄2R4 p̄

ln

(
4

R

h̄
p̄

)
, (24)

which represents the final formula for the decoherence rate
due to dipole-dipole interactions in the long-wavelength limit.

As mentioned before, m is the mass of the environmental
dipole, d1 (d2) is the strength of the crystal (environmental)
dipole, R is the radius of the crystal, p̄ denotes the mean
momentum magnitude p̄ = √

2mkBT , n is the environmental
particle’s number density, i.e., [n] = m−3, h̄ is the Planck con-
stant, and ε0 is the vacuum permittivity. Compared to Eq. (11),
Eq. (24) is dependent on the spatial superposition size of the
crystal, 
x.

III. QGEM EXPERIMENT

In this section we explore the decoherence of the dipole-
dipole interaction in the context of the QGEM experiment.
Although different setups have been proposed, generally in
the QGEM experiment [17], a spatial superposition of size

x is created for two test masses, which are kept adjacent
to each other for a time τ ∼ 1 s. In the QGEM experiment
the neutral test masses, which we take to be diamond micron
size crystals with an embedded spin in their NV center, in-
teract only via gravity, see for details [17,30]. The quantum
nature of gravity entangles the test masses, and therefore

1This can be easily seen from the expansion of Ci(x) = γ +
ln(x) + ∑+∞

n=1
(−x2 )n

2n(2n)! = γ + ln(x) − x2

2(2!) + x4

4(4!) + · · · For x → 0,
one can see that the only terms in the expansion that survive are
γ + ln(x), i.e., for small x we have that Ci(x) − ln(x) ∼ γ , which
is the reason why the overall limit is 0.
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the quantum nature of gravity can be empirically measured
by witnessing the generation of an entangled state from an
unentangled state [17,19,23,26,27,58]. It is very important to
keep track of all the possible sources of decoherence, i.e.,
everything that can lead to a destruction of the spatial su-
perposition. Considering that the superpositions are held for
a time τ ∼ 1 s, we require the decoherence rate to not be
bigger than �S = 10−2 Hz. Such a value for �S leads to a
decoherence time τd = 102 s � τ , therefore making sure that
the coherence loss due to the interaction with the environment
is small during the realization of the experiment. This value
of the decoherence rate has been deemed to be safe by various
other considerations; see [30,43,44,51]. For a diamond density
of ρ = 3.5 × 103 kg/m3, and for the mass of ∼10−14 kg is re-
quired to witness the entanglement in the QGEM experiment
[17]. We also assume that the experimental box with sides of
length L ∼ O(1) cm [51].

One of the unavoidable sources of decoherence during the
experiment arises from electromagnetic interactions. Specifi-
cally, despite creating a vacuum with extremely low pressure
inside the experimental box [51], there is still a possibility that
some random air molecules may inadvertently persist within
the box. Such molecules are neutral but can possess an electric
dipole d2 of the order of d2 ∼ 1 D [59]. This means that the
interaction between an environmental particle and the crystal
in superposition is possible if the crystal is made of a dielectric
medium and/or if the crystal also has a dipole d1 too (see
[54,60]).

In this section we are going to analyze three different phys-
ical situations that are likely to happen in a QGEM setup.

(1) In the first case (Sec. III A) the environmental particles
generate an electric field inside the crystal, which will induce
a dipole moment in the crystal because of its dielectric prop-
erties.

(2) In the second case (Sec. III B) the diamond is con-
sidered to have a permanent dipole, as estimated by some
experiments [54]. This permanent dipole moment d1 it is
treated as a free parameter, on which we put constraints by
requiring that the decoherence rate has to be smaller than
�S ∼ 10−2 Hz.

(3) Finally, in the last case (Sec. III C) the crystal is con-
sidered to have a permanent dipole, which will generate an
electric field that induces an electric dipole moment in the
environmental particles. Considering neutral air molecules
(e.g., N2, O2, Ar, and CO2) we will be able to find their dipole
moment d2 induced by the crystal, and we will analyze the
resulting decoherence rate.

A. Crystal’s dipole induced by the environment

The first case that we will analyze is when d1 is induced
by the environment. In fact, being a dielectric material, the
diamond crystal has a polarizability α when subjected to an
external electric field Eext, which inside the crystal is per-
ceived as a local field Eloc = Eext/εr , with εr ∼ 5.7 being
the relative dielectric constant of the crystal. In particular, in
isotropic media, the external field will create a local dipole in
each atom of the crystal’s lattice [56]:

d1 = α Eloc. (25)

This means that the total contribution will be given by the sum
over all N ′ atoms of the lattice:

d1 = N ′αEloc. (26)

So in order to find an explicit expression for d1, we need
the expressions for α and Eloc. For α we have the Classius-
Mossotti relation:

n′α
3ε0

= εr − 1

εr + 2
, (27)

where n′ = N ′
V is the atomic density inside the crystal, the

volume is given by V = (4π/3)R3 if we assume the crystals
to be perfect spheres. Note that, from Eq. (27), we have
that α ∝ 1/n′ ∼ V ∼ R3 and therefore, as can be seen, form
Eq. (26), d1 ∝ α ∼ R3, i.e., the crystal’s dipole will increase
with its size, as it was mentioned at the very end of Sec. II A.

The induced electric field will be generated by the environ-
mental dipole d2 [56]:

Eloc = d2

2πε0εr

1

r̄3
, (28)

where we have considered the angular dependence inside
Eq. (2) to be maximum, e.g., θ1 = 0 and θ2 = π , which re-
sults in a factor of 2 from the squared brackets of Eq. (2).
Here r̄ represents the average interaction distance between
an environmental particle and the crystal. We consider the
environment to be composed of atomic dipoles, for exam-
ple by helium atoms. This means that we can consider d2

to be [59]2

d2 ∼ e Ra ∼ (1.602 × 10−19 C)(10−10 m)

∼ 10−29 C m = 3 D, (29)

where Ra ∼ 10−10m represents the average atomic radius and
e is the electron charge. Another fair assumption would be
that there is some water vapor left in the vacuum. Water has
a dipole of 6.19 × 10−30 C m [61], which is very close to the
value for d2 given by Eq. (29).

With this expression for Eloc, Eqs. (26), (27), and (28) give
the following value for d1:

d1 = 3d2

2πεr

(
εr − 1

εr + 2

)(
R

r̄

)3

. (30)

In the worst case scenario, the average distance r̄ is given
by r̄  R ∼ 10−6m, which is the closest possible distance
between d1 and d2. In this case, from Eq. (30) we have that
d1 ∼ 10−30 C m, where we have used the same value for d2

used in Eq. (29), i.e., d2 ∼ 10−29 C m.
Let us now compute the decoherence rate due to this type

of interaction. We know that the de Broglie wavelength as-
sociated with the environmental ions is λ0 = 2π h̄/p0. If we
consider the particles to be inside a box of temperature T , the
average momenta of one ion will be p0 = √

2mkBT , which
gives λ0 = 2π h̄/

√
2mkBT ∼ 10−9 m, where, we have used

m ∼ 10−27 kg and T ∼ 1 K. Considering a superposition size

2For the dipole we use units D (Debye) and SI units C m (Coulomb
meter), with 1 D = 3.336 × 10−30 C m.
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of 
x ∼ 10−5 m (smaller values would give an entanglement
that is too small to measure in this setup), and a mass for the
ion similar to the one of the proton m ∼ 10−27 kg, we are in
the short-wavelength limit if

λ0 = 2π h̄√
2mkBT

� 
x

⇒ T � 4π2h̄2

2mkB
x2
∼ 10−7 K, (31)

which is always satisfied in a QGEM setup, considering that
T ∼ 1 K. Therefore, the short-wavelength limit will be the
right approximation to perform if we want to analyze the
QGEM experiment and the decoherence rate will be therefore
given by Eq. (32).

We consider the two dipoles d1 and d2 to have the values as
given in Eq. (30) and Eq. (29), corresponding to the physical
situation where the environmental dipole d2 induces a dipole
d1 inside the crystal because of its dielectric properties. Fur-
thermore we take m ∼ 10−27 kg (e.g., Helium molecule), T ∼
1 K, 
x ∼ 10−5 m, R ∼ 10−6 m, and n ∼ 108 m−3. This last
value can be related also to the pressure p, which is the actual
parameter that is controlled in a QGEM setup proposal. We
can consider n and p to be correlated through the perfect gas
law p = nkBT , which gives the corresponding value for the
pressure of the order of p ∼ 10−15 Pa.

In a QGEM setup, we have that R ∼ 10−6 m and p̄ ∼
10−25 kg m s−1, giving Rp̄/h̄ ∼ 103 � 1. This means that, in
the final expression for the short-wavelength approximation
of the decoherence rate given in Eq. (11), the dominant term
inside the parenthesis is 32(Rp̄/h̄)4, while the others can be
considered negligible compared to this one. This gives the
following approximation for the decoherence rate:

�S  (2π )
3
2

2d2
1 d2

2 n

3ε2
0 h̄2R2

√
2m

kBT
. (32)

More explicitly, in the case where d1 is induced by d2, we can
plug expression (30) inside Eq. (32) in order to have

�S  (2π )
3
2

3d4
2 R4n

2π2ε2
0ε

2
r h̄2r̄6

(
εr − 1

εr + 2

)2
√

2m

kBT
. (33)

Considering the worst case scenario (i.e., r̄  R ∼ 10−6m)
and filling in all the values for the variables that appear in
the final decoherence rate as discussed above, Eq. (32) gives

�S ∼ 10−9 Hz. (34)

This means that, if the value for �S found in Eq. (34) holds,
the off-diagonal elements of ρS will be suppressed in a time
tsupp of the order of tsupp ∼ 109 s.3 This is a very high value,
especially compared to the time τ ∼ 1 s during which the
crystal is kept in superposition in the QGEM proposal. There-
fore, assuming that the environmental dipole d2 generates a

3Note that the crystal’s dipole scales with volume [54,62], means
d1 ∝ R3, hence the decoherence rate �s ∝ R4 in Eq. (32) increases
with the radius of the crystal.

FIG. 2. Relationship between the decoherence rate �S , calculated
in the short-wavelength limit using Eq. (32) and the temperature T .
In particular, the scenario under investigation corresponds to the sce-
nario where the environmental dipole d2 (assumed to be on the order
of d2 ∼ 1 D [59]) induces an electric dipole within the micro-crystal,
d1 due to its dielectric properties, as is analyzed in Eq. (30). With
an environmental particle’s mass of m ∼ 10−27 kg, T ∼ 1 K, 
x ∼
10−5 m and the crystal’s radius R ∼ 10−6 m. For a range of tempera-
tures T ∈ {10−1K, 10 K}, the figures shows − log10(�S/Hz) ∈ {5, 9}
which corresponds to a decoherence rate �S ∈ {10−9 Hz, 10−5 Hz}.

crystal’s dipole d1 given by Eq. (30), the dipole-dipole inter-
action analyzed in this work should not give problems for the
realization of the experiment.

The general behavior of the decoherence rate is shown
in Fig. 2. Figure 2 shows the behavior of − log10( �S

Hz ) as
a function of the ambient temperature T , where the differ-
ent plots correspond to different values for the pressure p ∈
{10−15 Pa, 10−12 Pa} (or, equivalently, for the number density
n). For a range of temperatures T ∈ {10−1 K, 10 K}, we find
− log10( �S

Hz ) ∈ {5, 9}, which corresponds to the decoherence
rate in the range: �S ∈ {10−9 Hz, 10−5 Hz}.

Finally, it is also worth computing the numerical contribu-
tion to the decoherence rate due to the hard-wall potential,
as was discussed at the very end of Sec. II A. In partic-
ular, considering Eq. (12) and using the same numerical
values of Eq. (34), i.e., n ∼ 108 m−3, p̄ ∼ 10−25 kg m s−1,
m ∼ 10−27 kg, and R ∼ 10−6 m, we find that

�hard
S = n

p̄

m
πR2 ∼ 10−2 Hz. (35)

Notice that this contribution to the decoherence rate is much
bigger than the one given by a pure dipole-dipole interaction
[see Eq. (34)]. This means that, in the physical scenario where
(in a QGEM setup) the crystal’s dipole d1 is induced by
the environment, the hard-wall potential will be the domi-
nant source of decoherence. Nonetheless, the value found in
Eq. (35) is still not sufficient to destroy the superposition of
the QGEM setup in a significant amount of time, given that
τhard ≡ (�hard

S )
−1 ∼ 102 s � 1 s.
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FIG. 3. Relationship between the crystal’s permanent dipole d1

and the environmental dipole d2 for a given decoherence rate �S .
These two variables are related through Eq. (32). The various plots
with different colors correspond to different values for the deco-
herence rate �S ∈ {10−5 Hz, 10−2 Hz}. The values for all the other
parameters that appear in Eq. (32) are m ∼ 10−27 kg, T ∼ 1 K,

x ∼ 10−5 m, n = 108 m−3 (or, using p = nkBT , p = 10−15 Pa) and
R ∼ 10−6 m. The graph shows that if d2 is considered to be of the
order of d2 ∼ 3.3 × 10−30 C m [59] (remember that by C m is meant
Coulomb times meters in SI units), then d1 will be of the order of
d1 < 10−26 C m = 10−1 e µm if we require �S < 10−2 Hz.

B. Constraint for the crystal’s dipole

The short-wavelength limit decoherence rate given in
Eq. (11) is also used to study the decoherence from the
dipole interaction between the permanent dipole of the crystal
and the permanent dipole of the environmental particle. By
requiring a maximal decoherence rate we put constraints on
the crystal’s allowed dipole moment, d1.

Figure 3 shows the maximum allowed value of the crystal’s
dipole, d1, as a function of the environmental dipole, d2, for
different orders of magnitude of the decoherence rate �S ∈
{10−5 Hz, 10−2 Hz}.

We require the decoherence rate �S to be smaller than
10−2 Hz, as discussed at the beginning of this section. The
environmental dipole should be associated in a realistic exper-
iment to molecules present, for example, in the air. The values
for the electric dipole of this type of molecules center around
d2 ∼ 1 D  3.336 × 10−30 C m [59]; see Eq. (29). With this
order for magnitude of d2, Fig. 3 shows that the crystal’s
dipole d1 should be of d1 < 10−26 C m = 10−1 e µm. Notice
also that, for values of d1 of this order, the effects of decoher-
ence due to pure dipole-dipole interactions is comparable to
the loss of coherence caused by the hard wall potential [see
Eq. (35)].

For microspheres with diameters of the order ∼10 µm the
dipole moment has been experimentally estimated to be of
the order ∼10−23 C m [54]. This situation is different from
the one considered in this paper, where the radius of the
micro-crystal in superposition is considered to be of the or-
der of ∼1 µm, i.e., ten times smaller. Recent studies [62] on

TABLE I. Polarizability α′ for the most common air particles:
dinitrogen (N2), carbondioxide (CO2), argon (Ag), and dioxygen
(O2), in CGS units [63]. Converting in SI units gives the polariz-
ability α = 4πε0α

′. The induced dipole is found from the permanent
dipole electric field of the crystal [E , see Eq. (36)] and the polariz-
ability (α) [see Eq. (25)]: d2 = αE. The magnitude of the induced
dipole is given in the third column for a crystal diamond dipole
moment d1 = 10−23 C m [54].

Particle α′ [Å3] d2 [C m]

N2 1.710 3.425 × 10−35

O2 1.562 3.13 × 10−35

Ar 1.664 3.335 × 10−35

CO2 2.507 5.02 × 10−35

measurement of the scaling of the dipole moment suggest that
the electric dipole moment d should scale with the number of
atoms N of the crystal. Therefore, considering a micro-crystal
with a constant number density n of atoms, the total number
of atoms N increases with the volume N = nV = n(4π/3)R3.
This suggests that the dipole will scale as d1 ∝ R3.4 Assum-
ing that the measurements done in [54] can be adapted to
the situation considered in this paper by scaling d with the
radius to estimate the permanent dipole magnitude for our
micro-crystals, we find d1 ∼ 10−26 C m, which is exactly the
magnitude of the upper bound for the crystal’s dipole found in
this work; see Fig. 3.

C. Induced environmental dipoles

If we assume that the diamond crystal has a measured
permanent dipole moment of d1 = 10−23 C m (see Sec. III B
[54,62]), it could then induce dipoles in the environmental
particles as well, resulting in another source of decoherence
from the dipole-dipole interaction. To illustrate this, let us
consider the content of the air, which consists mostly of nitro-
gen (∼78%) and oxygen (∼21%), with some argon (∼0.9%)
and carbon dioxide (0.04%), and very small traces of other
molecules [64]. Additionally one could assume some water
vapor is present in the vacuum chamber. Although, water has
a permanent dipole (and is included in the previous discus-
sion of environmental dipoles), the other components do not.
However, the electromagnetic field produced by the perma-
nent dipole in the diamond can induce a dipole within the
environmental particles, depending on their polarisability. The
induced dipole moment is found from the polarizability and
the electric field from the permanent dipole moment of the
diamond:

E = d1

2πε0

1

r̄3
. (36)

In particular, taking an average distance r̄ = R ∼ 10−6 m (see
Sec. III A), the electric field for this average distance is E ∼
1.8 × 105 N/C. This is an overestimate since mostly r̄ > R.
The induced dipoles for the most common air particles are

4Due to this scaling, the decoherence is proportional to R, even
though the dependence in Eq. (11) seems to be inverse.

033301-8



DECOHERENCE OF A MATTER-WAVE INTERFEROMETER … PHYSICAL REVIEW A 109, 033301 (2024)

FIG. 4. Decoherence rate �S from the dipole-dipole interaction
between the permanent dipole in the crystal (d1) and the dipole
it induces in several types of polarizable environmental particle,
as function of the crystal’s dipole d1. The decoherence rate is
calculated in the short-wavelength limit; see Eq. (32). The crys-
tal’s permanent dipole d1 is assumed to be in the range of d1 ∈
{10−26 C m, 10−23 C m}D (see Sec. III B). The polarizability of the
most common air compounds: dinitrogen (N2), carbondioxide (CO2),
argon (Ag), and dioxygen (O2), are given in Table I. Since their
polarizabilities are very similar, the lines seem to overlap. In the
enlarged figure in the corner one sees that N2 causes the most
decoherence, then CO2 and Ar which overlap approximately, and
then O2. m ∼ 10−27 kg, T ∼ 1 K, n ∼ 108 m−3 (or p ∼ 10−15 Pa),

x ∼ 10−5 m and R ∼ 10−6 m. The graph shows a decoherence rate
�S ∈ {10−17 Hz, 10−7 Hz}.

given in Table I. Since the taken dipole value d1 = 10−23 C m
is for larger spheres then our micro-spheres, this is probably
an overestimate since there are indications that dipole mo-
ments scale with volume [62].

Figure 4 shows the behavior of �S for different values of
the crystal’s dipole d1. The decoherence rate arises from the
dipole-dipole interaction, where the environmental dipole d2

is induced by the dipole of the crystal, denoted as d1. For
each element presented in Table I, it is possible to compute
the decoherence rate �S using Eq. (32). It is evident from
the figure that when a crystal’s dipole of the magnitude d1 ∈
{10−26 C m, 10−23 C m} induces a dipole moment in the air
molecules, the resulting decoherence rate is approximately
�S ∈ {10−17 Hz, 10−7 Hz}.5 Therefore, the final decoherence
time will have a minimum magnitude of the order of 107 s,
which does not present as a problem in realization the QGEM
experiment within t ∼ 1 s.

IV. DISCUSSION

In this paper, we have analyzed the decoherence rate in
the matter-wave interferometer due to the electromagnetic

5It is worth noticing that, also in this case, the decoherence rate
due to dipole-dipole interaction is much smaller compared to the one
given by the hard-wall potential [see Eq. (35)].

interactions. In particular, we have analyzed a special case
of dipole-dipole interaction, which plays an important role
since generally both the environmental particles (e.g., air
molecules) [59,63,64] and the test mass micro-crystal [54]
can possess an electric dipole moment or can have an induced
dipole from an external electric field.

In this work, we have directed the focus toward analyzing
the dipole-dipole interactions. In particular, in Sec. II we have
used the so-called Scattering Model [48,55] in order to de-
rive an expression for the decoherence due to dipole-dipole
interactions. The first step was to derive the differential cross
section for such interactions, as we have done in Eq. (6). Using
this expression for the cross section, we have successfully
obtained an explicit expression for the decoherence rate, both
in the short-wavelength limit [see Eq. (11)] and the long-
wavelength limit [see Eq. (24)].

In Sec. III we have finally applied our results to the QGEM
proposal [17,30,43]. In particular, using the parameters em-
ployed within the QGEM experiment, such as temperature,
pressure, and the dipole of the micro-crystal, we were able
to find an explicit expression for the decoherence rate in
the short-wavelength limit [see Eq. (32)]. The main source
of decoherence was found to be from the interaction be-
tween the permanent dipole of the crystal and the permanent
dipole of the environmental particles (taken to be d2 ∼ 1 D
[59]). The decoherence from the induced dipoles consid-
ered here is negligible compared to the permanent dipole
scenario.

Using typical numerical values for the QGEM proposal
[16,17], we were able to find an upper bound for the crystal’s
dipole, ensuring a decoherence rate smaller than 0.01 Hz.
This requirement arises from the necessity of preserving the
spatial superposition of the massive particle for a minimum
duration of 1 second, accordingly to the QGEM proposal.
By guaranteeing a decoherence rate of 0.01 Hz or less, we
can confidently ensure the preservation of the crucial super-
position throughout the experiment. The upper bound for the
crystal’s dipole determined through this work is on the order
of d1 = 10−26 C m, which represents a relatively small value
when compared to certain measurements conducted within
laboratory settings [54].

This research shows that in order to perform the QGEM
experiment we need to measure accurately the crystal’s per-
manent dipole for the relevant size and mass. If the fixed
dipole is found to be larger than the upper bound found
here, given a certain decoherence rate, then one needs to
take measures to mitigate the decoherence due to the dipole
moment. Here we do not discuss the strategies to ameliorate
this effect but merely point toward a new challenge that the
QGEM experiment might have to address these challenges.
Besides these effects, the fluctuating fields emanating from
nearby surfaces may be similarly detrimental, as discussed in
[65–67], We will leave that for future investigation.

Another important result of this paper is discussed in the
Appendix Sec. A 1, where we have used the Born-Markov
master equation [48,55], a well-known tool for investigating
the dynamics of quantum systems within a large environment.
This model provides a valuable means of deriving a dynamical
equation for the density matrix of a quantum system that finds
itself immersed in an environment. By employing the Born
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approximation, which considers the environment to be
much larger than the quantum system, and incorporating the
Markovian assumption, which disregards memory effects
within the environment after its interaction with the system,
we acquire a nonunitary time evolution equation for the
crystal’s density matrix.

In this work, we have delved further into the applica-
tion of this model, focusing on a generic QED interaction
Hamiltonian between two fermions within the framework of
the Born-Markov master equation. This Hamiltonian, con-
structed in terms of destruction or construction operators for
both the crystal and the environment, is given by Eq. (A18).
Using this expression for the QED Hamiltonian interaction
inside the Born-Markov master equation, we were able to
find Eq. (A41), which gives the decoherence rate for the sup-
pression of the off-diagonal elements of the micro-crystal’s
density matrix. It is worth noting that this final result has the
same structure found in the Scattering Model, which was used
as a starting point for our derivation of the decoherence rate
in Sec. II.
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APPENDIX

1. Modeling decoherence from electromagnetic interactions

We start by modelling the decoherence caused by a generic
electromagnetic interaction between an object in superposi-
tion and an environmental particle. We will model the spin
interaction of the superposed object with a Dirac fermion. We
will also treat the environmental particle as a fermion field.
Hence the two fermions are interacting within the Standard
Model by virtue of the photon field. This is the model we will
use to study the effect of decoherence in the Born-Markov
approximation [48,55].6

Let us first consider a generic QED interaction Lagrangian
between the two fermions. The fermion field ψ that represents
the environmental particle will interact electromagnetically
via a photon field Aμ. The fermion-photon interaction term
(the three-vertex) is given by

Lint = −eψ̄γ μψAμ, (A1)

where γ μ are the Dirac’s matrices and e is the electric
charge unit. Here μ = 0, 1, 2, 3, and we take the signa-
ture (−,+,+,+) of the metric ημν . The corresponding

6In this Appendix we will use the natural units h̄ = c = 1. We
switch to SI units in Sec. III when we discuss the application to the
QGEM experiment.

Hamiltonian interaction is given by

Hint = −
∫

d3x Lint(x) =
∫

d3x eψ̄γ μψAμ. (A2)

We first evaluate the fermion current ψ̄γ μψ in terms of the
fermion field’s creation and annihilation operators, â and â†,
respectively:

ψ̄γ μψ =
∑
s,s′

∫
d3pid3p f

(2π )6
√

4Epi Ep f

× âs′ †
p f

âs
pi

e−i(pi−p f )·xūs′
(p f )γ μus(pi ), (A3)

where u is the spinor that the creation/annihilation opera-
tors are associated to, p are the momenta of the particle
and s = 1, 2 labels the two-component spinors. Here we
will assume that us(p) corresponds to the fermionic field
of the environment. Moreover, we also assume that there is
no negative-frequency spinors (antiparticle with associated
b-creation and annihilation operators) in the on-shell state.

The other quantum field that appears in Eq. (A1) is a
generic electromagnetic field Aμ(x). In our case this term can
be related to the massive object in spatial superposition by
considering its fermion current Jμ(x) associated with it. In
particular, from Maxwell’s equations, we have

Aμ(x) = �−1Jμ(x), (A4)

where � = ημν∂
μ∂ν is the D’Alembertian operator and the

inverse of the virtual photon propagator. Substituting Aμ into
Eq. (A1), we can study the interaction between two fermions
by exchanging a virtual photon, e.g., between the environmen-
tal fermion and the superposed massive one.

We will consider the massive object in superposition to be a
heavy fermion and denote the spinor as U r (k), where r = 1, 2
labels the two-component spinors. In the momentum space
Eq. (A4) becomes

Ãμ(q) = −i gμν

q2
J̃ν (q), (A5)

where q represents the transferred momentum.
The fermion current of Eq. (A4) can be expressed by the

massive object’s fermion �:

Jμ(x) = �̄γ μ� =
∫

d3kid3k f

(2π )6
√

4Eki Ek f

ĉr′ †
k f

ĉr
ki

×
∑
r,r′

e−i(ki−k f )·xU
r′

(k f )γ μU r (ki ), (A6)

where ĉ and ĉ† are respectively the creation and annihilation
operators associated to the spinor U r (k) of the fermion field.
This leads to

J̃μ(q) =
∫

d3x eiq·xJμ(x) =
∫

d3kid3k f

(2π )6
√

4Eki Ek f

∑
r,r′

ĉr′ †
k f

× ĉr
ki

U
r′

(k f )γ μU r (ki ) δ3(q + ki − k f ), (A7)

where Dirac’s delta δ3(q + ki − k f ) encodes the conservation
of momentum during the scattering process.
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Plugging Eq. (A7) into Eq. (A2) through

Aμ(x) =
∫

d3q e−iq·xÃμ(q) =
∫

d3q e−iq·x −i gμν

q2
J̃ν (q),

(A8)

one obtains

Ĥint = (2π )3e
∫

d3pid3p f d3kid3k f

(2π )12
√

16 Epi Ep f Eki Ek f

×
∑
s,s′
r,r′

âs′ †
p f

âs
pi

ĉr′ †
k f

ĉr
ki

δ3(ki + pi − k f − p f )

× ūs′
(p f )γ μus(pi )

−i gμν

q2
U

r′
(k f )γ νU r (ki ), (A9)

where now the transferred momentum q appearing in the
propagator is explicitly given by q = k f − ki because of the
Dirac’s delta appearing in Eq. (A7).

Notice that the last term in the right-hand side is exactly
the quantum electrodynamics (QED) matrix element for the
fermion-fermion interaction Ms,s′,r,r′

pi,p f ,ki,k f
[68]:

Ĥint = (2π )3e
∫

d3pid3p f d3kid3k f

(2π )12
√

16 Epi Ep f Eki Ek f

∑
s,s′,r,r′

âs′ †
p f

× âs
pi

ĉr′ †
k f

ĉr
ki
δ3(ki + pi − k f − p f ) Ms,s′,r,r′

pi,p f ,ki,k f

(A10)

with7

Ms,s′,r,r′
pi,p f ,ki,k f

=ūs′
(p f )γ μus[(pi )]

−i gμν

q2
U

r′
(k f )γ νU r (ki ).

(A11)

a. Hamiltonian construction

At this point, one can express the creation and annihilation
operators (ĉ’s and â’s) in terms of one particle states (|k, r〉
and |p, s〉, respectively)8 through the relations

|k, r〉 =
√

2Ekĉr †
k |0〉S , |p, s〉 = √

2Epâs †
p |0〉E , (A12)

where |0〉E and |0〉S represent, respectively, the vacuum of
the environmental particle and the vacuum of the massive
object. In particular, the operator Â ≡ âs′ †

p f
âs

pi
annihilates an

environmental particle with initial momentum pi and initial
spin component s and creates an environmental particle with
final momentum p f and final spin component s′. This means
that the action of this operator can be written as

Â : |pi, s〉 −→ |p f , s′〉. (A13)

Now we can write the creation operator âs †
p (which acts on

the vacuum as |p, s〉 = √
2Epâs †

p |0〉E ) in the momentum basis

7Further note that the Dirac delta δ3(ki + pi − k f − p f ) appearing
in Eq. (A10) encodes the conservation of momentum between the
initial and the final states of the scattering diagram between the envi-
ronmental fermion and the crystal’s fermion, i.e., ki + pi = k f + p f .

8Here the notation |k, r〉 means formally |k〉 ⊗ |r〉 ≡ |k, r〉, i.e., the
state can be separated in the momentum space and the spin space.

representation {|p, s〉} as

âs †
p = 1√

2Ep
|p, s〉〈0|E . (A14)

Because9 of this property, the operator Â becomes

Â ≡ âs′ †
p f

âs
pi

= 1√
4Epi Ep f

|p f , s′〉〈pi, s|, (A15)

which satisfies Eq. (A13). The same relations hold for
the massive object’s field, with |p, s〉 → |k, r〉, â → ĉ and
|0〉E → |0〉S . This means that Eq. (A10) gives the following
form for the Hamiltonian interaction Ĥint:

Ĥint =
∫

d3pid3p f d3ki

(2π )916 Epi Ep f Eki Eki+pi−p f

×
∑

s,s′,r,r′
Ms,s′,r,r′

pi,p f ,ki,ki+pi−p f
|p f , s′〉〈pi, s|

⊗ ei(pi−p f )·x̂|ki, r′〉〈ki, r|, (A16)

where δ3(ki + pi − k f − p f ) has been absorbed by perform-
ing the integral over d3k f . The vector state |k f 〉 → |ki +
pi − p f 〉 has been expressed in terms of the translation
operator, which generates the translations in the momenta
space through the position operator x̂, i.e., |ki + pi − p f 〉 =
ei(pi−p f )·x̂|ki〉.

To simplify the expression of the interaction Hamiltonian
in Eq. (A16) we make some assumptions:

(1) The environmental particle’s momenta are assumed to
be very small, due to a low ambient temperature in the original
experiment; we will quantify that later.

(2) The mass of the object in superposition is assumed
to be much heavier than the environmental particle’s mass,
so that its momentum does not change during the scattering
process with the environmental particles.

This means that |pi|, |p f | � M, where M is the mass of
the superposed object. As a result |ki|, |k f | ∼ 0. These as-
sumptions are valid for most types of experiments, so the
application of their Hamiltonian is kept general while the
approximations simplify the expression. These assumptions
allow us to approximate the matrix element in Eq. (A16) as

Ms,s′,r,r′
pi,p f ,ki,ki+pi−p f

∼ Ms,s′,r,r′
pi,p f ,0,0. (A17)

Since the superposed object is heavy with respect to the am-
bient energy, we can further approximate 2Eki 2Eki+pi−p f ∼
4MEki . Finally, integrating over ki and using the identity∫ d3ki

(2π )32Eki
|ki〉〈ki| = I, we can obtain the final expression for

Eq. (A2):

Ĥint =
∫

d3pid3p f

(2π )62Epi 2Ep f

∑
s,s′,r,r′

Ms,s′,r,r′
pi,p f

2M
|p f , s′〉〈pi, s|

⊗ ei(pi−p f )·x̂ |r′〉〈r|. (A18)

9One can indeed verify that the action on the vacuum |0〉E of this
operator is 1√

2Ep
|p, s〉 E〈0|0〉E = 1√

2Ep
|p, s〉, which is exactly the

definition of creation operator.
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b. Born-Markov master equation

To find a master equation that described the decoherence
of the massive object due to the environment, we start by
supposing that the interaction Hamiltonian has the general
form [48,55]

Ĥint =
∑

α

Ŝα ⊗ Êα, (A19)

where Ŝα and Êα represent all the degrees of freedom of the
matter-wave interferometer and the environment respectively
and α represents schematically the sums over the momenta p
and the two component spinors s.10 From Eq. (A18), one can
find the explicit expression for Ŝα and Êα:

Ŝα = ei(pi−p f )·x̂

2M
|r′〉〈r|,

Êα = Ms,s′,r,r′
pi,p f

|p f , s′〉〈pi, s|, (A20)

which matches the result in Ref. [14] which described the
scattering between a neutrino and a heavy nucleus, mediated
by the weak interaction. The difference is that in Ref. [14]
the matrix element Ms,s′,r,r′

pi,p f
is defined by the scattering via

the weak interaction, while we have defined it in terms of the
electromagnetic interaction as in Eq. (A11).

The master equation in the Born-Markov approximation is
given by [69]

dρS

dt
= − i

h̄
[HS, ρS] −

{∫ ∞

0
dτ

∑
αβ

Cαβ (−τ )

× [SαSβ (−τ )ρS − Sβ (−τ )ρSSα] + H.c.

}
, (A21)

where

Cαβ = 1

h̄2 Tr[ρE EαEβ (−τ )] (A22)

and

Sβ (−τ ) = e− iHS τ

h̄ Sβe
iHS τ

h ,

Eβ (−τ ) = e− iHE τ

h̄ Eβe
iHE τ

h . (A23)

In Eq. (A21) we have made the Born and Markov approxima-
tions. The Born approximation considers the environment to
be much larger than the system, and the coupling between S
and E to be weak enough that it is possible at all times to write
the composite S + E system as a tensor product:

ρ̂S+E (t ) ≈ ρ̂S (t ) ⊗ ρ̂E , (A24)

where ρ̂E is approximately constant at all times.
The Markov approximation supposes that the memory ef-

fects in the environment are negligible, i.e., any effect that the
system has on the environment decays rapidly compared to
the evolution of the environment E itself.

10More explicitly, from Eq. (A18) we have
∑

α ≡∫ d3pid
3p f

(2π )62Epi 2Ep f

∑
s,s′,r,r′

Additionally we assume that the time evolution of the
operator Sβ can be neglected with respect to the correlation
timescale of the environment, which is applicable for example
when the center of mass of the massive object is trapped in a
very low-frequency trap, as we will see in the examples of the
QGEM experiment (see [42]).

We also assume that the unitary time evolution of the
massive object [given by −ih̄−1[HS, ρS] of Eq. (A21)] is
much slower than the nonunitary time evolution [given by
the second term of the right-hand side of Eq. (A21)], which
corresponds to changes of the system entirely due to the
decoherence.

This means that the decoherence due to the presence of
the environment modifies the state of the system faster than
any free evolution of the system itself. For this reason, in the
derivation of the decoherence rate below, we will neglect the
unitary term −ih̄−1[HS, ρS].

We consider the environmental particles to have a (nor-
malized) wave function with a localized momentum p0. We
represent the environmental particle using a Gaussian wave
packet centered in p0 in the momentum space and with a width
σ̃ and with spin component s0:

|ψE 〉 =
∫

d3p

(2π )3
√

2Ep
ψ̃ (p)|p, s0〉

=
∫

d3 p

(2π )3
√

2Ep

(2π )3/2

(πσ̃ 2)3/4 e− |p−p0 |2
2σ̃2 |p, s0〉. (A25)

From this wave function for the environmental particle we
compute its density matrix ρ̂E = |�E 〉〈�E |.

Now we can substitute this density matrix in Eq. (A22) in
order to compute the coefficients Cα,β . Notice that Eq. (A22)
depends on two indices, α and β, so it is important to find a
suitable notation for both of them. In particular, we will de-
fine {α} ≡ {pi, p f , s, s′, r, r′} and {β} ≡ {p′

i, p′
f , n, n′, m, m′}.

At this point, we are ready to express the coefficients Cα,β

explicitly:

Cα,β = Tr[ρE EαEβ (−τ )] = 〈EαEβ (−τ )〉ψE (A26)

= (2π )3Ms,s′,r,r′
pi,p f

(
Mn,n′,m,m′

p′
f ,p′

i

)∗
2Epiδ

3(pi − p′
f )

× δsn′ 〈ψE |e−i(Ep′i
−E ′

p′f
)τ |p f 〉〈p′

i|ψE 〉, (A27)

= (2π )9π−3/2σ̃ 3Ms,s′,r,r′
pi,p f

(
Mn,n′,m,m′

p′
f ,p′

i

)∗
2Epiδ

3(pi − p′
f )

× δsn′e
−i(Ep′i

−Ep′f
)τ

2Ep′
i

× δs0s′δns0δ
3(p′

i − p0)δ3(p0 − p f ), (A28)

where factors like δs0s′ indicate Kronecker’s deltas, because
the spin components have discrete values.11 Moreover, in
Eq. (A28) we have used the following two properties:

〈p, s|k, r〉 = (2π )3(2Ep)δ3(p − k)δsr

δ3(p) = lim
σ̃→0

1

σ̃ 3π3/2
e−|p|2/σ̃ 2

. (A29)

11The two-component spinors obey the Kronecker delta, e.g.,
ξ s0†ξ s′ = δs0s′ ≡ δs0s′ , where ξ is the two-component spinor.
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The second property in Eq. (A29) represents the assumption that the Gaussian wave packet of the environmental particle is sharp
enough that can be considered as a Dirac’s delta, i.e., the particle has a well-defined momentum p0.

We are now ready to find an explicit expression for the temporal evolution of the density matrix ρ̂S as given in Eq. (A21).
In particular, plugging Eq. (A20) into the second term of the right-hand-side of Eq. (A22) (and neglecting the unitary term
− i

h̄ [HS, ρS] as discussed above), one obtains

d ρ̂S

dt
= − π−3/2σ̃ 3

4M2

∫
dτ

d3pid3p f d3p′
id

3p′
f

(2π )316Epi Ep f Ep′
i
Ep′

f

4Epi Ep′
i

∑
s,s′,r,r′

n,n′,m,m′

Ms,s′,r,r′
pi,p f

(
Mn,n′,m,m′

p′
i,p′

f

)∗
δ3(pi − p′

f )δsn′e
−i(Ep′i

−Ep′f
)τ

δ3(p0 − p f )

× δ3(p′
i − p0)δs0s′δns0{−ei(p′

i−p′
f )·x̂|m′〉〈m|ρ̂Sei(pi−p f )·x̂|r′〉〈r| + ei(pi−p f )·x̂|r′〉〈r|ei(p′

i−p′
f )·x̂|m′〉〈m|ρ̂S + H.c.}, (A30)

which, after solving the Dirac and Kronecker deltas, leads to

d ρ̂S

dt
= − π−3/2σ̃ 3

64π2M2Ep0

∫ d3p′
f

Ep′
f

∑
s,r,r′
m,m′

Ms,s0,r,r′
p0,p′

f

(
Ms0,s,m,m′

p0,p′
f

)∗
δ(Ep0 − Ep′

f
)

× {−|m′〉〈m|ei(p0−p′
f )·x̂ρ̂Sei(p′

f −p0 )·x̂|r′〉〈r| + δrm′ |r′〉〈m|ei(p′
f −p0 )·x̂ei(p′

i−p′
f )·x̂ρ̂S + H.c.}, (A31)

where the one-dimensional Dirac’s delta δ(Ep0 − Ep′
f
) comes from the fact that we have integrated over dτ ,12 while simultane-

ously solving the other Dirac delta δ3(p′
i − p0) appearing in Eq. (A30), therefore giving δ(Ep′

i
− Ep′

f
) → δ(Ep0 − Ep′

f
). At this

point, solving δ(Ep0 − Ep′
f
) and using d p′

f = (Ep′
f
/p′

f )dEp′
f

(we denote |p′
f | as p′

f ), gives

d ρ̂S

dt
= − π−3/2σ̃ 3

64π2M2

p0

Ep0

∫
d�′ ∑

s,r,r′
m,m′

Ms,s0,r,r′
p0,p′

f

(
Ms0,s,m,m′

p0,p′
f

)∗{ − |m′〉〈m|ei(p0−p′
f )·x̂ρ̂Sei(p′

f −p0 )·x̂ ⊗ |r′〉〈r| + δrm′ |r′〉〈m|ρ̂S + H.c.
}
,

(A32)

where d�′ indicates the orientation angle of the final momentum vector d3p f = d�′d p f p2
f . Note that Ep0 = Ep′

f
gives |p0| =

|p′
f |. This means also that the matrix element Mp0,p′

f
will now depend only on |p0| and the angle between p0 and p′

f , i.e., on �′.
We can also rewrite the p0/Ep0 term as p0/Ep0 = v0.13

The factor p′
f − p0 at the exponent of the right-hand side of Eq. (A32) can be rewritten as |p0|(n̂′ − n̂0), where n̂′ and n̂0 are

the final and initial direction of the scattered environmental particle (we will express their associated angles with, respectively,
�′ and �0). We can now use this notation to rewrite the matrix Ms,s0,r,r′

p0,p′
f

in terms of the scattering angles �′ and �0: in fact, it

is always possible to find a suitable parameterization of the momenta p0 and p′
f in terms of the COM energy and their angles �′

and �0. In particular, from now on we will write Ms,s0,r,r′
p0,p′

f
→ Ms,s0,r,r′

�′,�0,E0
[14]. In this way, it is possible to have the matrix M

with an explicit dependence on the integration variable appearing in Eq. (A32), i.e., �′.
We can thus rewrite the time evolution equation for ρ̂S as

d ρ̂S

dt
= − π−3/2σ̃ 3

64π2M2
v0

∫
d�′ ∑

s,r,r′
m,m′

Ms,s0,r,r′
�′,�0,E0

(
Ms0,s,m,m′

�′,�0,E0

)∗{−|m′〉〈m|ei(p0−p′
f )·x̂ρ̂Sei(p′

f −p0 )·x̂ ⊗ |r′〉〈r| + δrm′ |r′〉〈m|ρ̂S + H.c.}.

(A33)

The factor π−3/2σ̃ 3 is proportional to the inverse of the volume 1/V ; see the Appendix Sec. A 3. Using this proportionality in
Eq. (A33) a term like v0/V = F1 will appear, which is the flux associated with one environmental particle.

Now, to obtain the matrix elements of S, we need to perform the bracket of the operator ρ̂S with both the spatial degrees of
freedom {|x〉} and the spin ones {|r〉}. Therefore, contracting ρ̂S with two generic spin vectors and calling them |r1〉 and |r2〉, the
right-hand side of Eq. (A33) becomes

d ρ̂S

dt
= − (2π )3/2F1

64π2M2

∫
d�′ ∑

s,r,r′
m,m′

Ms,s0,r,r′
�′,�0,E0

(
Ms0,s,m,m′

�′,�0,E0

)∗{−δr2m′δrr1〈m|ei(p0−p′
f )·x̂ρ̂Sei(p′

f −p0 )·x̂|r′〉 + δrm′δr2r′ 〈m|ρ̂S|r1〉 + H.c.
}
.

(A34)

12δ(Ep′
i
− Ep′

f
) = ∫

dτ e
−i(Ep′i

−Ep′f
)τ

.

13This relation can be easily derived from well-known relativistic expressions, e.g., p0
Ep0

=
mv0√
1−v2

0√
p2

0+m2
=

mv0√
1−v2

0√
m2v2

0
1−v2

0
+m2

= v0.
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Note from Eq. (A34), the terms inside the final curly brackets
has four Kronecker deltas, which will annihilate some indices
in the summation.14 We can rename the r′ index in the first
summation

∑
s,r′,m → ∑

s,r,m to obtain the same indices of the
second one, giving us with the unique final summation

∑
s,r,m.

We can now make some approximation to simplify Eq. (A34).
In particular, we will assume that the interaction happens in
the nonrelativistic regime. This is a fair assumption, if one
considers the scenario in the QGEM proposal [17], where
the ambient temperature is very low to maintain coherence of
the interferometer, i.e., T ∼ 1 K, see the section below for the
parameters of the QGEM experiment. Therefore, we can use
the fundamental properties of the QED at low-energy regime,
where the spin components are preserved during the scattering
process.15 This property leads to the following form for the
scattering matrix Mr,r′

s,s0
→ M δrr′

δss0 . Equation (A34) thus
becomes

d ρ̂S

dt
=− (2π )3/2F1

64π2M2

∫
d�′|M(�′,�0, E0)|2

× {−〈r2|ei(p0−p′
f )·x̂ρ̂Sei(p′

f −p0 )·x̂|r1〉
+ 〈r2|ρ̂S|r1〉 + H.c.}. (A35)

Now, contracting over the spatial components, |x〉, and defin-
ing 〈x, r2|ρ̂S|y, r1〉 ≡ ρ

r1,r2
S (x, y, t ), we obtain

dρ
r1,r2
S

dt
(x, y, t ) = −2(2π )3/2F1

64π2M2

∫
d�′|M(�′,�0, E0)|2

× {−e−ip0 (n̂′−n̂0 )·(x−y) + 1}ρr1,r2
S (x, y, t ),

(A36)

where we have defined ρ
r1,r2
S (x, y, t ) ≡ 〈x, r2|ρ̂S|y, r1〉. The

term (64π2M2)−1|M(�′,�0, E0)|2 is exactly the differ-
ential cross section, dσ/d�′ = dσ (n̂0, n̂′)/d�′ (see the
Appendix Sec. A 2). Note that Eq. (A36) has the same form
as the result found in Ref. [14], but with a different scattering
amplitude, there it was the weak interaction, and here it is the
electromagnetic interaction.

Solution of Eq. (A36) will dictate the decoherence of the
matter-wave interferometer due to the interaction between
one environmental particle and the massive object. It is easy
to generalize it to the case when we have N environmental
particles. The flux is then given by

F = nv̄ = N

V
v̄, (A37)

where v̄ is the average velocity of each environmental particle.
In general, if each particle gives a contribution of the type

14In particular, the first two Kronecker deltas δr f m′δrri will give∑
s,r,r′
m,m′

→ ∑
s,r′,m, while the second two kronecker deltas δrm′δr f r′

will give
∑

s,r,r′
m,m′

→ ∑
s,r,m.

15In the nonrelativistic limit we have that pμ → (m, p) and thus

a generic spinor u(p) = (
√

p · σξ√
p · σ̄ ξ

) → √
m(ξ

ξ
), where σ represents the

Pauli matrices and ξ is a generic two-component spinors. This leads
to the following contractions ūs′ · us → 2mδss′ which are responsible
for the existence of the spin conservation term δss′ inside the matrix
Mss′ . For further details, see [70].

(A36) to the decoherence rate, the total contribution will be
given by the sum over all possible momenta p0 (and veloc-
ities v0) weighted by a distribution of particles μ(p0) in the
momentum space, i.e., a probabilistic distribution such that∫

d3p0 μ(p0) = 1. Assuming that the environment is com-
posed of particles that are isotropically distributed:

μ(p0)d3p0 = 1

4π
S(p0)d p0 d�0, (A38)

where
∫

d p0 S(p0) = 1 (such that
∫

d3p0 μ(p0) = 1). There-
fore, we obtain

dρS

dt
(x, y, t ) =−2(2π )

3
2

∫
d p0S(p0) nv(p0)

∫
d�0d�′

4π

× dσ

d�′ {−e−ip0 (n̂′−n̂0 )·(x−y) + 1}ρS (x, y, t ),

(A39)

where we have not written explicitly the spin labels r1 and
r2 for brevity. Hence, we considered only the spatial part of
ρ̂S . As can be seen from Eq. (A39), the time evolution of the
density matrix will be of the type (see [48,55,71,72])

dρS (x, y, t )

dt
= −� ρS (x, y, t )

⇒ ρS (x, y, t ) = e−�tρS (x, y, 0), (A40)

with

� ≡ 2(2π )3/2
∫

d p0S(p0) nv(p0)
∫

d�0d�′

4π

dσ

d�′ (n̂0, n̂′)

× {−e−ip0 (n̂′−n̂0 )·(x−y) + 1}. (A41)

Equation (A40) shows the role played by �: it suppresses the
off-diagonal density matrix elements while leaving the diag-
onal matrix elements unchanged. The decay factor � dictates
the decoherence rate [48,55].

In the limit t → +∞, these off-diagonal elements are com-
pletely suppressed, i.e., they become asymptotically 0. This
means that the density matrix ρS becomes diagonal, indicat-
ing a classical mixed state. The environment thus over time
acquires information from the system, leading to the infor-
mation leaking to the environment, requiring an observer to
measure both the massive object and environment to regain
the system’s quantum information. This is why � as given
in Eq. (A41) is called the decoherence rate, it causes the
decoherence of the system over time.

2. Differential cross section for a 2 −→ 2 process

In this section we are going to show the details of some
QED calculations. In particular, we are going to find the
expression for the matrix element |M|2 and its relation with
the differential cross section dσ

d�
. We will again use the natural

units system for simplicity, i.e., h̄ = c = 1.
Let us start from the definition of cross section [68],

dσ = 1

T �
dP, (A42)

where T is the total time during which interactions happen, �

is the flux of particles (e.g., if we are in the LAB frame, then
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� is the flux of the incoming projectile particles) and dP is
the (quantum) probability that one interaction happens.

If we consider the COM frame, the flux � will be given by

� = | �v1 − �v2|
V

, (A43)

where �v1 and �v2 are the velocities of the two initial particles;
the minus sign is because they run into each other during the
collision.

Let us now compute dP. During scattering processes, the
operator involved is the Scattering matrix Ŝ and its matrix
elements give us the transition probability from an initial state
|i〉 to a final one | f 〉:

dP = |〈 f |Ŝ|i〉|2
〈i|i〉〈 f | f 〉

∏
j

V

(2π )3
d3 p j . (A44)

This formula represents the probability of the interaction in-
side an infinitesimal volume of the momentum space d� =∏

j
V

(2π )3 d3 p j , where j represents the number of final states.

Because in QFT we have |p〉 = √
2Epâ†

p|0〉, the inner prod-
ucts in the denominator of (A44) gives

〈i|i〉 =
∏

i

(2π )32Eiδ
(3)(0). (A45)

In a finite volume, we have

(2π )3δ(3)( �p = 0) =
∫

V
d3x ei �p·�x =

∫
V

d3x = V. (A46)

Similarly in 4D,

δ(4)(0) = TV

(2π )4
. (A47)

This means that

〈i|i〉 = (2E1V )(2E2V )

〈 f | f 〉 =
∏

j

2EjV. (A48)

Now, the transferred matrix T is related to S through

S = 1 + iT = 1 + i(2π )4δ(4)(�p)M. (A49)

Thus the nontrivial part of the Ŝ matrix element is

|〈 f |Ŝ|i〉|2 = δ(4)(0)δ(4)(�p)(2π )8|〈 f |M|i〉|2

= TV δ(4)(�p)(2π )4|M|2. (A50)

Plugging everything back in (A44), we obtain

dP = T

V

1

2E12E2
|M|2

∏
j

d3 p j

(2π )32Ej
(2π )4δ(4)(�p). (A51)

Finally, we have an expression for the cross section in the
COM:

dσ = 1

2E12E2|�v1 − �v2| |M|2d�lips, (A52)

where d�lips = ∏
j

d3 p j

(2π )32Ej
(2π )4δ(4)(�p).

In the special case where we have two final states, such that
�p1 = −�p2, �p3 = −�p4 and E1 + E1 = E3 + E4 = ECM , d�lips

becomes

d�lips = d3 p3

(2π )32E3

d3 p4

(2π )32E4
(2π )4δ(4)(�p). (A53)

Integrating over �p4 we obtain

d�lips = 1

16π2
d�

∫
d p f

p2
f

E3E4
δ(E3 + E4 − ECM )

= 1

16π2
d�

p f

ECM
θ (ECM − m3 − m4), (A54)

where p f = | �p3| = | �p4| and pi = | �p1| = | �p2|.
We can now rewrite |�v1 − �v2| as∣∣∣∣ pi

E1
+ pi

E2

∣∣∣∣ = pi
ECM

E1E2
, (A55)

in order to obtain the final expression for the differential cross
section:

dσ

d�
= 1

64π2E2
CM

p f

pi
|M|2θ (ECM − m3 − m4). (A56)

Applying (A56) in the case where the target is much heavier
than the projectile (M � m), we can write ECM  M and also
pi = p f . In this way, considering the case where ECM > m3 +
m4, we obtain the final expression for the differential cross
section:

dσ

d�
= 1

64π2E2
CM

|M|2. (A57)

3. Number density factor

In this section we will give meaning to the factor π−3/2σ̃ 3.
In particular, let us see the connection between σ̃ and the
uncertainty in space along one direction σx =

√
〈x2〉ψ − 〈x〉2

ψ

(i.e., along x), with ψ (x) being the wave function in physical
space. From (A25), we can see that

ψ (x) =
∫ +∞

−∞
d pxe−ipxxψ̃px (p)

=
∫ +∞

−∞
d pxe−ipxx (2π )1/2

(πσ̃ 2)1/4
e− p2

x
2σ̃2 = 2π3/4σ̃ 1/2e− σ̃2

2 x2
.

(A58)

Now we can compute σx:

σx =
√

〈x2〉ψ − 〈x〉2
ψ

=
∫ +∞

−∞
dx x2|ψ (x)|2 =

√
2π

σ̃
. (A59)

But we know also that the uncertainty in space is physically
due to the fact that the environmental particles, as all the other
particles involved in the experiment, are confined in a volume
V = L3. This means that

V = L3 = σ 3
x = 23/2π3

σ̃ 3
, (A60)

which leads finally to

π−3/2σ̃ 3 = (2π )3/2

V
. (A61)
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