Abstract—To mitigate the severe large-scale fading and the energy scarcity problem in long-distance high-altitude platform (HAP) networks, in this paper, we investigate the potentials of a multi-layer refracting reconfigurable intelligent surface (RIS)-assisted receiver for enabling simultaneous wireless information and power transfer (SWIPT) in HAP networks. Unlike the existing RIS-aided reflector and transmitter, the multi-layer RIS-receiver can well overcome the severe “double fading” effect induced by the extreme long-distance HAP links and fully exploit RIS’s degrees-of-freedom (DoFs) for SWIPT design. Building on the proposed RIS-receiver, this paper formulates a worst-case sum rate maximization problem under angular channel state information (CSI) imperfection, while satisfying the information rate requirements of the earth stations (ESs) and the harvested energy constraint. To handle the intractable non-convex problem, a scalable robust optimization framework utilizing the discretization method, LogSumExp-dual scheme, and modified cyclic coordinate descent (M-CCD) is proposed to obtain the semi-closed-form solutions. Numerical simulations demonstrate that the proposed architecture and optimization framework achieve superior performance with lower complexity compared with state-of-the-art schemes in HAP networks.
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I. INTRODUCTION

Due to the high elevation angles, deployment flexibility, and hybrid connectivity with multi-band radio frequencies, high-altitude platform (HAP) has emerged as an aerial base station to provide sustainable services and broad coverage for remote areas or disaster recovery [1]–[4]. However, since the battery-powered wireless devices in HAP networks are often deployed in rural, remote, and unpopulated areas, it is inconvenient or infeasible to recharge or frequently replace the limited-capacity batteries, which constitutes a serious bottleneck for HAP communications [5]. Fortunately, simultaneous wireless information and power transfer (SWIPT) can be adopted to alleviate the energy scarcity and prolong the lifetime of energy-constrained devices [6]. As one of the key techniques in SWIPT, power splitting (PS) divides the received signals into two power streams, i.e., the information stream for information decoding and the power one for energy harvesting, which brings great convenience to the deployment of energy-limited devices [6]. Although SWIPT has been widely adopted to provide a perpetual energy supply to terrestrial communications [7] and LAP communications [8], its energy transmission efficiency significantly decreases with increasing distance due to the severe large-scale fading effects. Hence, SWIPT cannot enable energy harvesting in extreme long-distance HAP communications. To our best knowledge, there are no existing works investigating HAP-SWIPT networks, which is an open and challenging research topic.

Based on the above-cited considerations, techniques which can intelligently boost communication link quality and efficiently transmit energy from HAP to the wireless devices are urgently needed. Fortunately, reconfigurable intelligent surface (RIS), as a revolutionary technique, has been proposed to manipulate the wireless channels as needed [9]. The current state-of-the-art of RIS-aided wireless communications can be divided into two main research streams. The first research stream uses RIS (passive/active) to act as a relay-like reflector for reconfiguring the EM waves propagation environment, which has been shown to increase the service coverage [9]–[11], maximize the achievable rate [12], and improve the SWIPT performance of both terrestrial and LAP communications [13], [14]. The second research stream employs RIS to act like a low-cost and power-efficient transmitter for manipulating the radiated EM waves, including a single-layer RIS-assisted transmitter [15]–[17] and a multi-layer one [18]. Nevertheless, the above RIS-aided reflectors and transmitters are not perfectly applicable to HAP-SWIPT networks. Specifically, HAP-SWIPT networks work at several dozen kilometers altitude, such that the HAP-SWIPT using RIS-reflector may suffer from
extremely severe “double fading” effect. In addition, the HAP-SWIPT network with RIS-transmitter should consider multi-user beamforming coordination at RIS, which limits the RIS’s potentials in HAP-SWIPT networks. Thus, a new RIS-aided architecture is needed to fully release the potential of HAP-SWIPT networks, which motivates this paper.

On the other hand, a well-known open issue of RIS-assisted wireless communications is the beamforming design, which involves multiple highly-coupled optimization variables [19]. To solve this intractable problem, conventional methods firstly decouple these variables into multiple subproblems, and then the multiple non-convex subproblems are relaxed into the convex ones, such that these convoluted subproblems can be solved using an off-the-shelf optimization toolbox such as CVX [20]. However, the limitation in the conventional methods is that the optimization toolbox has extremely high computational complexity, especially under channel state information (CSI) imperfection [20]–[24]. Thus, this limitation calls for the design of a scalable robust beamforming design.

Motivated by the studies above, this paper first proposes a novel multi-layer refracting RIS-assisted receiver to enhance HAP-SWIPT networks by mitigating the severe “double fading” effect induced by the extremely long-distance HAP links and fully exploiting degrees-of-freedom (DoFs) for the beamforming design. Besides, we formulate a worst-case optimization problem for HAP-SWIPT. To handle the formulated intractable problem, a scalable robust optimization scheme specializing on the discretization method, LogSumExp-dual scheme, and modified cyclic coordinate descent (M-CCD) is proposed to obtain the closed-form solutions of each optimization variables, which does not rely on the off-the-shelf optimization toolbox and is beneficial to implement in practical massive large-scale array systems. Finally, numerical simulations demonstrate that the proposed architecture and optimization framework can obtain superior performance with lower complexity in comparison with the existing works.

II. SYSTEM MODEL AND PROBLEM FORMULATION

A. Refracting RIS-Receiver-Aided HAP-SWIPT Networks

Fig. 1: System model.

Fig. 1 depicts the considered RIS-assisted HAP-SWIPT network, where a HAP equipped with $N_H = N_{H1} \times N_{H2}$ uniform planar array (UPA) antennas transmits the desired signals to $K$ earth stations (ESs) with the aid of the multi-layer refracting RIS-assisted receiver. At the ESs, the received signals are split for information decoding and energy harvesting. Here, the gateway acts as a control center to implement control functions [1]. We assume that the $k$-th ES’s multi-layer refracting RIS is composed of $A$ layers having $N_{E,k,a} = N_{E,k,a,1} \times N_{E,k,a,2}$ on the $a$-th layer, and the $k$-th ES is equipped with $N_{D,k}$ receive (Rx) antennas for digital decoding. In addition, the channels between HAP and the $k$-th ES, between the $a$-th layer and the $(a+1)$-th layer, and between the $A$-th layer and the $k$-th ES’s Rx antennas are denoted as $G_{k} \in \mathbb{C}^{N_{E,k,1} \times N_{H}}$, $B_{ka} \in \mathbb{C}^{N_{E,k,a+1} \times N_{E,k,a}}$, and $B_{kA} \in \mathbb{C}^{N_{D,k} \times N_{E,k,A}}$, respectively.

B. Multi-Layer Refracting RIS-Assisted Receiver Model

As shown in Fig. 1, multiple refracting RISs are vertically stacked in front of the ES’s Rx antennas to form a multi-layer receiver architecture, where the refracting RISs and the Rx antennas perform the analog and the digital decoding on the HAP’s transmitted signals, respectively. The $a$-th layer’s refracting coefficient matrix of the ES $k$ is given by $\Xi_{ka} = \text{diag} \left( e^{j\theta_{ka,1}}, \cdots, e^{j\theta_{ka,N_{E,k,a}}} \right) \in \mathbb{C}^{N_{E,k,a} \times N_{E,k,a}}$, and the $k$-th ES’s digital processing vector is expressed as $v_k \in \mathbb{C}^{N_{D,k} \times 1}$. Here, $\theta_{ka,n} \in [0, 2\pi)$ denotes the phase shift of the $n$-th RIS unit. Hence, the equivalent analog decoder generated by the $k$-th ES’s RIS-aided receiver is given by $\Omega_{k,(A)}$, i.e.,

$$\Omega_{k,(u,v)} = \left\{ \begin{array}{ll}
\prod_{a=1}^{A} B_{ka} \Xi_{ka}, u, v \in [A], \\
N_{E,k,1}, u = 1, v = 0, \\
N_{D,k}, u = A + 1, v = A.
\end{array} \right.$$  \hspace{1cm} (1)

Different from typical receiver, the proposed RIS-receiver does not entail numerous power-hungry RF components and costly phased arrays, which facilitates the deployment of a large-scale antenna array at the user side in a cost-efficient way [25].

C. Signal Transmission and Energy Harvesting Model

Denote by $s_k$ the desired symbol transmitted by the HAP to the $k$-th ES, which satisfies $\mathbb{E} \left\{ |s_k|^2 \right\} = 1$. Prior to transmission, $s_k$ is processed by the digital precoder $w_k \in \mathbb{C}^{N_H \times 1}$, such that the signal transmitted by the HAP is $\sum_{k=1}^{K} w_k s_k$. Then, after decoding the transmitted signals by the analog and the digital decoder $\Omega_{k,(1,A)}$ and $v_k$, the received signal at the $k$-th ES can be expressed as

$$y_k = v_k^H \left( \Omega_{k,(1,A)} G_k \sum_{k=1}^{K} w_k s_k + n_k \right),$$  \hspace{1cm} (2)

where $n_k \sim \mathcal{CN}(0, \sigma_n^2 I_{N_{D,k}})$ is the thermal noise at the $k$-th ES’s Rx antennas. Subsequently, the $k$-th ES divides the received signals into two portions, where $\gamma_k$ portion is utilized for information decoding and $1 - \gamma_k$ one is used for energy harvesting. Hence, the $k$-th ES’s received signals for information decoding and energy harvesting are, respectively, given by $y_{D,k} = \sqrt{\gamma_k} y_k + z_k$ and $y_{EH,k} = \sqrt{1-\gamma_k} y_k$, where $\gamma_k \in (0, 1]$ is the PS ratio and $z_k \sim \mathcal{CN}(0, \sigma_z^2)$ is the additional noise induced by the $k$-th ES’s information decoding circuit
Thus, the achievable rate for information decoding at the $k$-th ES is given by
\[ R_{ID,k} = \log_2 \left( 1 + \frac{|g_k^H w_k|^2}{\sum_{i=k}^K |g_i^H w_i|^2 + \sigma_k^2 + \delta_k^2/\gamma_k} \right), \]
where $g_k = G_k^H \Omega_k^{(1, A)} \forall k$.

Note that there are two major drawbacks in practical energy-harvesting circuits. First, the energy harvesting cannot be activated when the input power is less than the sensitivity power. Second, the harvested energy increases with the input power non-linearly [7]. To account for these effects, this paper adopts the nonlinear energy-harvesting model in [7]. Thus, the harvested energy at the $k$-th ES is
\[ \zeta_{EH,k} = (\alpha p_k + \beta)/(p_k + \epsilon) - \beta/\epsilon, \]
where $p_k = \eta_k (1 - \gamma_k) \sum_{i=1}^K |g_i^H w_i|^2$ denotes the input power for energy harvesting, $(\alpha, \beta, \epsilon) > 0$ captures the sensitivity and saturation thresholds of the energy-harvesting circuits, and $\eta_k \in (0, 1]$ is the energy conversion efficiency. Here, $(\alpha, \beta, \epsilon)$ can be estimated by applying a best-fit match with experimental data [14], and $\eta_k$ is set as 1 for brevity.

D. Problem Formulation

Due to the channel estimation error and feedback delay, only the imperfect angular CSI $\{G_k\}$ can be obtained at the gateway [1]. To elaborate, the precise positions of ESs are unknown but the uncertainty region of the angular information can be obtained. Thus, $\{G_k\}$ belongs to the given uncertainty set, i.e., $\Delta = \{G_k | \theta_k \in [\theta_{k,L}, \theta_{k,U}], \varphi_k \in [\varphi_{k,L}, \varphi_{k,U}]\}$, where $\theta_1$ and $\theta_2$ denote the upper and lower bounds of azimuth angle, while $\varphi_U$ and $\varphi_r$ are the upper and lower bounds of elevation angle, respectively. Next, a worst-case achievable rate maximization problem is formulated, while meeting the information rate requirements of the ESs, the harvested energy requirements, the total transmit power constraints, and the RIS unit-modula constraints. Thus, the corresponding optimization problem can be formulated as
\[ \max_{w_k, \mathcal{E}_{k,a,n}, \gamma_k} \min_{\Delta} \sum_{k=1}^K R_{ID,k} \]
subject to $C1 : \min R_{ID,k} \geq \Gamma_k, \forall k$, $C2 : \min \zeta_{EH,k} \geq \zeta_{max}, \forall k$, $C3 : \sum_{k=1}^K \|w_k\|^2 \leq P_{max}, C4 : |\mathcal{E}_{k,a,n}| = 1, \forall k, a, n$, where $\Gamma_k$ is the minimum rate threshold, $\zeta_{max}$ denotes the harvested energy requirement, and $P_{max}$ is the power limit at HAP. The optimization problem (5) is non-convex; thus, we propose a low-complexity scalable beamforming scheme to obtain a semi-closed-form solution without relying on any optimization toolbox.

III. SCALABLE ROBUST BEAMFORMING DESIGN

A. LogSumExp-Dual Scheme for $w_k$

Firstly, we focus on optimizing the transmit precoder $w_k$ under the angular uncertainty $\Delta$. By defining $\zeta_{max} = \varepsilon \zeta_{max}/(\alpha - \zeta_{max} - \beta/\epsilon)$ and $\tau_k = \log_2 (\zeta_{max}/(1 - \gamma_k))$, the subproblem for $w_k$ can be expressed as

\[ \max_{w_k} \min_{\Delta} \sum_{k=1}^K R_{ID,k} \]
subject to $C1, C3 : \sum_{k=1}^K \|w_k\|^2 \leq P_{max}, C2 : \min \zeta_{EH,k} \geq \zeta_{max}, \forall k$.

Note that the power constraint $C3$ must hold with equality when the objective function of (6) achieves the maximum, thus we transform $C3$ into $\overline{C3}$ in this subproblem. Clearly, there still exists three major obstacles which prevent us from obtaining the semi-closed-form solution $w_k$ to (6), i.e., the continuous angular uncertainty $\Delta$, the non-convexity of the objective, and the non-smoothness of constraints $C1$ and $\overline{C2}$. In what follows, we overcome the foregoing obstacles step-by-step.

At first, we turn to the continuous angular uncertainty $\Delta$ with infinite possibilities. A discretization method is exploited to convert the imperfect CSI with $\Delta$ into a tractable form. To elaborate, since the available CSI belongs to a given continuous angular set, we select uniformly spaced angles as $\theta^{(p)} = \theta_L + (1 - 1) \Delta \theta, p = 1, \ldots, Q_1$, $\varphi^{(q)} = \varphi_L + (q - 1) \Delta \varphi, q = 1, \ldots, Q_2$, where $Q_1$ and $Q_2$ are the number of samples of $\theta$ and $\varphi$, respectively, $\Delta \theta = (\theta_L - \theta_U)/(Q_1 - 1)$, and $\Delta \varphi = (\varphi_U - \varphi_L)/(Q_2 - 1)$. Hence, the equivalent CSI $\hat{g}_k$ is converted into a robust one, i.e.,
\[ \hat{g}_k = \sum_{p=1}^{Q_1} \sum_{q=1}^{Q_2} \frac{1}{N_1 N_2} \tilde{g}_k^{(p, q)} \Omega_k^{(1, A)} \forall k. \]

The interested readers can refer to our previous works [1], [12], [15], [16], [18] for more details, which is omitted here for brevity. With the robust CSI, the $\min_{\Delta}$ operation in both the objective function and the constraints can be removed. Next, we handle the non-smoothness of constraints and the non-convex objective. The constraints $C1$ and $\overline{C2}$ can be equivalently recast as
\[ \hat{C}_1 : \min_{\forall k \in [K]} R_{ID,k} \geq \Gamma_k, \hat{C}_2 : \min_{\forall k \in [K]} R_{EH,k} \geq \Gamma_k. \]
Thus, the LogSumExp inequality in [26] can be adopted to approximate the non-smooth minimum function $C1$ and $\overline{C2}$ as a smooth one, which can be recast as
\[ \min_{\forall k \in [K]} R_{ID,k} \approx \rho \log \left( \frac{\sum_{k=1}^K \|w_k\|^2}{\|w_k\|^2} \right) \]
by using $\rho > 0$ denotes the smoothing parameter, $w = [w_1^T, w_2^T, \ldots, w_K^T]^T \in C^{KN_2 \times 1}$, $\sigma_k^2 = \sigma_k^2 + \delta_k^2/\gamma_k, C_k = \{1/P_{max}\} I_{KN_2}$. $A_k = \text{Blinkdiag} \{\tilde{g}_k^H, \ldots, \tilde{g}_k^H\}$, $\tilde{B}_k = \text{Blinkdiag} \{0_{N_2 \times N_2}, \ldots, 0_{N_2 \times N_2}\}$. $k$-th block.
Note that (10) and (11) are the functions of Rayleigh quotients since both of the numerator and denominator can be normalized by $|w| = \sqrt{T_{\text{max}}}$. For this reason, the power constraint $C_3$ can be ignored. Besides, $C_3$ can also be guaranteed by the derived semi-closed-form solution later. Hence, problem (6) can be reformulated as

$$
\max_{w} \sum_{k=1}^{K} R_{\text{ID},k} \quad \text{s.t.} \quad \hat{C}_1, \hat{C}_2. \tag{12}
$$

Similar to [13], the optimal solution to (12) can be obtained by solving its dual problem. Hence, by adding $\hat{C}_1$ and $\hat{C}_2$ into the objective function in (6) with the non-negative Lagrange multipliers $\lambda$ and $\mu$, we have the partial Lagrangian function of problem (6), i.e.,

$$
\mathcal{L}(w, \lambda, \mu) = \sum_{k=1}^{K} \log_2 \left( \frac{w^H \hat{A}_k w}{w^H \hat{B}_k w} \right) - \lambda \left( \frac{1}{\rho} \ln \left( \sum_{k=1}^{K} \exp \left[ \log_2 \left( \frac{w^H \hat{A}_k w}{w^H \hat{B}_k w} \right)^{-\frac{1}{\rho}} \right] \right) \right) - \mu \left( \frac{1}{\sqrt{1 - \gamma_k}} \ln \left( \sum_{k=1}^{K} \exp \left[ \log_2 \left( \frac{w^H \hat{A}_k w}{w^H \hat{C}_k w} \right)^{-\frac{1}{\gamma_k}} \right] \right) \right).
$$

The dual problem can be expressed as

$$
\min_{\lambda, \mu} \mathcal{L}(w, \lambda, \mu) \quad \text{s.t.} \quad \lambda, \mu \geq 0. \tag{14}
$$

Before handling the dual problem (14), we will derive a closed-form solution for $\mathcal{L}(w)$ with given $\lambda$ and $\mu$. By calculating the gradient of the Lagrangian function (13) w.r.t. $w$, we can obtain the first-order optimality condition of (12), which is shown in the following lemma.

**Lemma 1:** The first-order optimality condition of (17) is satisfied when the following holds:

$$
M^H(w)N(w) = \mathcal{L}(w), \tag{15}
$$

where $M(w)$ and $N(w)$ are shown in (16) at the top of this page, and $\mathcal{L}_{\text{num}}(w)$, $\mathcal{L}_{\text{den}}(w)$ are the numerator and the denominator of the scalar $\mathcal{L}(w)$.

**Proof:** By calculating the gradient of Lagrangian function (13) with respect to $w$ and setting it to zero, we get (15).

However, it is still challenging to obtain the closed-form solution to $w$. Thus, we have the following proposition.

**Proposition 1:** Denoting the fixed point maximizing the objective function of (12) as $\mathbf{w}^*$, then $\mathbf{w}^*$ must be the leading eigenvector of $M^H(w)N(w)$ satisfying

$$
M^H(w)N(w)\mathbf{w}^* = \lambda_{\text{max}} \mathbf{w}^*, \tag{17}
$$

where $\lambda_{\text{max}}$ is the maximum eigenvalue. In addition, $\mathbf{w}^*$ can be obtained by calculating the following closed-form solution in an iterative manner, i.e.,

$$
\mathbf{w}^{(i+1)} = \sqrt{T_{\text{max}}} \frac{M^{-1}(w)}{\|M^{-1}(w)\|} \frac{M^{-1}(w)N(w)w^{(i)}}{\|M^{-1}(w)N(w)w^{(i)}\|}, \tag{18}
$$

where $w^{(i+1)}$ denotes the solution obtained at the $i$th iteration. For the initial point $w^{(0)}$, we can adopt the maximum ratio transmission (MRT). Clearly, the power constraint $C_3$ is automatically guaranteed by (18).

**Proof:** Note that $\mathbf{w}$ satisfying (15) is a stationary solution of (12) whose gradient is zero since (15) is the first-order optimality condition. On the other hand, we can observe that the condition (15) is a non-linear eigenvalue problem, i.e., eigenvector-dependent non-linear eigenvalue problem (NEVP) [26], [27], where $\mathbf{w}$ is an eigenvector of $M^H(w)N(w)$ corresponding to the eigenvalue $\mathcal{L}(w)$. Furthermore, $\lambda_{\text{max}}$ is equivalent to $\mathcal{L}(w)$ in (13). Hence, the leading eigenvector of $M^H(w)N(w)$ can be obtained as the stationary solution of (12), which maximizes the objective function among multiple eigenvectors. Hence, the proof is completed.

However, **Proposition 1** is executed with fixed $\lambda$ and $\mu$. Hence, we optimize the optimal $\lambda$ and $\mu$ of the dual problem (14) by using the multi-dimensional bisection search method in [16], which is omitted here for brevity.

### B. Optimal Closed-Form Solution for $\gamma_k$

After optimizing $\mathbf{w}$, we turn to the design of PS ratio $\gamma_k$. Note that $\gamma_k$ is only dependent on the $k$-th ES’s individual utility $R_{\text{ID},k}$, and $R_{\text{ID},k}$ increases as $\gamma_k$ decreases. Thus, the constraint $C_3$ must hold with equality for all ESs at the optimal solution, which is given by

$$
\sum_{i=1}^{K} |\mathbf{g}_k^H \mathbf{w}_i|^2 = \hat{\gamma}_{\text{max}}^2. \tag{19}
$$

Thus, the optimal closed-form solution for $\gamma_k$ is obtained as

$$
\gamma_k = 1 - \frac{\sum_{i=1}^{K} |\mathbf{g}_k^H \mathbf{w}_i|^2}{\sum_{i=1}^{K} |\mathbf{g}_k^H \mathbf{w}_i|^2}. \tag{20}
$$

### C. Modified Cyclic Coordinate Descent Algorithm for $\Xi_{ka}$

In this subsection, we focus on optimizing the multi-layer RIS’s coefficients $\Xi_{ka}$, which only determine the $k$-th ES’s individual achievable rate $R_{\text{ID},k}$. Thus, the designs of RIS’s coefficients at each ES are parallel, and formulated as

$$
\max_{\Xi_{ka}} \min_{\Delta} \sum_{i \neq k} |\mathbf{g}_k^H \mathbf{w}_i|^2 + \sigma_k^2 \geq \frac{\hat{\gamma}_{\text{max}}^2}{(1 - \gamma_k)}, \tag{21}
$$

s.t. $C_2: \min_{\Delta} \sum_{i=1}^{K} |\mathbf{g}_k^H \mathbf{w}_i|^2 \geq \frac{\hat{\gamma}_{\text{max}}^2}{(1 - \gamma_k)}, C_4.$
Clearly, the above problem is challenging to be solved due to \(\Delta\) and the non-convexity of both the objective function and constraints. Similar to Section III-A, the discretization method is adopted. By selecting uniformly spaced angles as in (7), we can obtain the robust CSI, which is given by

\[
\tilde{H}_{(k,i),a} = \sum_{p=1}^{N_{\text{HR}}} \sum_{q=1}^{N_{\text{HR}}/2+1} \frac{1}{N_{\text{HR}}} \tilde{H}_{(p,q),H}^{(p,q),H} \Omega_{k,(a+1),B_{k,a}} \Omega_{k,(a-1),B_{k,a}} \{ \Omega_{k,(1,a-1),G_{k}}^{(p,q)} w_i \}. \tag{22}
\]

Next, after some mathematical manipulations, we can re-formulate the subproblem w.r.t. \(\xi_{k,a} = \text{diag}(\xi_{k,a})\) as

\[
\max_{\xi_{k,a}} \frac{\xi_{k,a}^H \tilde{H}_{(k,k),a} \xi_{k,a}}{\xi_{k,a}^H \tilde{H}_{k,a} \xi_{k,a} + \sigma_k^2} \quad \text{s.t.} \quad \xi_{k,a}^H \Omega_{k,a} \xi_{k,a} \geq \gamma_k, \quad \xi_{k,a} \in \Omega_{k,a} \quad \forall a, n,
\]

where \(\gamma_k = \gamma_{\text{max}}/(1 - \gamma_k), R_{k,a} = \sum_{\forall \neq k \neq (k,i),a} \tilde{H}_{(k,i),a}, \) and \(Q_{k,a} = \sum_{\forall \neq k \neq (k,i),a} \tilde{H}_{(k,i),a}.\) Then, to facilitate the derivation of the closed-form solution to (23), we add \(\Omega_{k,a}\) into the objective function of (23) with the non-negative Lagrange multiplier \(\tau\) and utilize the Dinkelbach’s method to transform (23) to an equivalent form [27], which is expressed as

\[
\max_{\xi_{k,a}} \{ \xi_{k,a}^H T_{k,a} \xi_{k,a} \} \quad \text{s.t.} \quad \xi_{k,a}^H \Omega_{k,a} \xi_{k,a} \geq \gamma_k, \quad \xi_{k,a} \in \Omega_{k,a} \quad \forall a, n.
\]

Next, we handle the optimization problem w.r.t. each component \(\xi_{k,a,i}\) of \(\xi_{k,a}\). By ignoring the constant terms in (25), the subproblem w.r.t. \(\xi_{k,a,i}\) is given by

\[
\max_{\xi_{k,a,i}} \{ \xi_{k,a,i}^H \Omega_{k,a,i} \xi_{k,a,i} \} = \log \left( \sum_{\forall \neq k \neq (k,i),a} \tilde{R}_{k,a,i} \xi_{k,a,i}^{(i+1)} + \gamma_k \xi_{k,a,i} \right),
\]

where \(\tau = \text{diag}(\xi_{k,a})\) and \(\tilde{R}_{k,a,i} = \text{diag}(\xi_{k,a})\).

By defining \(\xi_{k,a} = \{ \xi_{k,a,i} \}_i \) and \(\tilde{R}_{k,a,i} = \text{diag}(\xi_{k,a})\), we can optimize the Lagrange multiplier \(\tau\) by using the bisection search method, which is omitted here for brevity.

\[
D. \text{ MMSE Decoder for } v_k
\]

In this subsection, we investigate the optimization of the digital decoder \(v_k\) at the \(k\)-th ES. According to [30], the linear minimum-mean-square-error (MMSE) detector can be adopted for \(v_k\) as the optimal digital decoder, which can balance between interference and noise at the receiver, i.e.,

\[
v_k = \left( \sum_{i \neq k} v_{k,(i)}^H \right) \tilde{H}_{(k,k),a} \xi_{k,a} \quad \text{s.t.} \quad \xi_{k,a}^H \Omega_{k,a} \xi_{k,a} \geq \gamma_k, \quad \xi_{k,a} \in \Omega_{k,a}.
\]

After finding \(\xi_{k,a}\) and \(\tilde{R}_{k,a,i}\), we can optimize the Lagrange multiplier \(\tau\) by using the bisection search method, which is omitted here for brevity.

\[
\text{IV. SIMULATION RESULTS}
\]

In this section, we provide numerical results to evaluate the performance of our proposed architecture and algorithms. We consider a scenario where the HAP with \(N_{\text{HR}} = 8 \times 8\) antennas serves \(K = 3\) ESs with \(A = 2\) layers and \(N_{\text{DR},k} = 2 \times 2\) Rx antennas. The noise power at ES and energy harvesting circuits are set as \(\sigma_n^2 = \alpha d^2 = -80\) dBm [14], the carrier frequency is 18 GHz [1], and the maximum power at HAP is \(P_{\text{max}} = 30\) dBm. In addition, the minimum rate threshold \(\Gamma_k\)
and the harvested energy requirement $\varsigma_{\text{max}}$ are set as $\Gamma_k = 1$ bps/Hz and $\varsigma_{\text{max}} = -20$ dBm [14], respectively. The nonlinear energy harvesting model parameters are set to $\alpha = 2.463$, $\beta = 1.635$, and $\varepsilon = 0.826$ [7]. The smoothing parameter is $\rho = 0.1$. Moreover, the CSI uncertainty bound is defined as $\Delta = \theta_t - \theta_L$, and the HAP’s altitude is $D$. Here, we compare the following architectures and algorithms:

- **Prop. arch.**: the proposed multi-layer refracting RIS-assisted receiver architecture with $A$ layers having $N_{E,Rx} = N_E$ on each layer is adopted for SWIPT, and the proposed scalable robust beamforming optimization framework is utilized to solve problem (5).

- **Digital arch.**: the fully-digital receiver architecture in [16] with $N = AN_E$ Rx antennas is adopted, and MMSE decoder in [30] is used.

- **Sing.-act. arch.**: the single-layer active RIS-aided receiver architecture $N = AN_E$ RIS units is adopted, and the proposed algorithm is applied to obtain $\Xi_k$. To further highlight the superiorities of our proposed architecture, we consider a favorable setting for the single-layer active one, where the maximum amplification factor is set as a constant, while ignoring active RIS’s power constraints.

- **Sing.-pass. arch.**: the single-layer passive RIS-aided receiver architecture $N = AN_E$ RIS units is adopted, and the proposed algorithm is applied to obtain $\Xi_k$.

- **SCA-MM scheme**: under the proposed architecture, SCA in [31] and MM in [13] are utilized to handle problem (5).

Fig. 2 presents the transmit (Tx) and receive (Rx) beampattern with different architectures, where $N_E = 6 \times 6$, $\Delta = 2^\circ$, and $D = 20$ km. Here, we focus on investigating the Tx and Rx beampattern of ES 1. As expected, even under the angular uncertainty $\Delta$, the HAP’s transmitter can still accurately generate the mainlobe towards the desired ES with SNR value of 0 dB, and simultaneously align the nulls with at least -50 dB with the undesired targets. This demonstrates the validity of the transmit precoder generated by our proposed LogSumExp dual scheme. In addition, the received ES’s SNR achieved by proposed architecture is about 0 dB, while those of the single-layer active and the passive architectures are about -4.2 dB and -10 dB, respectively. This suggests that proposed multi-layer RIS-assisted architecture can amplify the amplitude of the desired signals much more than both the single-layer active and passive ones. Furthermore, as compared with the single-layer passive RIS-receiver whose beampattern is not smooth, those of the proposed and the single-layer active architectures are both smooth, which suggests that the amplitude of the signal penetrating the multi-layer architecture can be partially controlled, thereby leading to additional DoFs.

Fig. 3 illustrates the sum achievable rate versus the number of RIS units at each layer $\sqrt{N_E}$. As we can see, the sum achievable rate increases with increasing $N_E$, especially, when the number of RIS units at each layer increases from $4 \times 4$ to $8 \times 8$. Furthermore, it can also be observed that, as $N_E$ grows, the sum achievable rate of all the benchmark architectures and SCA-MM scheme converges gradually, and the difference in sum achievable rate between the proposed architecture and the benchmarks becomes larger. These results confirm both the superiority and the scalability of our proposed optimization framework as the number of RIS units increases. On the other hand, due to the severe large-scale fading in the HAP-ES link, the digital receiver architecture cannot realize SWIPT when $N_E < 6 \times 6$, while we see the converse for RIS-aided HAP communications. In practice, it is challenging to deploy $N_{\text{Tot}} > 32$ digital antennas at the ES, whereas RIS can facilitate the deployment of large-scale arrays, which indicates that HAP-SWIPT can be realized using RIS.

V. CONCLUSIONS

This paper investigated HAP-SWIPT networks with the proposed multi-layer refracting RIS-assisted receiver to overcome the severe large-scale fading and the energy scarcity challenges. Utilizing this architecture and taking the angular CSI imperfection into account, a worst-case sum rate maximization problem was formulated to convey the information

![Fig. 2: Beampattern with different architectures.](image)

![Fig. 3: Sum achievable rate versus $\sqrt{N_E}$](image)
and energy concurrently. To handle the intractable non-convex problem, a scalable robust optimization framework was developed by leveraging the discretization method, LogSumExp dual scheme, and the M-CCD, which admits semi-closed-form solutions of all optimization variables. Our simulation results showed that the multi-layer RIS-receiver can well overcome the severe “double fading” effect induced by the extreme long-distance HAP links and fully exploit RIS’s DoFs for the HAP-SWIPT design.
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