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ABSTRACT
Using learning analytics to investigate and support collaborative
learning has been explored for many years. Recently, automated
approaches with various artificial intelligence approaches have
provided promising results for modelling and predicting student
engagement and performance in collaborative learning tasks. How-
ever, due to the lack of transparency and interpretability caused by
the use of “black box” approaches in learning analytics design and
implementation, guidance for teaching and learning practice may
become a challenge. On the one hand, the black box created by ma-
chine learning algorithms andmodels prevents users from obtaining
educationally meaningful learning and teaching suggestions. On
the other hand, focusing on group and cohort level analysis only can
make it difficult to provide specific support for individual students
working in collaborative groups. This paper proposes a transparent
approach to automatically detect student’s individual engagement
in the process of collaboration. The results show that the proposed
approach can reflect student’s individual engagement and can be
used as an indicator to distinguish students with different collabo-
rative learning challenges (cognitive, behavioural and emotional)
and learning outcomes. The potential of the proposed collaboration
analytics approach for scaffolding collaborative learning practice in
face-to-face contexts is discussed and future research suggestions
are provided.
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1 INTRODUCTION
Collaboration has been considered an important skill both in learn-
ing and working [24]. However, only asking students to work to-
gether cannot guarantee the success of collaborative learning. It
requires students to have mutual interactions and achieve consen-
sus on what they have discussed. Yet, understanding such a complex
process of collaborative learning is a challenge for both teachers
and students [20].

Recently, learning analytics and AI approaches have been fre-
quently used in the context of collaborative learning. It has been
argued to have the potential to contribute to investigating different
modes of collaboration [35], modelling learner behaviours [28], pre-
dicting collaboration performance [17], providing adaptive support
for collaborative groups [23], and theory building [27]. However,
previous studies focused more on sensing and capturing data, au-
tomation of metrics generation, and elucidations of the analysis
result [8]. How to design learning analytics to provide learning sug-
gestions and feedback in collaborative learning, especially physical
collaborative learning contexts, is still under exploration.

The transparency of the learning analytics systems might be a
significant challenge when implementing them in natural teach-
ing and learning scenarios [12]. To be more specific, although the
non-transparent approaches, such as neural networks, can pro-
vide models with high accuracy [22], their value can be limited in
education contexts. The interpretation of which factors influence
the outputs of models and their metrics has been illustrated to
be an important purpose of learning analytics [9]. Moreover, it is
also difficult for users to understand the metrics used in such non-
transparent approaches and inducted learning suggestions from
their relationship with learning outcomes. For instance, previous re-
search showed that the distance between students’ hands might be a
reliable predictor of group performance in hands-on, practice-based
collaborative learning activities [40]. However, teachers cannot sim-
ply ask students to put their hands closer to each other to provide
support for their collaboration. Therefore, the value of such a model
for a practitioner is limited. There is a need to take both the trans-
parency and the educational value of what is made transparent into
consideration when designing learning analytics systems.

Therefore, this study proposes a transparent approach to au-
tomatically detecting students’ individual engagement from their
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group interactions, aiming at providing educationally meaning-
ful insights for teachers and learners to support individuals in a
real-world face-to-face collaborative learning context.

2 BACKGROUND
2.1 Analytics of Collaborative Learning
As a research area which focuses on measuring, collecting,
analysing and reporting the data about learning and learning en-
vironment [39], learning analytics has been frequently applied to
collaborative learning in the past decade. It has been argued to
have various benefits in providing more comprehensive informa-
tion to gain a better understanding as well as fostering collaborative
learning [8].

First, learning analytics has been used to automate the detection
of students’ behaviours. Some studies tried to detect behaviours
which related to the learning contexts. For example, Martinez-
Maldonado, et al., [30] presented an approach to detecting stu-
dents’ learning phases (e.g. instruction, simulation, and reflection)
by analysing their mobility data in a collaborative healthcare sim-
ulation classroom. Whereas, some other studies focused on the
detection of more general behaviours. For instance, previous stud-
ies explored how learning analytics can be used to detect gaze
behaviours [48] and speaking behaviours [26]. Yet, the value to
the end users of these studies might be limited because of the
gap between the detected behaviours and effective feedback or
learning suggestions for learners and teachers. There are various
ongoing research studies to make such analytics more meaningful
for end users [14]. Second, learning analytics was considered to
have the potential to predict students’ performance in collabora-
tive learning. For example, Spikol and colleagues [41] proposed a
supervised machine-learning method to predict students’ collabora-
tive problem-solving competencies in physical computing activities.
They collected and analysed video data, audio data, and log data,
and achieved the accuracy with a mean squared error of 0.13. How-
ever, the generalizability [7] and pedagogical value [31] of these
predictions are also considered limited. Third, existing research
illustrated the possibility of applying learning analytics to provide
learning support and feedback for learners [41] and teachers [33]
in collaborative learning. Specifically, Zhou et al., [52] explored
the potential of a learning analytics tool, ZoomSense, which can
visualise students’ speaking time and turn-talking behaviours, to
support students in online synchronous collaborative learning. It
is reported that the learning analytics tool can help students to be
aware of each other’s contributions to the group discussion and
make changes accordingly to foster collaboration. Nevertheless,
it was found that the lack of content analysis of the discussions
makes students easily game the system. Similarly, Pozdniakov and
colleagues explored how this tool can benefit teachers with the
help of a data storytelling approach. It is found that although it can
help teachers with their sensemaking process of students’ learning
process, teachers were concerned about the lack of transparency
in terms of the visual interface and the algorithms behind it. The
authors argued that this concern reflected a wider debate on how to
provide insights into the design decisions of the analytics intended
to represent the end users [32].

Although much research has claimed the benefits of applying
learning analytics in collaborative learning, the implementation
of learning analytics systems in real-world collaborative learning
settings is still facing significant challenges. For instance, given
the fact that most existing learning analytics designs adopted com-
plex data collection settings which lead to both high financial and
high technical burdens [46]. Also, since the nontransparent mod-
elling approaches were commonly used in this area, it is argued to
be difficult to provide educational meaningful insights about the
collaborative learning process considering the low-explainability
and relevance of such approaches to educational stakeholders [12].
Moreover, because of the large amount and various modalities of
data collected and analysed, ethical and privacy concerns need to
be taken into account in the implementation of learning analyt-
ics designs [1]. Thus, most of the existing studies were conducted
in a laboratory setting or in well-structured online collaborative
learning contexts [8]. More research is needed to gain a deeper un-
derstanding of the use of learning analytics in real-world physical
collaborative learning contexts.

2.2 Transparency of Learning Analytics Systems
The transparency of learning analytics systems has been considered
to be a challenge for its adoption in practice [2, 12]. Some studies
applied “black-box” approaches, which only presented the input
and output of the systems, but did not provide an explanation about
how the decision/judgement about learning outcomes was made.
Compared with other fields in which the accurate prediction perfor-
mance might be sufficient (e.g. finance, safety); learning analytics
design not only requires an accurate prediction but also aims at
understanding how related factors may affect a learning outcome
measurement [9]. Since the non-transparent design of the learning
analytics system cannot provide such explanations, it is hard for
teachers or students to use the provided information to improve
their teaching and learning.

Transparency of an LA system can be damaged at multiple lev-
els in the pipeline from conceptualization of LA to its final scaled
adoption in practice [6, 43]. Here we are only focusing on 1) the
transparency of the models and 2) the level of analysis for an indi-
vidual learner. On the one hand, the “black box” was created by the
application of some recent machine learning models. Even though
these models are frequently used due to their high accuracy in gen-
erating insights from complexmultimodal data [22], they can hardly
enable users to interrogate the analytics suggestions and provide
learning support accordingly. To address this problem, Cukurova
and colleagues [12] presented a transparent approach, using a de-
cision tree, to model collaborative problem-solving competence
through video data. Compared with previous studies which directly
predicted learning outcomes from the computer-derived features,
this study introduced different types of learners’ behaviours be-
tween features and outcomes measurements. Furthermore, a similar
framework, “from clicks to constructs” was raised by Wise et al.,
[44] and further developed by Martinez-Maldonado et al., [29] in
collaboration analytics. The framework divides the data analysis
in collaborative learning into three parts, namely computationally
detectable features, human observable behaviours, and constructs
which are not directly observable. By separating these layers in
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analytics, the modelling will no longer rely on the machine learning
algorithm only, but also can take educational theory [45], expert
knowledge [4], and human-centred approaches [5] into account.

On the other hand, the trend of targeting only group-level perfor-
mance predictions in collaboration analytics might lead to another
opaqueness for the practice. It is argued that conducting multilevel
analysis, both individual-level and group-level, is helpful in the
adoption of a learning analytics system in collaborative learning
[19]. Many studies only used group-level measurements, such as the
quality of the collaboration productions [50], and human-observed
collaboration quality [41], as their target constructs in the analysis.
Given the fact that group-level analysis only provides information
about the learning performance as a collaborative group, it is a
challenge to provide individual learning suggestions for students
in practice. Correspondingly, Zhou and Cukurova [49] further ex-
panded on the “from clicks to constructs” framework to propose a
multilevel collaboration analytics framework called “Zoom Lens”.
“Zoom Lens” extended the human-observable behaviours of the pre-
vious framework into three different types of behaviours, namely
social signals, group interactions and individual engagement. The
group interactions were detected from each individual’s social sig-
nals while the individual engagement was estimated based on its
social signal and the group interaction which was happening.

In this study, we applied the “Zoom Lens” framework proposed
and suggested a rule-based approach to detect individual engage-
ment from group interactions automatically. Our ultimate goal is
to operationalise the theoretical framework and provide compre-
hensive information about individual engagement in collaborative
learning to learners and teachers. The overarching research aim of
this paper is to explore the effectiveness of the automatic and trans-
parent approach to detecting students’ individual engagement from
group interactions. This aim was shaped into three main research
questions:

• RQ1) How does students’ automatically detected engage-
ment align with their self-reported engagement in collabo-
rative learning?

• RQ2) Do students with higher engagement experience fewer
challenges compared to students with lower engagement
during the process of collaborative learning?

• RQ3) Do students with higher engagement achieve better
learning outcomes compared to students with lower engage-
ment during the process of collaborative learning?

3 METHODOLOGY
3.1 Educational Context
The study was conducted in a 10-week postgraduate module in a
UK university. In this module, students were allocated into groups
of 4 or 5 members with mixed-gender, mixed-cultural backgrounds,
varied first languages, varied working experiences, and interdis-
ciplinary backgrounds. During the 10 weeks, they were asked to
work collaboratively on an educational technology design case to
address the educational challenge they came up with in the first
week.

For each week, students were asked to 1) read the literature re-
lated to the weekly topic; 2) watch the pre-recorded lectures; 3) join

Figure 1: Data collection setting

in the online asynchrony discussion on Moodle forum; 4) partici-
pate in a two-hour face-to-face session; and 5) write a reflection
about their learning experience on Google Docs. The face-to-face
sessions consisted of a one-hour tutorial session and a one-hour
collaborative learning session. During the collaborative learning
sessions, students were asked to make full use of the learning mate-
rials and collaborate with each other to finish the tasks which were
pre-set on the Miro platform. They could ask for help from tutors
if they met any challenges in this process. This study focused on
data collected from these sessions.

The final assessment of this module consists of two parts. The
first part is an individual reflection from weekly activity five, and
the second part is a 3000-word essay focused on critical reflection
on an existing educational technology tool. The first part occupied
40% of the final score while the second part occupied 60% of the
final score. The students were marked for 20 items with grades
from A to D, represented by numbers from 4 to 1 in this study. An
average score (min = 0.49, max = 2.71) was calculated from these
20 items to be used as their final assessment scores in this study.

3.2 Data Collection
During the face-to-face collaborative learning sessions, students
were asked to sit around the wide end of a T-shaped table (figure
1). Each student used their own laptop/tablet to access the online
collaboration platform, Miro. A conference microphone was placed
in front of them on the table to collect the audio data from their oral
discussion. At the far end of the T-shaped table, an Intel RealSense
was set to capture the video data.

The audio data was collected as .mp3 files with timestamps of
the start time. The video data was captured as .bag files and then
transferred to .mp4 files and Excel sheets with the timestamps of
each video frame. The timestamps were used to synchronize the
audio and video data. In this study, data from twenty collaborative
sessions, lasting from about 33 minutes to 67 minutes, have been
analysed.

In addition to the video and audio data, this study also collected
self-reported data from students. After each session, students had
to fill in a questionnaire asking about their experiences with shared-
understanding building, collaboration engagement, and challenges
they might meet during the collaborative learning activities. From
the twenty analysed sessions, 76 valid responses were collected.
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Figure 2: An overview of the data processing

3.3 Data Processing
Figure 2 shows an overview of the data processing. First, individ-
ual behaviours were detected from the raw data. Then, the group
interactions were detected by analysing the individual behaviours
of all group members. After that, the individual engagement was
estimated based on each individual’s behaviours and the group
interactions. At last, the estimated individual engagement was con-
nected with students’ collaborative learning experiences.

3.3.1 Detecting Individual Behaviours. The first step is detecting
the individual behaviours from the raw data. In this study, gaze
behaviours and speech behaviours were detected from the video
data and audio data separately.

Four types of gaze behaviours were identified in this study,
namely gazing at peers, gazing at laptops/tablets, gazing at tutors
and gazing at other objects. The pattern of these gaze behaviours
has been illustrated to have the potential to distinguish the stu-
dents who exhibited different learning processes in collaborative
learning.[50] Also, these gaze behaviours can be automatically de-
tected by computer vision algorithms with acceptable accuracy[48].
In order to work with a more accurate ground truth to answer the
research questions posed, in this study, the gaze behaviours were
annotated manually by two researchers. They achieved 0.98 Co-
hen’s Kappa in a 1000-frame sample. The annotation was conducted
in a second-based window.

In terms of the speaking behaviours, Speaker Diarization was
conducted to identify the speakers from the audio data. To be more
specific, the audio data was automatically analysed by Amazon
Transcribe which is an automatic speech recognition service from
Amazon Web Service (AWS). The output of the automatic tool is
.json files, which provide information about the content of speaking,
speaker ID, and timestamp of the start and end time of a specific
speech episode. Then these .json files were converted into .csv files
which showed the speaker of each second during the collaborative
learning activities. Given the fact that there was a lack of pre-
recorded voice samples from each student, the voice-in audio data
was at this stage manually mapped to the individual students.

3.3.2 Detecting Group Interactions. Then, the group interactions
were detected based on all group members’ speech behaviours and
gaze behaviours. Seven types of group interactions have been identi-
fied from students’ gaze behaviours and speaking behaviours using
a rule-based method presented in previous research [51] which
illustrated how these types of group activities can be used to distin-
guish the collaborative learning process based on different learning

outcomes. When we identified the group interactions, we used a
slide-window approach to transfer students’ gaze behaviours at a
given moment into a continuous behaviour of “paying attention to”.
This approach can help mitigate the effects of a single disturbance
in a sequence of behaviours. In this study, a five-second window
was used in this step.

Interacting with peers through communication (IPC). Previ-
ous research illustrated that verbal communication between group
members can contribute to the building of shared understanding
and socially shared regulation of collaborative learning [31]. In this
study, IPC presented this type of interaction. It is used to describe
a situation in which one or more than one student spoke and other
students were active listening.

Referring and following (RF). Besides the oral communication
between group members, the discussion about specific learning
materials is also important in the process of collaborative learning.
Gaze following behaviour based on peers’ speech has been illus-
trated to be an important behaviour closely related to the shaping of
shared attention in collaboration [15]. RF was identified to describe
this type of interaction. More specifically, RF was used when one
student was speaking and other members were looking at the same
objects as the speaker.

Peer observation (PO). PO refers to the situation of students
trying to understand what actions were taken by others by looking
at them. It can reflect students’ regulation dimension of monitor-
ing[31] and is related to the success of collaborative learning [12].

Resource Management (RM). RM presents the situations in
which students pay attention to the same learning materials or
learning tasks on their laptops/tablets. It is demonstrated that the
synchrony of interactions with learning materials or learning plat-
forms was highly related to the effectiveness of collaborative learn-
ing [13, 37].

Interacting with a tutor through communication (ITC). Stu-
dents’ interactions with tutors are also important in collaborative
learning. Tutors can provide support with domain knowledge as
well as monitoring the collaborative learning process [25]. ITC
presents the situation when there was a discussion happened be-
tween students and tutor(s).

Tutor observation (TO). TO is another type of interaction that
happens between students and tutors. It is defined to describe the
situation in which students were actively listening to a tutor who
might be explaining specific content, answering questions, and
clarifying learning activities. TO differed from ITC since the tutors’
role in this interaction was more likely to be a “lecturer”/”presenter”
in a more traditional pedagogical approach [25].
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Figure 3: The rules applied for inferring group interaction statuses from the gaze and speaking behaviours

Table 1: The rules for determining the individual engagement

Speech Behaviour
Speaking Not Speaking

Gaze behaviours Gaze behaviours
Student Laptop Tutor Other Student Laptop Tutor Other

IPC Active Active N/A Active Semi-active Passive Passive Passive
RF N/A Active N/A N/A Passive Semi-active Passive Passive
PO N/A N/A N/A N/A Semi-Active Passive Passive Passive
RM N/A N/A N/A N/A Passive Semi-active Passive Passive
ITC Active Active Active Active Semi-active (Speaker) Passive Semi-active Passive
TO N/A N/A N/A N/A Passive Passive Semi-Active Passive
NC Passive Passive Passive Passive Passive Passive Passive Passive

No collaboration (NC). NC is used when no group interactions
mentioned above were detected.

Figure 3 shows how these group interactions can be detected
from each individual’s gaze behaviours and speaking behaviours.
where S, T and L denotes student(S), tutor(s) and laptop(s), respec-
tively.

3.3.3 Estimating Individual Engagement. The third step is to esti-
mate students’ individual engagements based on their behaviours
and the corresponding group interactions.

Three codes were used to present individual students’ engage-
ment in each type of group interaction introduced above, namely
active, semi-active, and passive. The active code was used when
a student expressed their thoughts to others or was observed by
other students. The semi-active code was used when a student was
actively listening to others (e.g. peers, or tutors), observing others,
or paying attention to the material focused by the group. The pas-
sive code was used whenever a student was not engaged in the
group interactions or the group members were not in collaboration
with each other.

These three codes were generated automatically based on each
individual student’s speech behaviours and gaze behaviours, and
the corresponding interactions they were having in the group. A
rule-based method was used to determine the individual engage-
ment of students in each second. The rules are presented in detail
as table. 1. Code N/A is used if the situation is nonexistent.

For example, the first row of the figure.4 shows that this group
was having a referral and follow interaction, in which one student
was presenting the material on the laptop and others gazed at the
same material by following the speech. Therefore, S2, the student
who was speaking and gazing at the laptop was coded as “active”,
and others who were gazing at the laptop at the same time but not
speaking were coded as “semi-active”. Similarly, the second row of
figure 4 explained how students were coded when they were having
IPC interaction. S2 is the person who was speaking, so S2 is coded
“active”. S3 and S4 were gazing at students who were speaking, so
they were coded as “semi-active” since they were assumed to be
actively listening to S2. S1 is coded as “passive” because S1 was not
participating in the group interaction.
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Figure 4: An example of pre-processed data

At last, the frequencies of each code exhibited by each student
in each session were generated.

3.3.4 Clustering Students’ Individual Engagement Tactics. Before
relating students’ engagement with their self-reported data, cluster-
ing was conducted to divide them into different types according to
the engagement tactics used in the collaborative learning sessions.
The reasons for clustering might be various. On the one hand, gath-
ering information from all three codes exhibited by one student
might provide more information about how this student engaged
in collaborative learning across the whole session. On the other
hand, simply taking these codes as different digits (such as 2, 1,
and 0) and calculating the cumulative measurement cannot provide
meaningful enough information for both teaching and learning
since it is difficult to determine the quantitative relationship be-
tween the contribution made by sharing their understanding and
the contribution made by active listening.

Therefore, K-means clustering is used in this step. The normal-
ized frequencies of all three codes from each individual student
were used as the inputs. BregmanDivergences was chosen as mea-
sure types and the number of maximum runs was 10. Comparing
the Avg. within the centroid distance of different numbers of clus-
ters and considering the explainability of the clusters, two clusters
(average within centroid distance = -0.026) were selected. Also, the
elbow plot of the within-cluster sum of squares against the number
of clusters indicates the appropriateness of k=2 with the most signif-
icant drop. There are 48 students in the first cluster and 28 students
in the second cluster. Figure 5 shows the average frequencies of
each code from these two clusters. The first cluster(blue) exhibited
0.316 average frequency of active code, 0.425 average frequency
of semi-active code, and 0.259 average frequency of passive code.
The second cluster(red) exhibited 0.091 average frequency of active
code, 0.600 average frequency of semi-active code, and 0.309 aver-
age frequency of passive code. Compared with the second cluster,
the first cluster exhibited more frequency of active code and less
frequency of semi-active as well as passive codes.

The distinction between these two clusters is motivated by the
work of Shaer, et al., [38] and Schneider, et al., [36] in which stu-
dents were categorized into “drivers” and “passengers” based on
their engagement in collaborative learning activities. The “drivers”
were described as the students who were physically active and con-
trolled the process of collaboration, while the “passengers” were
described as the students who were physically inactive and merely
proposed verbal suggestions. Since the difference between the con-
texts, this study mainly took students’ oral expressions as their
active engagement. Therefore, the first cluster was considered to
be the “drivers” while the second cluster was considered to be the
“passengers” of collaborative learning discourse. It is worth noting
that, with improvements in sample size as well as the inclusion

of more features, the number of clusters should be reconsidered
accordingly in future explorations.

3.3.5 Comparison between different engagement types using t-tests.
In order to answer the research questions, t-tests are used across
the two clusters of students who take the roles of “drivers” or
“passengers” during collaborative learning activities.

For the first research question, the comparison of students’ self-
reported engagement between two types was conducted to inves-
tigate whether the automatically detected individual engagement
aligns with students’ self-reports. The data used is not only stu-
dents’ report about their own engagement but also their report
about how other group members engaged in the collaboration.

The hypotheses are:
• “Drivers” report higher engagement of their own than “pas-
sengers” in collaborative learning.

• “Drivers” report higher engagement of their peers than “pas-
sengers” in collaborative learning.

In terms of the second research question, students’ self-reports
about the challenges they met in the process of collaborative learn-
ing were compared across the two clusters. The report asked stu-
dents to report how they felt being challenged in the aspects of
behaviour, cognition, and social emotion.

The hypotheses are:
• “Drivers” faced fewer problems in behavioural/ cognitive/
socio-emotional aspects than “passengers” in collaborative
learning.

In order to answer the last research question, this study also
conducted a t-test between “drivers” and “passengers” in terms of
the scores they achieved in the final assessment.

The hypothesis is:
• “Drivers” achieve higher grades than “passengers” in the
final assessment.

All the self-reported data mentioned above was collected from a
five-point Likert scale and the final grades were received based on
students’ assessment of the 10-week module.

4 RESULT
4.1 Comparison test on students’ self-reported

engagement in collaborative learning
Table 2 shows the result of the t-test of students’ self-reported
engagement between “drivers” and “passengers”.

Both t-tests on self-reported engagement and self-reported peer
engagement show significant results with p<0.05. For instance,
“drivers” (n = 28, Mean = 3.86, SD = .356) had significantly higher
self-reported engagement scores than “passengers” (n = 48, Mean
= 3.60, SD = .707), p = .021, Cohen’s d = .420. It illustrates that
“drivers” are more likely to report that they were engaged in the

397



Harnessing Transparent Learning Analytics for Individualized Support through Auto-detection of Engagement in Face-to-Face
Collaborative Learning LAK ’24, March 18–22, 2024, Kyoto, Japan

Figure 5: The average frequencies of each code from “drivers” and “passengers”

Table 2: the results of t-tests on students’ self-reported engagement

Drivers Passengers P value Cohen’s d
N Mean SD N Mean SD

Self-reported Individual Engagement 28 3.86 .356 48 3.60 .707 .021 .420
Self-reported Peer Engagement 28 4.04 .429 48 3.79 .713 .033 .391

Table 3: the result of the t-test on students’ self-reported challenges in collaborative learning

Drivers Passengers P value Cohen’s d
N Mean SD N Mean SD

Behavioural Aspect 28 1.18 .476 48 2.17 1.506 < .001 .800
Cognitive Aspect 28 1.61 .685 48 2.33 1.434 .002 .597

Social Emotional Aspect 28 1.54 .693 48 2.38 1.362 < .001 .721

collaboration actively than “passengers”. It shows the alignments
between the automatically detected individual engagement and
self-reported individual engagement.

Moreover, the result also shows that “drivers” (n = 28, Mean =

4.04, SD = .429) had significantly higher self-reported peer engage-
ment scores than “passengers” (n = 48, Mean = 3.79, SD = .713),
p = .033, Cohen’s d =.391. It shows that “drivers” are more likely
to report that other members of the group were engaged in the
collaboration actively than “passengers”.

4.2 Comparison test on students’ self-reported
challenges in collaborative learning

Table 3 illustrates the result of the t-test between students’ self-
reported challenges in collaborative learning for “drivers” and “pas-
sengers”.

All t-tests on students’ self-reported challenge aspects show sig-
nificant differences between students with two engagement types.
For instance, “drivers” (Mean = 1.18, SD = .476) reported signifi-
cantly higher scores in behavioural challenges than “passengers”
(Mean = 2.17, SD = 1.506), p < .001, Cohen’s d = .800. It means that
“drivers” were less likely to report a behavioural problem during
collaboration than “passengers”.

Similarly, “drivers” report higher scores on cognitive challenges
(Mean(e) = 1.61, SD(e) = .685, Mean(r) = 2.33, SD(r) = 1.434, p = 0.02,
Cohen’s d = .597) as well as socio-emotional challenges (Mean(e) =
1.54, SD(e) = .693, Mean(r) = 2.38, SD(r) = 1.362, p < .001, Cohen’s d
= .721) than “passengers”. It means “passengers” were more likely
to report cognitive challenges and social-emotional challenges in
the process of collaborative learning activities.

All the results illustrate that students with different engagement
types exhibited statistically significant differences in dealing with
problems from these aspects. It shows the potential of using these
engagement types to distinguish students with different learning
processes and performance in collaborative learning.

4.3 Comparison test on students’ learning
performance

Table 4 shows the result of the t-test in students’ final scores be-
tween “drivers” and “passengers”. It illustrates that “drivers” (n =

25, Mean = 2.04, SD = .487) gain significantly higher scores in the
final assessment than the “passengers” (n = 47, Mean = 1.81, SD =

.576). It means that “drivers” may have better learning outcomes
compared with “passengers”.
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Table 4: the result of the t-test on students’ final assessment scores

Drivers Passengers P value(one side) Cohen’s d
N Mean SD N Mean SD

Final Scores 25 2.04 .487 47 1.81 .576 .042 .414

5 DISCUSSION
It has been many years since multimodal learning analytics has
been used in physical collaborative learning [29]. Yet, developing
transparent models and designing multimodal learning analytics
systems with transparency are still significant concerns for many
researchers [12, 46]. First, the lack of transparency leads to a low
interpretability of the commonly used modelling approaches. For
instance, when using machine learning or neural network algo-
rithms, researchers can only know the result generated by the
algorithms but cannot understand how the “decisions” were made.
In collaborative learning, the lack of this understanding can hardly
provide educationally meaningful insights into how effective col-
laborative learning happens. However, many research studies still
prioritise “black box” approaches due to their high performance in
modelling the learners and learning process as well as predicting
students’ learning outcomes rather than aiming for more transpar-
ent approaches to improve the practice of collaborative learning.
Second, transparency for feedback in learning analytics does not
only depend on the transparency of the model. Chaudhry, et al., [6]
argued that the transparency of Artificial Intelligent in Education
should consider three aspects, namely data transparency, algorith-
mic transparency, and implementation transparency. Since trans-
parent learning analytics aims at informing actionable feedback
by making learning measurable and visible [43], transparency for
instructional actions is also very important. From this perspective,
only focusing on the group-level analysis in collaborative learning
can be another type of black box for learners and practitioners who
do not have insights into how to improve their individual prac-
tice to improve collaborative learning outcomes. Existing studies
mainly focus on using multimodal learning analytics to generate
models of success in collaborative groups and provide support at
the group level [49]. Yet, such analysis can only provide information
about the group as a cohort. It is difficult to gain information about
how individual students behave in collaborative learning activities.
Correspondingly, it is a challenge to understand how individual stu-
dents’ behaviours will affect the collaboration. Thus, the neglect of
individual-level analysis might be another barrier for both teachers
and students to use multimodal learning analytics systems to sup-
port their teaching and learning in real-world collaborative learning
practices. Taking these two concerns of transparency in multimodal
learning analytics into consideration, this study presents a rule-
based approach driven by the theories of collaborative learning, to
automatically detect individual student engagement from group-
level interactions in a real-world collaborative learning context.
The use of the rule-based approach may contribute to opening the
black box of predicting and modelling while individual-level anal-
ysis presented here may show the potential of specific individual
feedback for learners from their group-level collaborative learning
behaviour analysis.

In order to answer RQ1: How does the automatically detected
students’ individual engagement align with their self-reported en-
gagement in collaborative learning? This study first estimated each
individual student’s individual engagement (active, semi-active,
and passive) based on the group interactions and corresponding
individual behaviours. Then, based on the frequencies of each en-
gagement code in one specific session, students were clustered into
“drivers” and “passengers” of collaboration. The drivers of collabora-
tive discourse exhibited a higher frequency of expressing their ideas
and opinions in collaboration while the passengers had a higher
frequency of actively listening to others. The comparison tests
showed the alignment between automatically detected individual
engagement and self-reported individual engagement. The t-tests
reported a significant difference in self-reported individual engage-
ment scores between “drivers” and “passengers”. This indicates that
students who expressed their ideas and opinions more frequently
were likely to report they are more active in collaborative learning.
This alignment is important to illustrate the validity of the proposed
approach to detect student engagement in collaborative learning
using automated measures of speech detection and gaze behaviours
[51].

Meanwhile, it is also found that there is a significant difference
in self-reported peer engagement between two types of students.
In other words, students who spoke to others more frequently
were more likely to report their peers were engaging actively. This
result is not aligned with common sense, which would consider
“drivers” to be the peers of “passengers”. As a result, “passengers”
would be expected to report higher peer engagement. However,
previous research reported that students may have misconceptions
about others’ engagement during collaboration without any help
[52]. According to our result, some students who occupy too much
speaking time in group discussions may not be aware of others’
engagement in collaborative learning. Since driver students were
actively discussing with each member of the group, they tended to
think everyone was actively involved in collaboration. Therefore, as
previous research suggested, providing information on individual
student’s engagement may help them to be aware of each other’s
contributions to collaborative learning [52]. In this study, neither
the “drivers” nor the passengers were aware of others’ engage-
ment accurately, therefore needed external scaffolding to regulate
their own behaviours as well as others’ behaviours. The proposed
analysis has the potential to be developed as a scaffolding tool
for students’ socially-shared and co-regulation of learning during
collaboration.

Regarding RQ2:Whether students with higher engagement experi-
ence fewer challenges compared with students with lower engagement
during the process of collaborative learning? The comparison tests
showed that there were significant differences in all behavioural,
cognitive, and socio-emotional challenges between “drivers” and
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“passengers”. To be more specific, in terms of the behavioural chal-
lenges, “drivers” were less likely to have behavioural problems
during the process of collaboration. In the specific context we stud-
ied, this means that they had fewer problems with getting others to
participate, finishing the work, and staying on task. One possible
reason might be their speech was not only about expressing their
insights about the learning content, learningmaterials, and learning
activities. What they expressed may also be related to monitoring
the process of collaboration and making adjustments accordingly.
It aligns with previous research which illustrated that “drivers” are
the students who make plans and manage group discussions [36].
In terms of the cognitive aspects, “passengers” tended to have more
cognitive problems than “drivers”. They faced more challenges in
understanding the tasks as well as the competence of others. The
reason behind this might be that although they spent a certain
amount of time listening to others and trying to understand others’
opinions, given the fact that they seldom confirmed and discussed
their own understanding with others, they could hardly receive
reactions from others to promote the negotiation between differ-
ent understanding. Therefore, achieving consensus in cognitive
aspects in the group might be a challenge for “passenger” students.
Similarly, previous research argued that the maintenance of the
socio-emotional aspects relied on mutual communication between
group members [18]. Given the fact that “drivers” might express
their feelings and help others through speech, they appeared to be
less likely to take maintaining group emotion as a problem. This
was reflected by the significant statistical difference in the socio-
emotional challenges between “drivers” and “passengers” in this
study.

Lastly, the third research question concerned whether students
with high engagement achieved better learning outcomes in their
assessment. The results showed that there was a significant dif-
ference in students’ final scores for assessment between students
who act as “drivers” and students who act as “passengers”. It is
well established in the literature that students’ engagement does
indeed affect the effectiveness and performance of a group [10]. In
this study, it was found that individual engagement was related to
students’ individual assessment results. It is worth noting that, the
assessment in this study was not only related to their collaborative
learning activities, but was based on their overall achievement in
the course. Students were assessed by their individual reflections
and their final essays, but not only how they performed in the col-
laboration. The statistically significant differences between drivers’
and passengers’ learning gains are therefore even more impressive
in this context. This may illustrate that engaging more in group
activities through active communication may help students with
their knowledge acquisition about the content of the module which
in turn helps them achieve better grades in multiple assessments.
However, the causal relationship between the two factors cannot
be deemed in this explorative study and requires future research.

There are some implications of this study that are worth fur-
ther discussion. First, it provides an approach for the automatic
detection of individual engagement in collaborative learning as well
as showing the relationship between individual engagement and
students’ cognitive, behavioural, and socio-emotional challenges
and learning outcomes. Previous research in the field highly re-
lied on human annotation to detect individual student engagement

[10, 21], which prevented the systems from being implemented in
natural collaborative learning practice automatically. The proposed
method enables the automatic detection of individual engagement
from audio and video data at low financial and technical costs. It
may provide more opportunities for researchers to explore the rela-
tionship between individual engagement and group performance
and to provide more insights into what learning support can be
generated from individual engagement in real-world collaborative
learning practice. In addition, detecting individual engagement
based on the context of group interactions can better reflect the ed-
ucational meaningful engagement in collaborative learning. Some
studies considered taking active actions in online collaboration,
such as posting on the group discussion [47] or in face-to-face
groups such as working on the tasks [10], as actively engaging in
collaborative learning. Yet, only considering data signals from the
active action moments but neglecting the context where the action
happened or the moments of inaction cannot fully present students’
engagement in collaborative learning. Rather monitoring and sup-
port as in the proposed approach might generate more meaningful
interpretations of engagement and avoid survivorship bias.

Second, the use of a rule-based approach in the proposed method
enhances the human agency in learning analytics design and im-
plementation. Most existing studies applied non-transparent ap-
proaches and essentially used these algorithms to induct one or
more common behavioural patterns exhibited by students with
better learning outcomes. In this sense, these non-transparent ap-
proaches use models generated from others’ data to represent a
path to success in collaborative learning. Educators can hardly ad-
just the model if there is any conflict between machine-generated
insights and their own understanding and interpretations. In com-
parison, the rule-based approach used in this study deducts this
path to success on collaborative learning theories and educators’
understanding of good collaboration as well as their experience of
teaching in collaborative learning. Although the accuracy of the
rule-based method might not be as good as non-transparent ap-
proaches, it enables educators to define what learning behaviours
are important in collaborative learning and take the agency of using
(or not) the suggestions from the system regarding the students’
engagement feedback. Moreover, it provides flexibility for educa-
tors to adjust the system according to different contexts. Therefore,
it might lead to better generalizability and adoption in practice
than non-transparent approaches. This is not to argue per se that
one approach is better than the other one. With the purpose of
using learning analytics to provide actionable feedback for learning
and teaching by making learning measurable and visible rather
than only optimizing the automation of analytics tools in educa-
tion, the combination of the inductive nature of non-transparent
approaches and the deductive nature of rule-based approaches can
provide more holistic information for educators to better support
collaborative learning practice.

Third, this study stresses the need to inform students about indi-
vidual engagement during their collaborative learning. It is found
that students struggle to judge their own and each other’s engage-
ment in collaborative learning tasks. The social translucence theory
argues that students’ awareness relies on the information which
is visible to them, and this awareness will affect what action they
will take in learning [16]. In the context of collaborative learning, if
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one student is not aware of others’ engagement because of the lack
of visible information, they can hardly regulate their behaviours to
improve collaborative learning. In this study, if “drivers” assumed
that their peers were actively engaged, it meant that they were
less likely to be aware that there was a need to give the members
who did not express their ideas the space to actively engage in
discussion. Therefore, visualising individual engagement through
the proposed approach might be a potential support for students to
socially share regulated learning. However, it is worth noting that,
a previous study reported students’ different experiences of engage-
ment compared with the machine-detected engagement [52]. This
is not an attempt at retrospective correction of opinions. Our goal
in visualising students’ engagement is to increase their visibility
to each other’s engagement rather than correcting their opinions
about each other’s engagement.

Lastly, encouraging students to engage more is not novel for
teachers in providing feedback to support students in collaborative
learning. What teachers face is the complexities of organizing and
providing timely support for collaborative learning in a largely sized
classroom [3]. In order to foster group discussion, it is important for
teachers to know what specific time is good for providing support,
and which specific student needs to be motivated to engage more.
This is a challenge for teachers to take care of many groups and
provide such support at the same time. Therefore, the contribution
of this study is not necessarily highlighting the well-established
learning sciences findings such as drivers of collaborative learning
discussions are likely to achieve better learning outcomes. How-
ever, we propose an approach that acts more like “eyes on the back”
as an embedded tool to extend human educators’ capabilities of
monitoring and supporting students’ engagement in collaborative
learning. It has the potential to support teachers to perceive more
about students’ engagement during the collaboration process so
teachers are able to provide feedback or learning suggestions timely,
individually, and specifically. This step towards more transparency
is significant, yet there are many other issues in the adoption and
use of these approaches in practice that relate to ethical considera-
tions [1], socio-cultural factors of the education system [11], as well
as psycho-physiological factors of individual teachers e.g. cognitive
load [34] which all require further investigations.

Limitations and Future Research. There are some limitations
of this study that should be noted. First, there is a lack of evaluation
of students’ engagement and challenge moments by expert obser-
vations. This study took students’ self-reports as “ground truth” in
the comparison tests, but the final assessment of student learning
was conducted by experts. Existing literature raised doubt about
the validity and reliability of self-reporting data since participants
might be biased toward themselves, and it is a challenge for them
to remember the details of their collaboration process accurately.
Therefore, involving evaluation from experts and triangulating
the results might provide a more holistic picture of collaborative
learning. Second, there is a lack of emphasis on the process of
collaborative learning in the proposed approach. It is argued that
students’ roles and their learning tactics might change during col-
laborative learning activities [42]. Given the fact that this study
used cumulative measurements to cluster students into “drivers”
and “passengers” based on their average engagement during the
whole session, the transition between different roles during the

process has been neglected. Therefore, it is worth exploring the
process of individual engagement by applying process mining and
sequence analysis approaches. Thirdly, there is a lack of emphasis
on the interactions among students in other channels. This study
mainly focused on students’ machine-observable gaze and speaking
behaviours. However, they might also interact with each other on
virtual learning platforms such as Miro and Moodle. It would be
beneficial if the log data from these platforms could be involved
in analysing their individual engagement. Lastly, it is not explored
how the proposed approach can generate visualization or feedback
for teachers or students to better support their teaching and learn-
ing. In future steps, co-design and participatory design sessions will
be conducted with the students to design feedback and learning
interventions driven by the insights generated from the proposed
approach here.

6 CONCLUSION
This paper presents a novel approach to automatically detecting
individual engagement from group interactions in a real-world
face-to-face collaborative learning context. The proposed approach
avoids the use of “black-box” approaches and suggests a rule-based
method to improve the transparency of the learning analytics sys-
tem design and its value to teachers and learners. The approach has
the potential to distinguish the actively engaged leading students
of collaborative learning activities, drivers, from those students
who are passively engaged following the initiating acts and speech
of others, passengers. Our results indicate that these engagement
clusters are consistent with students’ self-reported engagement
and are highly related to the challenges they meet in the process of
collaboration, as well as their learning outcomes in collaborative
learning.

Our future work will focus on three aspects. First, in order to
gain a more accurate picture of students’ processes of collaborative
learning, expert observations and discourse analysis about their
engagement will be conducted to further test the validity and re-
liability of the results proposed in this paper. Second, qualitative
evaluations will be carried out to explore the value of the feedback
generated from the proposed approach to both students and teach-
ers. Third, co-design sessions will be planned out to investigate
the extent to which this analysis can be developed into a usable
tool for providing learning and teaching suggestions in real-world
collaborative learning contexts.

ACKNOWLEDGMENTS
We would like to thank all UCL students and faculty in the MA
EdTech programme for granting permission to collect data for this
study. This work was partially supported by Amazon Web Services
studentship to the first author.

REFERENCES
[1] Haifa Alwahaby, Mutlu Cukurova, Zacharoula Papamitsiou, and Michail Gian-

nakos. 2022. The evidence of impact and ethical considerations of Multimodal
Learning Analytics: A Systematic Literature Review. The Multimodal Learning
Analytics Handbook (2022), 289–325.

[2] Ryan S. Baker. 2016. Stupid Tutoring Systems, Intelligent Humans. Int J Artif Intell
Educ 26, 2 (June 2016), 600–614. DOI:https://doi.org/10.1007/s40593-016-0105-0

[3] Peter Blatchford, Peter Kutnick, Ed Baines, and Maurice Galton. 2003. Toward a
social pedagogy of classroom group work. International journal of educational

401

https://doi.org/10.1007/s40593-016-0105-0


Harnessing Transparent Learning Analytics for Individualized Support through Auto-detection of Engagement in Face-to-Face
Collaborative Learning LAK ’24, March 18–22, 2024, Kyoto, Japan

research 39, 1–2 (2003), 153–172.
[4] Simon Buckingham Shum, Vanessa Echeverria, and Roberto Martinez-Maldonado.

2019. The Multimodal Matrix as a Quantitative Ethnography Methodology. In
Advances in Quantitative Ethnography, Brendan Eagan, Morten Misfeldt and
Amanda Siebert-Evenstone (eds.). Springer International Publishing, Cham, 26–
40. DOI:https://doi.org/10.1007/978-3-030-33232-7_3

[5] Simon Buckingham Shum, Rebecca Ferguson, and Roberto Martinez-Maldonado.
2019. Human-centred learning analytics. Journal of Learning Analytics 6, 2 (2019),
1–9.

[6] Muhammad Ali Chaudhry, Mutlu Cukurova, and Rose Luckin. 2022. A Trans-
parency Index Framework for AI in Education. In Artificial Intelligence in Edu-
cation. Posters and Late Breaking Results, Workshops and Tutorials, Industry and
Innovation Tracks, Practitioners’ and Doctoral Consortium, Maria Mercedes Ro-
drigo, Noburu Matsuda, Alexandra I. Cristea and Vania Dimitrova (eds.). Springer
International Publishing, Cham, 195–198. DOI:https://doi.org/10.1007/978-3-031-
11647-6_33

[7] Pankaj Chejara, Luis P. Prieto, Maria Jesus Rodriguez-Triana, Reet Kasepalu,
Adolfo Ruiz-Calleja, and Shashi Kant Shankar. 2023. How to Build More Gen-
eralizable Models for Collaboration Quality? Lessons Learned from Exploring
Multi-Context Audio-Log Datasets using Multimodal Learning Analytics. In
LAK23: 13th International Learning Analytics and Knowledge Conference, ACM,
Arlington TX USA, 111–121. DOI:https://doi.org/10.1145/3576050.3576144

[8] Yi Han Victoria Chua, Justin Dauwels, and Seng Chee Tan. 2019. Technologies for
automated analysis of co-located, real-life, physical learning spaces: Where are
we now? In Proceedings of the 9th international conference on learning analytics &
knowledge, 11–20.

[9] Mutlu Cukurova, Carmel Kent, and Rosemary Luckin. 2019. Artificial intelligence
and multimodal data in the service of human decision-making: A case study
in debate tutoring. Brit J Educational Tech 50, 6 (November 2019), 3032–3046.
DOI:https://doi.org/10.1111/bjet.12829

[10] Mutlu Cukurova, Rose Luckin, Eva Millán, and Manolis Mavrikis. 2018. The NISPI
framework: Analysing collaborative problem-solving from students’ physical
interactions. Computers & Education 116, (January 2018), 93–109. DOI:https:
//doi.org/10.1016/j.compedu.2017.08.007

[11] Mutlu Cukurova, Xin Miao, and Richard Brooker. 2023. Adoption of Artificial
Intelligence in Schools: Unveiling Factors Influencing Teachers’ Engagement.
In Artificial Intelligence in Education, Ning Wang, Genaro Rebolledo-Mendez,
Noboru Matsuda, Olga C. Santos and Vania Dimitrova (eds.). Springer Nature
Switzerland, Cham, 151–163. DOI:https://doi.org/10.1007/978-3-031-36272-9_13

[12] Mutlu Cukurova, Qi Zhou, Daniel Spikol, and Lorenzo Landolfi. 2020. Modelling
collaborative problem-solving competence with transparent learning analytics:
is video data enough? In Proceedings of the Tenth International Conference on
Learning Analytics & Knowledge (LAK ’20), Association for ComputingMachinery,
New York, NY, USA, 270–275. DOI:https://doi.org/10.1145/3375462.3375484

[13] Sarah D’angelo and Bertrand Schneider. 2021. Shared gaze visualizations in
collaborative interactions: past, present and future. Interacting with Computers
33, 2 (2021), 115–133.

[14] Vanessa Echeverria, RobertoMartinez-Maldonado, and Simon Buckingham Shum.
2019. Towards Collaboration Translucence: GivingMeaning toMultimodal Group
Data. In Proceedings of the 2019 CHI Conference on Human Factors in Computing
Systems, ACM, Glasgow Scotland Uk, 1–16. DOI:https://doi.org/10.1145/3290605.
3300269

[15] Nathan J. Emery. 2000. The eyes have it: the neuroethology, function and evolu-
tion of social gaze. Neuroscience & biobehavioral reviews 24, 6 (2000), 581–604.

[16] Thomas Erickson and Wendy A. Kellogg. 2000. Social translucence: an approach
to designing systems that support social processes. ACM Trans. Comput.-Hum.
Interact. 7, 1 (March 2000), 59–83. DOI:https://doi.org/10.1145/344949.345004

[17] Dragan Gašević, Olusola Adesope, Srećko Joksimović, and Vitomir Kovanović.
2015. Externally-facilitated regulation scaffolding and role assignment to develop
cognitive presence in asynchronous online discussions. The internet and higher
education 24, (2015), 53–65.

[18] Xiaoshan Huang and Susanne P. Lajoie. 2023. Social emotional interaction in
collaborative learning: why it matters and how can we measure it? Social Sciences
& Humanities Open 7, 1 (2023), 100447.

[19] Jeroen Janssen, Gijsbert Erkens, Paul A. Kirschner, and Gellof Kanselaar. 2011.
Multilevel analysis in CSCL research. Analyzing interactions in CSCL: Methods,
approaches and issues (2011), 187–205.

[20] Roger T. Johnson, David W. Johnson, and Mary B. Stanne. 1985. Effects of co-
operative, competitive, and individualistic goal structures on computer-assisted
instruction. Journal of Educational Psychology 77, 6 (1985), 668–677. DOI:https:
//doi.org/10.1037/0022-0663.77.6.668

[21] Angelika Kasparova, Oya Celiktutan, and Mutlu Cukurova. 2020. Inferring Stu-
dent Engagement in Collaborative Problem Solving from Visual Cues. In Com-
panion Publication of the 2020 International Conference on Multimodal Interaction
(ICMI ’20 Companion), Association for Computing Machinery, New York, NY,
USA, 177–181. DOI:https://doi.org/10.1145/3395035.3425961

[22] Mohammad Khajah, Robert V. Lindsey, and Michael C. Mozer. 2016. How deep
is knowledge tracing? Retrieved October 1, 2023 from http://arxiv.org/abs/1604.

02416
[23] Rohit Kumar, Carolyn Penstein Rosé, Yi-Chia Wang, Mahesh Joshi, and Allen

Robinson. 2007. Tutorial dialogue as adaptive collaborative learning support.
Frontiers in artificial intelligence and applications 158, (2007), 383.

[24] Marjan Laal and Seyed Mohammad Ghodsi. 2012. Benefits of collaborative
learning. Procedia - Social and Behavioral Sciences 31, (January 2012), 486–490.
DOI:https://doi.org/10.1016/j.sbspro.2011.12.091

[25] Ha Le, Jeroen Janssen, and Theo Wubbels. 2018. Collaborative learning prac-
tices: teacher and student perceived obstacles to effective student collabora-
tion. Cambridge Journal of Education 48, 1 (January 2018), 103–122. DOI:https:
//doi.org/10.1080/0305764X.2016.1259389

[26] Yingbo Ma, Joseph B. Wiggins, Mehmet Celepkolu, Kristy Elizabeth Boyer, Collin
Lynch, and Eric Wiebe. 2021. The Challenge of Noisy Classrooms: Speaker Detec-
tion During Elementary Students’ Collaborative Dialogue. InArtificial Intelligence
in Education (Lecture Notes in Computer Science), Springer International Pub-
lishing, Cham, 268–281. DOI:https://doi.org/10.1007/978-3-030-78292-4_22

[27] Jonna Malmberg, Sanna Järvelä, Jukka Holappa, Eetu Haataja, Xiaohua Huang,
and Antti Siipo. 2019. Going beyond what is visible: What multichannel data can
reveal about interaction in the context of collaborative learning? Computers in
Human Behavior 96, (July 2019), 235–245. DOI:https://doi.org/10.1016/j.chb.2018.
06.030

[28] Kit Martin, Emily Q. Wang, Connor Bain, and Marcelo Worsley. 2019. Computa-
tionally Augmented Ethnography: Emotion Tracking and Learning in Museum
Games. In Advances in Quantitative Ethnography (Communications in Computer
and Information Science), Springer International Publishing, Cham, 141–153.
DOI:https://doi.org/10.1007/978-3-030-33232-7_12

[29] Roberto Martinez-Maldonado, Dragan Gaševic, Vanessa Echeverria, Gloria Fer-
nandez Nieto, Zachari Swiecki, and Simon Buckingham Shum. 2021. What Do
You Mean by Collaboration Analytics? A Conceptual Model. Journal of Learning
Analytics 8, 1 (2021), 126–153.

[30] Roberto Martinez-Maldonado, Tamara Power, Carolyn Hayes, Adrian Abdiprano,
Tony Vo, Carmen Axisa, and Simon Buckingham Shum. 2017. Analytics meet
patient manikins: challenges in an authentic small-group healthcare simula-
tion classroom. In Proceedings of the Seventh International Learning Analytics
& Knowledge Conference, ACM, Vancouver British Columbia Canada, 90–94.
DOI:https://doi.org/10.1145/3027385.3027401

[31] Fan Ouyang, Weiqi Xu, and Mutlu Cukurova. 2022. An Artificial Intelligence
driven Learning Analytics Method to Examine the Collaborative Problem solving
Process from a Complex Adaptive Systems Perspective. arXiv preprint arXiv:
2210.16059 (2022).

[32] Stanislav Pozdniakov, Roberto Martinez-Maldonado, Yi-Shan Tsai, Mutlu
Cukurova, Tom Bartindale, Peter Chen, Harrison Marshall, Dan Richardson,
and Dragan Gasevic. 2022. The Question-driven Dashboard: How Can We De-
sign Analytics Interfaces Aligned to Teachers’ Inquiry? In LAK22: 12th Interna-
tional Learning Analytics and Knowledge Conference, ACM, Online USA, 175–185.
DOI:https://doi.org/10.1145/3506860.3506885

[33] Stanislav Pozdniakov, RobertoMartinez-Maldonado, Yi-Shan Tsai, Vanessa Echev-
erria, Namrata Srivastava, and Dragan Gasevic. 2023. How Do Teachers Use
Dashboards Enhanced with Data Storytelling Elements According to their
Data Visualisation Literacy Skills? In LAK23: 13th International Learning An-
alytics and Knowledge Conference, ACM, Arlington TX USA, 89–99. DOI:https:
//doi.org/10.1145/3576050.3576063

[34] Stanislav Pozdniakov, Roberto Martinez-Maldonado, Yi-Shan Tsai, Namrata Sri-
vastava, Yuchen Liu, and Dragan Gasevic. 2023. Single or Multi-page Learning
Analytics Dashboards? Relationships Between Teachers’ Cognitive Load and Visu-
alisation Literacy. In Responsive and Sustainable Educational Futures, Olga Viberg,
Ioana Jivet, Pedro J. Muñoz-Merino, Maria Perifanou and Tina Papathoma (eds.).
Springer Nature Switzerland, Cham, 339–355. DOI:https://doi.org/10.1007/978-3-
031-42682-7_23

[35] Peter Reimann, Kalina Yacef, and Judy Kay. 2011. Analyzing collaborative in-
teractions with data mining methods for the benefit of learning. In Analyzing
interactions in CSCL. Springer, 161–185.

[36] Bertrand Schneider, Engin Bumbacher, and Paulo Blikstein. 2015. Discovery
versus direct instruction: Learning outcomes of two pedagogical models using
tangible interfaces. . International Society of the Learning Sciences, Inc.[ISLS].
Retrieved October 1, 2023 from https://repository.isls.org/handle/1/429

[37] Bertrand Schneider and Roy Pea. 2017. Real-time mutual gaze perception en-
hances collaborative learning and collaboration quality. In Educational media
and technology yearbook. Springer, 99–125.

[38] Orit Shaer, Megan Strait, Consuelo Valdes, Taili Feng, Michael Lintz, and Heidi
Wang. 2011. Enhancing genomic learning through tabletop interaction. In Pro-
ceedings of the SIGCHI Conference on Human Factors in Computing Systems, ACM,
Vancouver BC Canada, 2817–2826. DOI:https://doi.org/10.1145/1978942.1979361

[39] George Siemens and Ryan SJ d Baker. 2012. Learning analytics and educational
data mining: towards communication and collaboration. In Proceedings of the 2nd
international conference on learning analytics and knowledge, 252–254.

[40] Daniel Spikol, Emanuele Ruffaldi, Giacomo Dabisias, and Mutlu Cukurova. 2018.
Supervised machine learning in multimodal learning analytics for estimating

402

https://doi.org/10.1007/978-3-030-33232-7_3
https://doi.org/10.1007/978-3-031-11647-6_33
https://doi.org/10.1007/978-3-031-11647-6_33
https://doi.org/10.1145/3576050.3576144
https://doi.org/10.1111/bjet.12829
https://doi.org/10.1016/j.compedu.2017.08.007
https://doi.org/10.1016/j.compedu.2017.08.007
https://doi.org/10.1007/978-3-031-36272-9_13
https://doi.org/10.1145/3375462.3375484
https://doi.org/10.1145/3290605.3300269
https://doi.org/10.1145/3290605.3300269
https://doi.org/10.1145/344949.345004
https://doi.org/10.1037/0022-0663.77.6.668
https://doi.org/10.1037/0022-0663.77.6.668
https://doi.org/10.1145/3395035.3425961
http://arxiv.org/abs/1604.02416
http://arxiv.org/abs/1604.02416
https://doi.org/10.1016/j.sbspro.2011.12.091
https://doi.org/10.1080/0305764X.2016.1259389
https://doi.org/10.1080/0305764X.2016.1259389
https://doi.org/10.1007/978-3-030-78292-4_22
https://doi.org/10.1016/j.chb.2018.06.030
https://doi.org/10.1016/j.chb.2018.06.030
https://doi.org/10.1007/978-3-030-33232-7_12
https://doi.org/10.1145/3027385.3027401
arXiv:2210.16059
arXiv:2210.16059
https://doi.org/10.1145/3506860.3506885
https://doi.org/10.1145/3576050.3576063
https://doi.org/10.1145/3576050.3576063
https://doi.org/10.1007/978-3-031-42682-7_23
https://doi.org/10.1007/978-3-031-42682-7_23
https://repository.isls.org/handle/1/429
https://doi.org/10.1145/1978942.1979361


LAK ’24, March 18–22, 2024, Kyoto, Japan Qi Zhou et al.

success in project-based learning. Journal of Computer Assisted Learning 34, 4
(2018), 366–377. DOI:https://doi.org/10.1111/jcal.12263

[41] Daniel Spikol, Emanuele Ruffaldi, Giacomo Dabisias, and Mutlu Cukurova. 2018.
Supervised machine learning in multimodal learning analytics for estimating
success in project-based learning. Journal of Computer Assisted Learning 34, 4
(2018), 366–377.

[42] Jan-Willem Strijbos and Maarten F. De Laat. 2010. Developing the role concept for
computer-supported collaborative learning: An explorative synthesis. Computers
in human behavior 26, 4 (2010), 495–505.

[43] Yi-Shan Tsai, Carlo Perrotta, and Dragan Gašević. 2020. Empowering learners
with personalised learning approaches? Agency, equity and transparency in the
context of learning analytics. Assessment & Evaluation in Higher Education 45, 4
(May 2020), 554–567. DOI:https://doi.org/10.1080/02602938.2019.1676396

[44] Alyssa Friend Wise, Simon Knight, and Simon Buckingham Shum. 2021. Col-
laborative learning analytics. In International handbook of computer-supported
collaborative learning. Springer, 425–443.

[45] Alyssa Friend Wise and David Williamson Shaffer. 2015. Why theory matters
more than ever in the age of big data. Journal of Learning Analytics 2, 2 (2015),
5–13.

[46] Lixiang Yan, Linxuan Zhao, Dragan Gasevic, and Roberto Martinez-Maldonado.
2022. Scalability, Sustainability, and Ethicality of Multimodal Learning Analytics.
In LAK22: 12th International Learning Analytics and Knowledge Conference, ACM,
Online USA, 13–23. DOI:https://doi.org/10.1145/3506860.3506862

[47] Xi Zhang, Yao Meng, Patricia Ordóñez de Pablos, and Yongqiang Sun. 2019. Learn-
ing analytics in collaborative learning supported by Slack: From the perspective

of engagement. Computers in Human Behavior 92, (2019), 625–633.
[48] Qi Zhou, Amartya Bhattacharya, Wannapon Suraworachet, Hajime Nagahara,

andMutlu Cukurova. 2023. AutomatedDetection of Students’ Gaze Interactions in
Collaborative Learning Videos: A Novel Approach. In Responsive and Sustainable
Educational Futures, Olga Viberg, Ioana Jivet, Pedro J. Muñoz-Merino, Maria
Perifanou and Tina Papathoma (eds.). Springer Nature Switzerland, Cham, 504–
517. DOI:https://doi.org/10.1007/978-3-031-42682-7_34

[49] Qi Zhou and Mutlu Cukurova. 2023. Zoom lens: An MMLA framework for
evaluating collaborative learning at both individual and group levels. CEUR.

[50] Qi Zhou, Wannapon Suraworachet, Oya Celiktutan, and Mutlu Cukurova. 2022.
What Does Shared Understanding in Students’ Face-to-Face Collaborative Learn-
ing Gaze Behaviours “Look Like”? In Artificial Intelligence in Education (Lecture
Notes in Computer Science), Springer International Publishing, Cham, 588–593.
DOI:https://doi.org/10.1007/978-3-031-11644-5_53

[51] Qi Zhou, Wannapon Suraworachet, and Mutlu Cukurova. 2023. Detecting Non-
verbal Speech and Gaze Behaviours with Multimodal Data and Computer Vision
to Interpret Effective Collaborative Learning Interactions. Education and Infor-
mation Technologies (2023).

[52] Qi Zhou, Wannapon Suraworachet, Stanislav Pozdniakov, Roberto Martinez-
Maldonado, Tom Bartindale, Peter Chen, Dan Richardson, and Mutlu Cukurova.
2021. Investigating Students’ Experiences with Collaboration Analytics for Re-
mote Group Meetings. In Artificial Intelligence in Education (Lecture Notes in
Computer Science), Springer International Publishing, Cham, 472–485. DOI:https:
//doi.org/10.1007/978-3-030-78292-4_38

403

https://doi.org/10.1111/jcal.12263
https://doi.org/10.1080/02602938.2019.1676396
https://doi.org/10.1145/3506860.3506862
https://doi.org/10.1007/978-3-031-42682-7_34
https://doi.org/10.1007/978-3-031-11644-5_53
https://doi.org/10.1007/978-3-030-78292-4_38
https://doi.org/10.1007/978-3-030-78292-4_38

	Abstract
	1 INTRODUCTION
	2 BACKGROUND
	2.1 Analytics of Collaborative Learning
	2.2 Transparency of Learning Analytics Systems

	3 METHODOLOGY
	3.1 Educational Context
	3.2 Data Collection
	3.3 Data Processing

	4 RESULT
	4.1 Comparison test on students' self-reported engagement in collaborative learning
	4.2 Comparison test on students' self-reported challenges in collaborative learning
	4.3 Comparison test on students' learning performance

	5 DISCUSSION
	6 CONCLUSION
	Acknowledgments
	References

