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Abstract—In this paper, we present a signaling design for
secure integrated sensing and communication (ISAC) systems
comprising a dual-functional multi-input multi-output (MIMO)
base station (BS) that simultaneously communicates with multiple
users while detecting targets present in their vicinity, which are
regarded as potential eavesdroppers. In particular, assuming that
the distribution of each parameter to be estimated is known a
priori, we focus on optimizing the targets’ sensing performance.
To this end, we derive and minimize the Bayesian Cramér-Rao
bound (BCRB), while ensuring certain communication quality
of service (QoS) by exploiting constructive interference (CI).
The latter scheme enforces that the received signals at the
eavesdropping targets fall into the destructive region of the
signal constellation, to deteriorate their decoding probability,
thus enhancing the ISAC’s system physical-layer security (PLS)
capability. To tackle the nonconvexity of the formulated problem,
a tailored successive convex approximation method is proposed
for its efficient solution. Our extensive numerical results verify
the effectiveness of the proposed secure ISAC design showing
that the proposed algorithm outperforms block-level precoding
techniques.

Index Terms—Integrated sensing and communication, phys-
ical layer security, successive convex approximation, Bayesian
Cramér-Rao bound, constructive interference.

I. INTRODUCTION

FUTURE radar and communication (R&C) systems will
operate at higher frequencies with larger bandwidth,
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while possibly exploiting massive antenna arrays and multi-
functional reconfigurable intelligent surfaces (RIS), resulting
in striking similarities between R&C systems, including the
hardware architecture, channel characteristics, and signal pro-
cessing methods [1], [2]. This provides unique opportuni-
ties to develop co-design techniques aiming at improving
the mutual performance gain of both systems. Meanwhile,
with the emergence of smart cities, Internet of Things (IoT)
networks, and other advanced applications, the integration
of sensing and communication (S&C) systems is being seen
as a transformative technology, enabling autonomous vehicle
networks, activity recognition, and unmanned aerial vehicle
(UAV) [3]. In light of the above, the need for seamless
cooperation between S&C promotes the technical development
of integrated sensing and communication (ISAC) systems.

The utilization of a communal spectrum frequency band,
coupled with the intrinsic broadcasting characteristics of wire-
less transmission, introduces substantial security vulnerabili-
ties in ISAC systems [4]–[6]. In conventional wireless com-
munication systems, security designs are predominantly con-
cerned at the physical layer and the network layer. Compared
with network layer security (NLS), physical layer security
(PLS) does not require complex cryptographic techniques or
key distribution, reducing overhead and complexity. Moreover,
PLS may provide a base level of security guarantee even
when other layers are compromised, because it leverages
the physical characteristics of wireless channels, which are
independent of security at other layers of the communication
stack.

The PLS in ISAC systems has been widely studied in recent
years. Initially, the artificial noise (AN) is deployed to interfere
with eavesdroppers by maximizing the secrecy rate, thus the
target/eavesdropper is unable to decode the received signal. To
this end, the confidential information is prevented from being
intercepted by the target/eavesdropper [5], [7]–[9]. Moreover,
the directional modulation (DM) technique, which is based
on the principle of constructive interference (CI), has been
deployed to design the transmit signal at a symbol level [10]–
[12]. In DM, as a step further from AN design, the signals
received at multiple eavesdropping targets (Eves) are enforced
to fall into the destructive constellation region for further
PLS improvements, which leverages destructive interference
(DI) as a PLS measure. In particular, the CI-DI technique
enables direct alteration of the amplitude and phase of signals
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at both intended users and potential Eves. Consequently, this
paradigm promotes an enhanced symbol error rate (SER) for
communication users (CUs), while deteriorating the decoding
probability at potential eavesdroppers.

In this work, we consider the estimation task of random
parameters of multiple targets, where the prior distribution of
parameters is assumed to be known a priori. This is common
in a number of practical scenarios, such as vehicle tracking,
environmental monitoring, etc. Towards that aim, we then
evaluate the sensing performance utilizing the lower bound
of the unbiased estimation, i.e., Bayesian Cramér-Rao Bound
(BCRB). Specifically, we formulate a novel signaling design
problem that aims to minimize the BCRB, while guaranteeing
a predefined quality of service (QoS) at the multiple CUs, by
deploying the CI technique and improving the PLS by con-
straining the received signals at targets/Eves in the destructive
constellation region. In the numerical results section, we verify
the effectiveness of the proposed algorithm. Moreover, we
explore the impact of the a priori distribution of the parameters
on the radar beampattern as well as the performance tradeoff
between the sensing and communication operations.

Notations: Unless otherwise specified, matrices are denoted
by bold uppercase letters (i.e., X), vectors are represented by
bold lowercase letters (i.e., x), and scalars are denoted by
normal font (i.e., α). Subscripts indicate the location of the
entry in the matrices or vectors (i.e., si,j and ln are the (i, j)-
th and the n-th element in S and l, respectively). tr (·) and
vec (·) denote the trace and the vectorization operations. (·)T ,
(·)H and (·)∗ stand for transpose, Hermitian transpose and the
complex conjugate of the matrices, respectively. ∥·∥, ∥·∥∞ and
∥·∥F denote the l2 norm, infinite norm and the Frobenius norm
respectively. E {·} denotes the statistical expectation.

II. SIGNAL MODEL

We consider a downlink multi-user multi-input single-output
(MU-MISO) wireless system, where the dual-functional multi-
input multi-output (MIMO) base station (BS) is capable of
detecting multi-targets simultaneously with data transmission.
The targets are treated as potential Eves of the communication
information. The BS is equipped with Nt transmit antennas
and Nr receive antennas, enabling communication with Kcu

single-antenna users and detection of Ktar targets of interest1.
Below we elaborate on the signal models of both radar and
communication systems, respectively.

Let X ∈ CNt×L denote the dual-functional signal matrix,
where X = [x [1] ,x [2] , . . . ,x [L]], each element of which

1From the sensing side, we assume that one sub-array (consisting of Nt

antennas) is deployed to transmit signals and another sub-array (comprising
Nr antennas) is deployed to receive signals. These sub-arrays are co-located
at the BS and operated simultaneously to transmit the dual-function signal and
receive its echoes for monostatic sensing. In principle, the transmitted signal
will interfere with the reflected echoes (arriving with a round-trip propagation
delay) at the receive sub-array, creating a self-interference signal at the BS.
This is a typical problem in full-duplex (FD) BSs used for simultaneous
communications and sensing [13]. Fortunately, there exist various approaches
for efficiently suppressing self-interference below the noise floor in multi-
antenna FD systems, ranging from isolation between the transmit and receive
arrays to joint digital and analog beamforming and interference cancellation
techniques. Capitalizing on this, in the paper, we neglect the impact of the
self-interference assuming that it can be efficiently handled via the state-of-
the-art approaches [13], [14].

denotes the transmit signal vector at the l-th time slot with
l = 1, 2, . . . , L. Then, the received signal at each k-th single-
antenna CU, with k = 1, 2, . . . ,Kcu, at the l-th time slot is
given as

yCU,k [l] = hH
CU,kx [l] + zCU,k [l] , (1)

where hH
CU,k ∈ CNt×1 denotes the MISO channel vector

between the BS and the k-th CU, and the complex-valued
zCU,k [l] denotes the zero-mean additive white Gaussian noise
(AWGN) with the variance of each entry being σ2

CU,k. Ac-
cording to the paradigm of the CI technique [15], [16], the
SNR per frame of the k-th CU is given as

SNRCU,k =

E
[∣∣∣hH

CU,kx [l]
∣∣∣2]

σ2
CU,k

. (2)

On the other hand, the sensing signal model can be math-
ematically expressed as follows:

YS = HS (η)X+ ZS , (3)

where YS ∈ CNr×L, ZS represents the AWGN with zeros-
mean complex-value elements each with the variance of σ2

S ,
and HS ∈ CNr×Nt denotes the target response matrix,
which is a function of the physical parameters η ∈ RM to
be estimated, including range, angle, and Doppler, with M
denoting the number of parameters to be estimated. In this
paper, we consider a particular case of channel matrix HS ,
which is expressed as

HS =

Ktar∑
n=1

αnb (θn)a
H (θn) , (4)

where αn denotes the channel coefficient of each target,
consisting of both the radar cross section (RCS) and path
loss, which obeys the complex Gaussian distribution, and
a (θ), b (θ) represent the transmit and receive steering vector,
respectively. The received signal at the n-th target/Eve is
accordingly written as

yE,n = βna
H (θn)X+ en, (5)

where βn,∀ n denotes the path loss of the n-th target/Eve,
en denotes the zero-mean AWGN vector, with the variance of
each entry being σ2

E,n.
Given the channel model (4), we define the vector with

the unknown targets’ parameters η = [Re {α} , Im {α} ,θ] ∈
CN×3, with α = [α1, . . . , αN ]

T
,θ = [θ1, . . . , θN ]

T . The
steering vector and its derivative are specified as (assuming
an even number of antennas) :

a (θ) =
[
e−jπ

Nt−1
2 sin(θ), e−jπ

Nt−3
2 sin(θ), . . . , ejπ

Nt−1
2 sin(θ)

]T
,

ȧ (θ) =

[
−jπ

Nt − 1

2
cos (θ) a1, . . . , jπ

Nt − 1

2
cos (θ) aNt

]T
,

(6)
where an, with n = 1, . . . , Nt denotes the n-th element of the
steering vector a (θ). Here, we choose the center of the ULA
as a phase reference, such that

aH ȧ = 0,bH ḃ = 0. (7)
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Accordingly, the covariance matrix of the dual-functional
transmitted signal is given as

Rx =
1

L
XXH =

1

L

L∑
l=1

x [l]xH [l]. (8)

For the sensing performance metric, we employ the estima-
tion mean-squared error (MSE) of η, which is bounded by the
CRB. By denoting the estimation of η as η̂, we have that:

MSEη (η̂) ≥ tr
(
J−1

)
, (9)

where J is the Bayesian Fisher Information Matrix (BFIM) of
η which is defined as follows:

J =Eη

{
∂ ln pYS |η (YS |η)

∂η

∂ ln pYS |η (YS |η)
∂ηT

}
+Eη

{
∂ ln pη (η)

∂η

∂ ln pη (η)

∂ηT

}
,

(10)

where pη (η) denotes the prior distribution of the parameters’
vecror η, and pYS |η (YS |η) is the probability of observing
the data YS given the parameter η. To derive the BFIM, we
firstly let yS = vec

(
YT

S

)
, thus the sensing signal model can

be rewritten as

yS =
(
INr ⊗XT

)
vec

(
HT

S

)
+ vec

(
ZT

S

)
. (11)

Then, let hS =
[
vec

(
HT

S

)T
, vec

(
HT

S

)H]
and F =

∂h∗
S

∂η ∈
CK×2NtNr . We further partition F as

F =
[
F1, . . . ,F2Nr

]
, (12)

where Fn ∈ CK×Nt , with n = 1, . . . , 2Nr. Accordingly, the
BFIM can be rewritten as [17]

J =
L

σ2
s

{
Eη

{
F

[
INr

⊗RT
x 0

0 INr ⊗Rx

]
FH

}
+ JP

}
=

L

σ2
s

{
Eη

{
Nr∑
i=1

(
FiR

T
xF

H
i + FNr+iRxF

H
Nr+i

)}
+ JP

}
(13)

where JP depends on the a priori distribution pη (η).
To deal with the expectation operation in (14), we define

the following matrices:

A1 (Ξ) =

Nr∑
i=1

FiΞFH
i , (14a)

A2 (Ξ) =

Nr∑
i=1

FNr+iΞFH
Nr+i. (14b)

To derive the expectation of the later matrices, we start with
(14a) and define the auxiliary matrices:

B1 =

Nr∑
i=1

vec (Fi) vec(Fi)
H
, (15a)

B̄1 = E {B1} =

Nr∑
i=1

E
{

vec (Fi) vec(Fi)
H
}
, (15b)

where the latter’s eigenvalue decomposition is defined as:

B̄1 = U1Λ1U
H
1 =

r1∑
i=1

(√
λiui

)(√
λiui

)H

, (16)

where ui denotes the corresponding eigenvector of λi, with
i = 1. . . . , r1. We assume that λ1 ≥ λ2, . . . , λMNt and let
r1 denote the number of non-zero elements in Λ1. It can be
easily shown that

E {A1 (Ξ)} =

r1∑
i=1

F̃iΞF̃H
i , (17)

where F̃i =
√
λimat (ui).

Likewise, we have E {A2 (Ξ)} =
r2∑
i=1

G̃iΞG̃H
i , where

G̃i =
√
λ̄imat (ūi), as derived from (14b). To this end, the

BFIM is consequently reformulated as follows:

J =
L

σ2
s

 r1∑
i=1

F̃iR
T
x F̃

H
i +

r2∑
j=1

G̃jRxG̃
H
j

+ JP . (18)

Therefore, the BCRB with respect to η is accordingly given
as

BCRB ≜ tr
(
J−1

)
. (19)

III. PROBLEM FORMULATION

Given the simplified expression of the BFIM, we are now
ready to formulate the optimization problem to minimize the
BCRB, while conveying the received signals at CUs into the
constructive region and constraining the transmit power by
designing the signal matrix X. Moreover, the received signals
at targets/Eves are limited in the destructive region for the
communication data security concern. Inspired by the CI-DI
technique proposed in [15], [16], the BCRB minimization
problem is formulation as follows

min
X

tr
(
J−1

)
(20a)

s.t.
1

L
∥X∥2F ≤ PT , (20b)∣∣∣Im(
h̃H
CU,kX

)∣∣∣≤(
Re

(
h̃H
CU,kX

)
−
√

σ2
CU,kΓCU,k

)
tanϕ, ∀k,

(20c)∣∣Im (
βnã

H (θn)X
)∣∣≥(

Re
(
βnã

H (θn)X
)
− τE,n

)
tanϕ, ∀n,

(20d)

where h̃H
CU,k = hH

CU,ks
∗
k, and ãH (θn) = aH (θn) s

∗
1 by taking

the symbol s1 as a reference. PT denotes the transmit power
budget, ΓCU,k,∀ k is the given SNR thresholds for CUs,
and τE,n is the given scalar for limiting the targets’ received
symbols in the DI region. Note that τE,n is generally set
much smaller than the CUs’ SNR threshold ΓCU,k,∀ k. We
assume that the intended signals are M -Phase-shift keying
(PSK) modulated, thus ϕ = ±π/M . The constraint (20c)
limits the signals received by CUs within the constructive
region, while (20d) limits the received signals being distributed
out of the constructive region. This makes correct detection
more challenging for the targets by designing the received
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signals’ constellation, meanwhile reducing the eavesdropping
SINR [15], [18], [19].2

Note that the nonconvexity of problem (20) lies in the
objective function and the constraint (20d). Following the
method presented in [15], we divide the destructive region
into three zones, that is, the inequality (20d) holds when any
one of the following constraints is fulfilled.
case 1:

Re
(
βnã

H (θn)X
)
≤ τE,n,

case 2:

Im
(
βnã

H (θn)X
)
≥

(
Re

(
βnã

H (θn)X
)
− τE,n

)
tanϕ

and Re
(
βnã

H (θn)X
)
> τE,n,

case 3:

−Im
(
βnã

H (θn)X
)
≥

(
Re

(
βnã

H (θn)X
)
− τE,n

)
tanϕ

and Re
(
βnã

H (θn)X
)
> τE,n.

Till now, (20d) is rewritten as three linear constraints, that is,
problem (20) is converted to three subproblems. We solve each
subproblem and the one that results in the minimum value of
the BCRB is the final solution to problem (20). However, the
objective function is still nonconvex. In the following section,
we present an efficient solver following the successive convex
approximation (SCA) approach.

IV. PROPOSED SECURE ISAC SIGNALING DESIGN

We note that the constraints in problem (20) are all convex,
while the objective function is nonconvex. To this end, we
define Q as the feasible region of problem (20), which is
convex. To tackle the problem, let us denote the objective
function as f (X) ≜ tr

(
J−1

)
. Then, we approximate the

objective function by its first-order Taylor expansion near a
given point f (X′), yielding

f (X) ≈ f (X′) + Re
(
tr
(
∇fH (X′) (X−X′)

))
, (21)

where ∇f (·) denotes the gradient of f (·). Note that the first
term in (21) is a constant, hence, we can equivalently solve
the following optimization problem at the n-th iteration of the
SCA solver:

min
X

g (X) ≜ Re
(
tr
(
∇fH

(
Xn−1

) (
X−Xn−1

)))
s.t. (20b) to (20d),

(22)

where Xn−1 ∈ Q is the optimal signal at the (n− 1)-th
algorithmic iteration. By solving problem (22), we obtain the
optimal solution, which is denoted as X∗ ∈ Q. Here, the term
X∗ −X(n−1) yields a descent direction for each iteration. By
letting the variable move along the descent direction with a
stepsize λ, we have

Xi = Xi−1 + λ
(
X∗ −Xi−1

)
, (23)

2The eavesdropping SINR at the n-th target/Eve regarding the k-th CU

is expressed as SINRE
n,k =

E
[
|βnaH (θn)x[l]|2

]
E
[
|βnaH (θn)x[l]−sk,l|2

]
+σ2

E,n

, where sk,l

denotes the desired constellation symbol for the k-th CU at the l-th time
slot. It is easy to note that the SINRE

n,k is constrained once the inequality
(20d) is satisfied.

Algorithm 1 SCA Algorithm for Solving (20)

Input: H, PT ,Γk,∀ k,Kcu,Ktar,Jp, ϵ > 0, and the maxi-
mum iteration number nmax

Output: X
Initialization: Initialize X0 ∈ Q, and set n = 1.

1: repeat
2: Calculate the gradient ∇f

(
Xn−1

)
.

3: Rewrite the problem (20) as three subproblems by
dividing the destructive region into three zones, and
obtain the optimal solutions X1

∗,X2
∗, and X3

∗.
4: Update the solutions by (23), where λ can be obtained

by deploying the Armijo search or the exact line search.
5: n = n+ 1.
6: until g

(
Xi

)
> −ϵ or n > nmax.

7: Calculate the value of the objective function utilizing the
obtained X1

∗,X2
∗, and X3

∗, and choose the one that
results in the minimum BCRB as the final solution to
problem (20).

8: end

where the stepsize λ may be obtained by adopting the Armijo
search or the exact line search [20]. It is noteworthy that Xi ∈
Q. For clarity, the SCA method applied to solving problem
(20) is summarized in Algorithm 1.

V. NUMERICAL RESULTS AND DISCUSSION

In this section, numerical results are presented based on
Monte Carlo simulations of the proposed optimization tech-
nique, i.e., CI-based BCRB optimization. Without loss of
generality, we set Nt = 12, Nr = 10, and L = 100. The
communication channel is assumed to be Rayleigh fading,
where each entry of the channel gain vector hH

CU,k,∀ k is sub-
ject to the standard complex Gaussian distribution. Regarding
the prior distribution of the parameters to be estimated, we
assume that the propagation loss αn,∀ n in (4) obeys the
complex Gaussian distribution with the variance of σ2

0 . The
prior distribution of each n-th target’s angle is assumed to be
the von Mises distribution with a mean of µk and a standard
deviation of σθk , which is expressed as follows:

f(x|µ, κ) = 1

2πI0(κ)
exp{κ cos (x− µ)}, (24)

where x is the circular variable (e.g., angle), µ is the mean
direction (a.k.a. the location parameter), and κ = 1

σ2
θn

is the
concentration parameter, which is analogous to the inverse of
the variance in a normal distribution. Id (κ) is the modified
Bessel function of order d. Note that the FIM for Gaussian
distributions is the inverse of the covariance matrix when the
variables are independent. Accordingly, we have the Bayesian
a priori FIM as follows [21]

JP =


1

2σ2
0

0 0

0 1
2σ2

0
0

0 0 κ

 . (25)

The spatial distribution of the received signals at CUs (de-
noted by blue dots) and at targets/Eves (denoted by red dots) is
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(a) QPSK
 

(b) 8PSK

Fig. 1: The constellation of received signals at CUs, a) QPSK, b) 8PSK,
Kcu = 3,Ktar = 2, P0 = 30 dBm,ΓCU,k = 15 dB, ∀ k, τE,n = −5 dB,
and σθn = 5◦, ∀ n.

shown in Figure 1, where QPSK and 8PSK modulated signals
are taken as examples. It illustrates that the signals received
by the communication users are conveyed into the constructive
region by applying the CI technique, while the signals at the
targets/Eves are out of the constructive region, which verifies
the CI-DI technique effectively prevents the targets/Eves from
receiving the right constellation of the communication data.

In Figure 2, we demonstrate the generated beampatterns
with different standard deviations of the a priori information
of the target angles. We assume that there exists in the field
of interest Ktar = 2 targets located at θ1 = −50◦ and
θ2 = −20◦, and the angle standard deviation is given as 1◦

and 5◦ in Figure 2 (a) and Figure 2 (b), respectively. Figure
2 illustrates that the main lobes pointing to targets of interest
get narrow and with higher beam gain when σθn gets smaller,
which implies a higher accuracy of the target angle estimation.

Furthermore, Figure 3 shows the tradeoff between the
communication and the sensing performances. It is obvious
that with the improvement of the communication QoS, the
CRB increases. In the block-level precoding, we leverage the
conventional block-level SINR of the k-th CU as

SINRk =

∣∣hH
k wk

∣∣2∑Kcu

i=1,i̸=k

∣∣hH
k wi

∣∣2 + σ2
CU,k

, (26)

where the signal matrix X in (3) can be written as X = WS,
with W denoting the precoding matrix and wk denoting the
k-th entry of the precoding matrix W corresponding to the
k-th CU, and the transmit signal vector s is a set to include
QPSK-modulated symbols. The block-level precoding scheme
is set as a benchmark in Figure 3 and the numerical results are
generated by replacing (20c) with the constraint SINRk ≥ Γk.
It indicates that the proposed CI-DI-based design outperforms
the block-level precoding technique, due to the reason that the
block-level design consumes more power to reach the same
SINR/SNR threshold, i.e., Γk.

Figure 4 depicts the average SER at CUs and targets/Eves
versus the SNR threshold ΓCU,k. By imposing the DI con-
straints, we note that the SER at targets/Eves is close to one,
which indicates that the communication data is effectively
protected from being decoded by the targets/Eves. Besides,
it also illustrated that the SER at CUs gets lower with an
increasing power budget.
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Fig. 2: The resultant beampatterns via the proposed secure ISAC signaling
design with different a priori information of the angle, a) standard deviation
is 1◦, b) standard deviation is 5◦, Kcu = 3,Ktar = 2, P0 = 30 dBm,
ΓCU,k = 20 dB∀ k.

10 15 20 25 30 35 40

C,k
 (dB)

0.3

0.35

0.4

0.45

0.5

0.55

0.6

0.65

0.7

0.75

0.8

B
C

R
B

P
T
 = 25 dBm

P
T
 = 30 dBm

P
T
 = 35 dBm

Conventional SINR

CI-DI approach
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VI. CONCLUSION

In this paper, we presented a novel symbol-level signaling
design algorithm for ISAC systems aiming at ensuring com-
munication data security. The proposed design exploits the
CI-DI technique, while sensing performance was measured
by the BCRB and its PLS capability was quantified by the
SER. Our optimization problem formulation deals with the
BCRB minimization, while conveying the received signals at
CUs into the constructive region and making sure the received
signals at targets/Eves fall into the destructive region. The
presented numerical results verified that the CI-DI technique
effectively protects communication data security. It was also
showcased that the proposed symbol-level precoding technique
outperforms the block-level precoding design. It was also
demonstrated that the resultant beampattern with the proposed
design yields improved sensing performance (i.e., narrower
main beam with higher beam gain) when a priori statistical
information of the unknown targets’ parameters is known
accurately.
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