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A B S T R A C T

A theory for shear transformations in crystalline materials linking their Crystallography, atomic-scale mech-
anisms and Thermodynamics is introduced. The lattice and transformation function are treated as vector
space and functions respectively to overcome shortcomings of classical matrix-based theories for martensite
crystallography. The extremum principle is used to obtain the atomic paths minimising and maximising the
energy from all possible solutions, therefore explaining which sequences are more Thermodynamically feasible.
The face-centred cubic (FCC)→body-centred cubic (BCC) transformation in Fe is used as case study. The theory
predicts that the average values of the extrema correspond to the crystallography, shear magnitude, interface
defects and habit planes of main transformations in Fe, 𝑖.𝑒. Widmanstätten Ferrite, Bainite, lath martensite,
plate and lenticular martensite. Bainite represents the macroscopic average minimum energy configuration,
whereas Widmanstätten Ferrite corresponds to a local and discrete minimum energy configuration. Lath
martensite corresponds to the average shear configurations minimising atomic displacements when there
is no other driving force, 𝑒.𝑔. diffusion, whereas the maximum energy configurations correspond to plate
and lenticular martensite forming twin pairs. Targeted results for the FCC→hexagonal close-packed lattice
transformation are presented to demonstrate the robustness of the theory. The predictions are combined with
elasticity theory to compute the Driving Force and predict the start temperatures – therefore connecting for
the first time – local and macroscopic crystallographic features with the Thermodynamics of shear-controlled
structures in Fe. This work presents new results towards addressing longstanding challenges in Materials
Science such as theoretically demonstrating that Bainite is a shear transformation.
1. Introduction

It has been more than 100 years since the discoveries of marten-
site (1890s) and bainite (1920s) in iron [1,2]. Since then, steels and
other materials utilising shear transformations have been developed
to deliver unique properties, such as high strength, toughness, the
so-called ‘‘shape memory effect’’, elastocaloric response, among oth-
ers [3,4]. These transformations occur by rapid and coordinated atomic
displacements commonly leaving a one-to-one atomic correspondence
– or orientation relationship (OR) – between the parent and product
phase. In spite of the great importance of shear transformations in
Materials Science, to date, there is no unified theory able to predict and
explain from first principles the connections between Crystallography,
Thermodynamics and atomic mechanisms of different transformations.
This limitation also echoes longstanding debates in the Materials Sci-
ence community, such as the bainite controversy, 𝑖.𝑒. whether it is a
diffusion -or shear controlled transformation. Experimental evidence
supports the view of bainite being a shear transformation, although
promoted by atomic diffusion, but there is no quantitative theory able
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to justify the empirical knowledge [5]. Similarly for other material
systems, there are longstanding inconsistencies reported in the crys-
tallography of materials undergoing various shear transformations, 𝑒.𝑔.
for Titanium, NiTi and ZrO-based shape memory alloys/ceramics [6–
9]. In this context, one may even ask a more fundamental question:
why allotropic materials can undergo multiple transitions for a given
chemical composition, 𝑒.𝑔. for Fe and steel, Widmanstätten Ferrite,
Bainite, lath, plate (twinned) and lenticular martensite? In addition,
it is widely acknowledged that experimentally measured orientation
relationships (ORs) do not correspond exactly to classical ORs [10],
namely for Fe Bain (B), Kurdjumov–Sachs (KS), Nishiyama–Wasserman
(NW), Pitsch (P) and Greninger–Troiano (GT) (Table 1). Instead, it
has been shown that the transformation variants form a continuum
trajectory between KS, NW, P and GT ORs [7,11] and different atomic
paths should lead to the same OR during the transformation.

Given the importance of shear transformations in Materials Science,
several approaches have been proposed and validated – to a degree –
throughout the years. Most eminently, the Phenomenological Theory
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Table 1
Different ORs between FCC and BCC crystals.
OR Direction parallel Plane parallel Variants

Bain (B) ⟨100⟩𝐹𝐶𝐶 ||⟨110⟩𝐵𝐶𝐶 {100}𝐹𝐶𝐶 ||{100}𝐵𝐶𝐶 3
Kurdjumov–Sachs (KS) ⟨110⟩𝐹𝐶𝐶 ||⟨111⟩𝐵𝐶𝐶 {111}𝐹𝐶𝐶 ||{110}𝐵𝐶𝐶 24
Nishiyama–Wasserman (NW) ⟨110⟩𝐹𝐶𝐶 ||⟨100⟩𝐵𝐶𝐶 {111}𝐹𝐶𝐶 ||{110}𝐵𝐶𝐶 12
Pitsch (P) ⟨110⟩𝐹𝐶𝐶 ||⟨111⟩𝐵𝐶𝐶 {100}𝐹𝐶𝐶 ||{110}𝐵𝐶𝐶 12
Greninger–Troiano (GT) ⟨211⟩𝐹𝐶𝐶 ||⟨101⟩𝐵𝐶𝐶 {111}𝐹𝐶𝐶 ||{110}𝐵𝐶𝐶 24
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of Martensite Crystallography (PTMC) [12] with further improvements
and generalisations [13–16]. More recently, Cayron and co-workers
have approached the problem differently [17–20] by considering atoms
as hard spheres and defining a distortion matrix for the required
transformation atomic paths that is consistent with the associated
crystallography. Although these theories have been successfully used
to explain several transformations in Fe and other materials, most
cannot explain the specific atomic mechanisms involved and they
cannot be linked with the transformation Thermodynamics and/or
kinetics to be able to predict the resulting microstructure; similarly,
these approaches are not able to explain why multiple diffusionless
and diffusion-controlled transformations happen in the same material.
Interface models, such as the topological and Edge-to-edge match-
ing models [21–26], have also been proposed to explain the crystal-
lography of parent/product interphases and identify defects (mainly
dislocations) required to minimise the interfacial strain energy but
they do not explicitly address the atomic mechanisms involved in the
transformation or cover other defects commonly observed in shear
transformations like twinning. Atomistics such as Ab initio methods
have been used to study ground states between FCC and BCC/BCT
martensite in Fe but the increased computational complexities allow
to only cover very small supercells [27]. This limits the study of phase
transitions which require distorted intermediate states, as in the case
of shear transformations, as finite size effects can become dominant.
On the other hand, Molecular Dynamics has been a popular method
to study martensite in Fe [28], 𝑒.𝑔. for linking ORs when martensite
nucleates at different interfaces, but results vary significantly for differ-
ent simulation setups and only K–S and N–W ORs have been reported.
A central problem has been that most interatomic potentials for the
FCC→BCC phase transformation have been obtained from fitting atomic
displacements along the Bain path and using results from the PTMC,
therefore limiting their predictability given the known shortcomings of
the PTMC. In addition, MD is not suitable to study diffusion-influenced
transformations such as the bainitic reaction due to the long times
required (>ms). In summary, there are many outstanding challenges in
classical and more recent theories for the crystallography of martensite
and other shear transformations and there is genuine value in revisiting
these approaches to seek for definite answers.

The aim of this paper is to introduce a mathematical formalism
– as alternative approach to classical theories – to simultaneously
describe the Crystallography, atomic paths and Thermodynamics of
shear transformations based on a generalised lattice theory using vector
theory and the extremum principle. Section 2 covers the Background
where main limitations of the Matrix-theory based Phenomenological
Theory of Martensite Crystallography are identified. The problem is
later ‘‘re-defined’’ in terms of vector theory in Section 3 and it is shown
that atomic displacements are better illustrated as vector trajectories.
This, in combination with the Extremum principle, not only helps in
making the transformation processes easier to ‘‘visualise’’ but also to
highlight key physical processes and the energetics behind a shear–
influenced transformation. The FCC→BCC crystal transformation in Fe
is used as case study in Section 3.3 to illustrate the principles of the
theory for the predefined ORs KS and NW; the results are successful in
predicting the local crystallography and defect formation of Fe’s main
shear transformations, 𝑖.𝑒. Widmansttätten Ferrite, Bainite, lath marten-
site, as well as plate and lenticular martensite. The theory is generalised
2

in Section 4 to predict local and average crystallographic features of
all shear transformations in Fe, including the prediction of other ORs
between FCC and BCC, 𝑖.𝑒. Pitsch, Greninger–Troiano and Bain, as well
s identification of specific atomic paths for different transformation
ariants. Targeted results for FCC→HCP crystals are also discussed in
his section to demonstrate the robustness of the theory. The specifics
f this transformation are successfully recovered in terms of the local
riving force and dislocation configurations necessary for the phase
ransition. Section 5 derives the links between the Crystallography
nd Thermodynamics of the transformations to compute the driving
orce of all predicted structures. Summary and concluding remarks are
resented in Section 6 highlighting the cornerstone novelties of the
resent integrated approach and scientific questions it has successfully
ddressed.

. Towards a mathematical theory for the crystallography of shear
ransformations

ackground

So far, the most widely used and accepted approach to explain
he crystallography of martensitic and other shear transformations has
een the Phenomenological Theory of Martensite Crystallography and
ts multiple variations [14,15,29]. It is not the aim of this work to
xtensively discuss its main features and criticisms, as there are other
eviews readily available, but to highlight key assumptions that – in the
uthor’s opinion – are the primary reasons of the lack in meaningful
rogress in explaining the crystallography and atomic mechanisms of
ny shear transformation using a general approach, 𝑒.𝑔. it was only
ntil 2017 that the atomic paths leading to the crystallographic fea-
ures of {225} habit plane in plate (twinned) martensitic steels were
uccessfully explained, more than 60 years after the conception of the
TMC [19].

The basic idea of the PTMC is that the transformation strain tensor
matrix) 𝑃 is composed by the product of a lattice deformation tensor

– or Bain strain – also generating the product lattice from the parent
attice-, a number of lattice invariant deformation tensor(s) 𝑆 and a
igid body rotation 𝑅. This is mathematically expressed as [29,30]:

= 𝑅𝐵𝑆. (1)

We highlight here that matrix multiplication is in general non-
commutative and requires predefining a transformation sequence, 𝑖.𝑒.
nvariant deformation happens before (𝑆) lattice deformation (𝐵), al-

though in reality both processes may happen simultaneously. It is later
noted that 𝑃 can be instead represented by a simple shear relationship
assuming 𝑃 is an invariant plane strain: 𝑃 = 𝐼 + 𝑚𝒅𝒑𝑇 where 𝑚 is the
hear magnitude, 𝒅 is the normalised shear direction, 𝒑 the normalised
abit plane, and 𝑇 denotes its transpose. 𝒅 for Fe is assumed to be
omposed either by dislocations or twin variants. Variations of this
heory follow similar solution methods.

Three main shortcomings to address in the PTMC are:

1. Pre-existence of crystal defects is always needed to explain the
strain accommodation process and compute 𝒅 but the origins
of why and how such defects form is not established. This is
because – for instance in the case of Fe – the Bain correspon-
dence requires the addition of slip and twinning to be able to

reproduce the right shape and structure. In addition, there is no
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quantitative explanation what forms first, the predicted ORs or
the pre-defined defects – or if both form simultaneously – and
any geometric links between these two features.

2. No direct connection between the Crystallography and Ther-
modynamics of the transformation, 𝑒.𝑔. via predicting the start
temperatures (𝑀𝑠, 𝐵𝑠, etc.), which does not make possible to
relate features of different transformations in the same material,
𝑒.𝑔. explain why twins and dislocations are predominant in
plate and lath martensite, respectively. This also implies that
it is not possible to explain using this theory why different al-
lotropic phases happen to the same material following different
thermal/mechanical histories.

3. Most theories are Matrix based and follow linear algebra con-
cepts. This formalism, although mathematically correct, does
require predefining specific sequences in the transformation as
matrix multiplication is in general non-commutative, 𝑖.𝑒. invari-
ant transformation happens before lattice deformation, but shear
transformations are not symmetric. In addition, for lattices with
lower symmetry such as the HCP, a single 3 × 3 matrix is
not able to describe all necessary crystal lattice symmetries
and additional considerations are needed to make a phase
transformation function complete.

Item 1 is a key assumption for all models and is the main reason
why most approaches are Phenomenological. Referring to Bowles and
Mackenzie’s seminal paper, they stated [12]: ‘‘the theory is phenomeno-
logical and is concerned only with the initial and final states. It follows
that nothing can be deduced about the actual paths taken by the atoms
during transformation’’. Although subsequent works tried to expand the
scope of the theory 𝑒.𝑔. by incorporating multiple shear processes [29],
so far no work has been able to predict and explain why crystal defects
form in the first place, 𝑖.𝑒. whether they form before or during the phase
transformation, and why dislocations and twins form specifically in
lath and plate/lenticular martensite in Fe, respectively. Such informa-
tion could give meaningful clues about how the microstructure evolves
during the transformation process. In addition, experimental evidence
has highlighted that selection of specific ORs and formation of crystal
defects may happen simultaneously, suggesting that crystal defects
form as the transformation happens and not before (item 2). In-situ
TEM studies on deformation-induced martensite in Fe have shown that
the selection of the crystallographic variant for the martensite nucleus
was not related to the accommodation of transformation strain by
dislocations in the austenite [31–34]; it was also shown that preexisting
defects in austenite are not transmitted to martensite and the internal
martensite microstructure and interface evolve independently. As for
predefining the ORs, a number of models have been proposed to predict
ORs based on energy minimisation arguments [35], such as minimising
the misfit at the interface [25,36], but these have not been able to
predict the occurrence of defects or have been linked to the driving
force of the transformation. Overcoming this limitation could allow us
to study different ORs simultaneously and explain why several ORs are
observed in the same transformation structure -a current limitation in
the PTMC and other existing approaches- and that there are continuum
paths between them.

For item 2, the PTMC was originally defined to study martensitic
transformations but it has been applied to other shear transforma-
tions such as twinning, Widmansttätten Ferrite, etc., however, there is
not proper mathematical justification of why it works in these cases,
𝑖.𝑒. there is no (Energy-based) criterion that determines the atomic
sequences more favourable in each case. As consequence, the PTMC
cannot explain why several allotropic transformations with different
crystallographic features can occur in the same material system, 𝑒.𝑔.
Widmansttätten Ferrite, Bainite and multiple martensites in Fe, as it
is not possible to connect the predictions to specific atomic paths of
different structures and their associated driving forces. When looking
3

at other materials such as Ti and Shape Memory alloys, the existence o
of multiple allotropic transformations within a single material compo-
sition is common but these theories fail to predict and explain their
occurrence.

As for item 3, referring again to Bowles and Mackenzie’s paper:
‘‘since the problem is concerned with finite, though small, homoge-
neous strains a matrix representation is appropriate’’. This assumption
has subtle but significant consequences as the transformation strain
in many metals like Fe is very high (≥ 0.2) [29]; this will be ad-
dressed in the following sections. Most Matrix-based representations
have not considered atomic displacements, which leads to inconsisten-
cies in the theory or to introduce ill-defined physical concepts such as
‘‘atomic shuffles’’. For instance, when calculating the crystallography
of FCC→HCP transition in FeMnSi using the PTMC, Guo et al. [37] had
to assume small ‘‘atomic shuffles’’ occurring in the middle layer of an
FCC plane but without affecting the macroscopic shape cell in order
to recover the HCP shape. The concept of ‘‘atomic shuffling’’ has no
clear physical justification — nor mechanisms for its occurrence [38].
Similar arguments have been reported for the FCC→HCP→BCT phase
transformations [33] where small atomic shuffles are required – in
addition to forming Shockley partials – to complete the transforma-
tion sequence. Cayron [18] partially overcame this problem by using
a hard-sphere model. Distortion matrices are computed to represent
specific atomic displacements along various ORs, via the angle of
planar distortion, but it is not known if these specific paths correspond
to minimum/maximum energy paths, as there are infinite number
of possible atomic configurations for the FCC→BCC phase transition.
Although matrix multiplication to a vector is equivalent to performing
a linear transformation on that vector – which can prove to be useful
when deconvoluting several transformations, 𝑒.𝑔. dilation, pure shear
and rotation – the fact that matrix multiplication is not commutative
means that careful attention about product order is needed. Another
example of why Matrix based approaches are not always convenient is
that a single shear matrix may not be able to predict all crystallographic
features, 𝑒.𝑔. the only way the PTMC could predict the habit plane
{755} in lath martensite was by introducing 2 IPS. To the author’s
knowledge, the requirement of having 2 IPS has not been explained
using theoretical arguments, but instead the fact that either dislocations
or twins are observed in martensite, hence these are simply assumed to
be strain accommodation components.

All this demonstrates that there is significant merit in approaching
the problem differently with the aim of gaining more insights about
unanswered – or at partially answered – questions concerning the
crystallography and Thermodynamics of shear transformations. The
aim of the work is to introduce an alternative theoretical approach
with main assumptions simple and easy to understand, yet with a
mathematical formalism robust enough to address issues that existing
theories could not address before. In addition, we will show that main
features of the approach are compatible with existing theories, like the
PTMC, whilst explaining why the present theory is able to explain more
compellingly the physics behind shear transformations.

3. Basic definitions: Crystal lattice and shear transformation func-
tions

We will introduce an alternative approach to describe shear trans-
formations using lattice and vector theories. We will only make brief
comparisons and analogies to the PMTC since this work is based on
different assumptions and mathematical formalism that guarantee the
theory is complete. Further discussion and possible links to the PTMC
are presented in Section 5.1.

3.1. Revisiting lattice theory

A simple definition of a crystal lattice, 𝑖.𝑒. a periodic arrangement of
toms forming a crystal, gives the classical mathematical interpretation

f any lattice point 𝐴 being identified using a set of 3 basis vectors



Materialia 33 (2024) 102033E. Galindo-Nava

𝑎

o
f
t
b
i
s
s
s
a
d
T
o
p
3
s
h
W
f
g

i
m
t

𝐴

w
p
a
o
o
s
d
m
a
𝑁

Fig. 1. Primitive vectors considered in the (a) FCC, (b) BCC and (c) HCP lattice systems.
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𝑖 ∈ R3 [39]: 𝐴 = 𝑂𝑎1 + 𝑃𝑎2 + 𝑄𝑎3, where 𝑂, 𝑃 ,𝑄 are integers
representing the lattice’s translational symmetry. The parallelepiped
constructed from 𝑎𝑖 forms a unit cell and, for convenience, the basis
vectors are typically chosen to form a primitive (reduced) cell forming
the motif. We must note that a crystal lattice is formed by the lattice
and the motif, with both features fully describing crystal symmetry.
Mathematically, this means that if the primitive unit cell does not
match the motif, it may not be possible to span the crystal lattice using
only 3 vectors. For example, the motif of the HCP lattice is given by
a rhombic prism having 4 atoms outside the origin (𝑐𝑆 , 𝑐𝑇 , 𝑐𝑈 and
𝑐𝑉 ) in Fig. 1(c), and 3 basis vectors (lattice points) are not enough to
generate this motif. Referring to Fig. 1c, if the lattice basis vectors
are (in cartesian coordinates): 𝑐𝑆 = 𝑎𝜖[1, 0, 0], 𝑐𝑇 = 𝑎𝜖[−

1
2 ,

√

3
2 , 0] and

𝑐𝑈 = 𝑎𝜖[0, 0, 𝜔], where 𝜔 = 𝑐𝜖
𝑎𝜖

, it is impossible to obtain the lattice
point 𝑐𝑉 = 𝑎𝜖

2 [1,
1
√

3
, 𝜔] using linear combinations of 𝑐𝑆 , 𝑐𝑇 and 𝑐𝑈 with

nly integer coefficients, 𝑖.𝑒. 𝑐𝑉 ≠ 𝑆𝑐𝑆 + 𝑇 𝑐𝑇 + 𝑈𝑐𝑈 for 𝑆, 𝑇 , 𝑈 ∈ Z. In
act, it is easy to show that there is no combination of 3 basis vectors
hat can span every atom in the HCP lattice using integer coefficients
ecause the motif requires 4 vector coordinates to completely describe
ts crystal symmetries. Other lattices with similar issues include ordered
tructures, such as ZrO or NiTi, where atoms of different species occupy
pecific lattice points and additional basis vectors are needed to de-
cribe this difference. This subtle but important limitation when using

classical mathematical treatment has crucial implications towards
efining accurate vector functions representing phase transformations.
his is because in shear transformations there must exist a one-to-
ne correspondence between lattice points in the parent and product
hases, 𝑖.𝑒. the transformation function must be injective. For example,
× 3 matrices can only represent 3 atomic positions to predict lattice

ymmetry, which is not enough to completely determine the motif,
ence all atomic positions and crystal symmetries in the HCP lattice.
e will therefore proceed to modify slightly the previous mathematical

ramework and treat the crystal lattice as a vector space but with a more
eneral formalism.

We now assume that a crystal lattice  is generated by 𝑁 linearly
ndependent vectors 𝑎𝑖 ∈ R3 with 𝑖 = 0, 1,… , 𝑁 − 1, where 𝑁 is the
inimum number of primitive vectors to generate the motif in , such

hat any lattice point 𝐴 ∈  is obtained by their linear combination:

=
𝑁−1
∑

𝑖=0
𝑁𝑖𝑎𝑖 (2)

here 𝑁𝑖 ∈ Z. It is important to note that this generalised definition
reserves the translational symmetry of the lattice as required. An
dvantage of this definition is that we can also define the dimension
f any lattice as dim() = 𝑁 . This number is defined as the number
f vectors (or lattice points) required to generate the motif of a crystal
tructure, it does not refer to a spatial dimension which is always 3-
imensional. Identifying 𝑁 is important because the dimension (or
otif) of the parent and product phases after a phase transformation

re not necessarily identical, 𝑒.𝑔. 𝑁 = 3 for the FCC and BCC lattices but
= 4 in the HCP lattice as just discussed, and additional considerations
4

a

Table 2
Primitive vectors considered in this work for various crystal structures.

FCC BCC HCP

𝑎𝑂 = 𝑎𝛾
2
[1,−1, 0] 𝑏𝑀 = 𝑎𝛼

2
[1, 1, 1] 𝑐𝑆 = 𝑎𝜖 [1, 0, 0]

𝑎𝑃 = 𝑎𝛾
2
[1, 0, 1] 𝑏𝑁 = 𝑎𝛼 [0, 0, 1] 𝑐𝑇 = 𝑎𝜖 [−

1
2
,
√

3
2
, 0]

𝑎𝑄 = 𝑎𝛾
2
[0,−1, 1] 𝑏𝐿 = 𝑎𝛼 [1, 0, 0] 𝑐𝑈 = 𝑎𝜖 [0, 0, 𝜔]

𝑐𝑉 = 𝑎𝜖
2
[1, 1

√

3
, 𝜔]

are needed to preserve the one-to-one atomic correspondence in a phase
transformation function. This is covered in Section 4. Table 2 shows
primitive basis vectors in cartesian coordinates considered in this work
to generate the motif and lattice of FCC, BCC and HCP crystals. We
note that possible differences in the motif – or dimensions – between
parent and product phases have not been included in the PTMC or other
matrix-based theories, which has caused problems when addressing
the crystallography of shear transformations. Differences in 𝑁 imply
that the transformation function cannot be a single 3 × 3 matrix but
additional matrix/vector terms have to be included to consider the
changes in crystal symmetry and the face that the transformation func-
tion must be at least injective, i.e. map all atoms from the parent onto
the product phase. With the new generalised description of a crystal
lattice we can proceed to define the necessary functions representing a
shear transformation.

3.2. The shear transformation function

Let us consider the parent () and product () lattices with set of
basis vectors {𝑎𝑖} and {𝑏𝑗}, respectively, undergo a shear transforma-
tion represented by a vector function 𝑇 . This function is equivalent to
the matrix functions used in the Phenomenological Theory of Marten-
site Crystallography (Eq. (1)), but 𝑇 is defined to consider dilatation
(𝐵) and shear (𝑆) simultaneously and we do not need to pre-define
which happens first 𝐵 or 𝑆 as in Eq. (5). We first consider the case
for dim() =dim() = 𝑁 and the general case is considered in
Section 4. If we assume that a phase transformation only involves
atomic displacements and no compositional changes then 𝑇 is linear
nd injective. This means that, for any lattice point (atom) 𝐴 ∈  with
=
∑𝑁−1

𝑖=0 𝑁𝑖𝑎𝑖, 𝑇 has the form:

(𝐴) = 𝑇
(𝑁−1
∑

𝑖=0
𝑁𝑖𝑎𝑖

)

=
𝑁−1
∑

𝑖=0
𝑁𝑖𝑇 (𝑎𝑖) = 𝐵. (3)

ith 𝐵 ∈ . This shows that it is only necessary to calculate 𝑇 for
he basis set {𝑎𝑖} in , as expected. In addition, we can also see that 𝑎𝑖
ransforms into a basis vector in , 𝑖.𝑒. 𝑇 (𝑎𝑖) = 𝑏𝑘 with 𝑏𝑘 ∈ {𝑏𝑗}. This is
ecause if 𝑏𝑘 is not a basis vector in , it is expressed as 𝑏𝑘 =

∑𝑁−1
𝑗=0 𝑁𝑗𝑏𝑗

ut this would imply that 𝑏𝑘 = 𝑇 (𝑎𝑖) =
∑𝑁−1

𝑗=0 𝑁𝑗𝑏𝑗 =
∑𝑁−1

𝑗=0 𝑁𝑗𝑇 (𝑎𝑗 ) with
𝑗 ≠ 𝑎𝑖; this means that 𝑎𝑖 =

∑𝑁−1
𝑗=0 𝑁𝑗𝑎𝑗 but 𝑎𝑖 is a basis vector, which

epresents a contradiction. This relation will be useful when searching
ll possible combinations of lattice correspondence between the parent

nd product phase.
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Shear and Martensitic transformations involve the collective (shear)
displacements of atoms but specific directions remain invariant, which
give rise to orientation relationships (ORs) between  and . This

eans that 𝑇 describes a dilatation along an invariant direction, which
s expressed as: if 𝑎0 ∈  is parallel to 𝑏0 ∈  (𝑎0∥𝑏0), then 𝑇 (𝑎0) =
(𝐴0 + 𝛿𝑛0) = 𝑏0, where 𝑅 is an Euclidean rotation matrix, 𝛿 is the
istortion to match crystal dimensions for , 𝑖.𝑒. ‖𝑏0‖ and 𝑛̂0 is the unit
ector for 𝑎0. 𝑅 is included to rotate the transformed vectors in  onto
he reference coordinate system in .

Since the shear transformation function consists of transforming an
-dimensional lattice into another 𝑁 lattice, we need 𝑁 −1 additional

unctions to represent the phase transformation. The simplest way to
epresent the remaining functions is to ‘‘add’’ the necessary (shear)
isplacements, 𝑖.𝑒. 𝑇 (𝑎𝑖) = 𝑅(𝑎𝑖 + 𝑠𝑖) = 𝑏𝑖 with 𝑖 = 1,… , 𝑁 −

1 and 𝑠𝑖 is a shear vector 𝑠𝑖 = [𝑥𝑖, 𝑦𝑖, 𝑧𝑖] representing the atomic
isplacement of atom 𝑎𝑖 towards positioning at 𝑏𝑖 in . We will use

‘shear displacement’’ throughout the manuscript to differentiate the
tomic displacements produced by shear (𝑠𝑖) to those by dilatation 𝛿𝑛̂0
uring the transformation. Actual (unitless) shears are calculated later
n Section 5 to compute the Thermodynamic driving force. We note
hat 𝑎0 may not be a primitive vector forming the motif, 𝑒.𝑔. invariant
irections in the Greninger–Troiano (GT) Orientation Relationship are
ot primitive (Table 1), which means that other vectors involved in the
ransformation function may not be primitive as well. This is further
laborated in Section 4.1.

Combining the previous results the shear transformation function
n Eq. (3) is given by:

(𝐴) = 𝑅
(

𝐴 +𝑁0𝛿𝑛̂0 +
𝑁−1
∑

𝑗=1
𝑁𝑗𝑠𝑗

)

= 𝐵, 𝑖 = 1,… , 𝑁 − 1 (4)

This equation resembles the form of Eq. (1) for the PTMC but the
shear and invariant displacements are represented in terms of specific
atomic paths (basis vectors) also highlighting the lack of symmetry in
the transformation, therefore addressing items 1 and 3 in Section 2.
In addition, the results mathematically show that 2 shear systems
are required for the FCC→BCC transformation, therefore explaining
why Kelly had to use 2 invariant shear systems for the case of lath
martensite. Implications for this and other shear transformations are
discussed in the following section. Also, we will discuss about the
choice of 𝑎0 and 𝑎𝑖 in Section 4. We note that considering invariant
parallel directions during a phase transformation is one of the key
aspects that identify shear transformations and any predictive model
has to incorporate this feature, this assumption is not claimed as a
novelty in the present work.

In order to obtain solutions for 𝑠𝑖, we use the geometric relationships
for the 𝑁 primitive vectors in  to match lattice dimensions and
associated symmetries. Assuming 𝑇 (𝐴𝑖) = 𝐵𝑖, with 𝐴0∥𝐵0 and 𝐴𝑖, 𝐵𝑖
with 𝑖 = 1,… , 𝑁 − 1 being linearly independent, we have:

‖𝐵0‖ = ‖𝐴0 + 𝛿𝑛̂0‖ = ‖𝐴0‖ + 𝛿 (5)

‖𝐵𝑖‖
2 =

‖

‖

‖

‖

𝐴𝑖 +𝑁𝑖,0𝛿𝑛̂0 +
𝑁−1
∑

𝑗=1
𝑁𝑖,𝑗𝑠𝑗

‖

‖

‖

‖

2

𝐵0 ⋅ 𝐵𝑖 =
(

𝐴0 + 𝛿𝑛̂0

)

⋅
(

𝐴𝑖 +𝑁𝑖,0𝛿𝑛̂0 +
𝑁−1
∑

𝑗=1
𝑁𝑖,𝑗𝑠𝑗

)

, 𝑖 = 1,… , 𝑁 − 1

𝐵1 ⋅ 𝐵𝑘 =
(

𝐴1 +𝑁1,0𝛿𝑛̂0 +
𝑁−1
∑

𝑗=1
𝑁1,𝑗𝑠𝑗

)

⋅
(

𝑎𝑘 +𝑁𝑘,0𝛿𝑛̂0 +
𝑁−1
∑

𝑗=1
𝑁𝑘,𝑗𝑠𝑗

)

,

where 𝐴𝑖 =
∑𝑁−1

𝑗=1 𝑁𝑖,𝑗𝑎𝑗 . In addition, we have ignored 𝑅 in the right
hand side of each equation, as vector magnitudes and angles between
vectors are preserved under rigid rotations. We note that all vectors are
in R3 and only two angles, 𝑖.𝑒. projections between 2 vectors via the dot
product, are needed. We can easily obtain 𝛿 = ‖𝐵0‖−‖𝐴0‖ from the first
equation but solutions for other variables demand more attention. This
is because the combination of Eq. (5) gives 3𝑁−3 non-linear equations
5

(1 for ‖𝐵0‖, and 𝑁 −1 for ‖𝐵𝑖‖, 𝐵0 ⋅𝐵𝑖 and 𝐵0 ⋅𝐵𝑖) for 3𝑁 −2 unknown
variables, 𝛿, 𝑥𝑖, 𝑦𝑖, 𝑧𝑖, which means that Eq. (5) has infinite number of
solutions and an additional condition is required to be able to find a
finite set solutions to the formulation.

The last equation required for solving the previous system is based
on energy principles. Bain first conceived that the martensitic transfor-
mation should be such that atomic shift requires minimum motion [40].
Similarly, strain energy minimisation methods have been used to study
defect formation at the transformation interface [21] as well as to
predict ORs between parent/product phase or matrix/precipitate inter-
faces [24,41–47]. However, the fact that materials like Fe can undergo
multiple shear transformations indicates that there should not only
exist one minimum energy configuration but other configurations are
possible which could even maximise the strain energy release. To
address all possible energy states we employ the Extremum Principle
stating that all stationary states, 𝑖.𝑒. atomic path configurations that are
energetically optimal, correspond to the extrema of the transformation
strain energy [48]. The Extremum Principle is a well-established
Thermodynamic principle that has been used in various applications
in Physics and Materials Science involving phase transformations and
mechanical stability. For instance, Fischer, et al. [49] provided an
overview on the extremum principle applied to Materials Science. Svo-
boda et al. [50] have used it to predict diffusion-based transformations
in metals. Bonvalet-Rolland, et al. [51] have used this concept to
model phase nucleation in multicomponent systems. Similarly, several
authors have used this principle to derive a comprehensive model for
constitutive relations during non-linear plasticity [52–54].

Since the strain energy is proportional to the magnitude of the total
shear displacements 𝒔 [55], the Extrema condition can be written in
terms of atomic paths via 𝑠𝑖:

max/min{𝒔} = max/min
{

√

∑

𝑖
𝒔2𝑖

}

(6)

with 𝒔𝑖 = ‖𝑠𝑖‖. Eq. (6) is a selection principle for the undetermined
system of equations in 5, which allows us to find unique set of solutions
for 𝑠𝑖 that give the absolute maximum and minimum values from all
ossible solutions. As for 𝛿, we follow Bain’s original argument that 𝛿
hould be obtained to minimise atomic dilatation; such condition will
e necessary for obtaining the ORs in Section 4. It is interesting noting
hat the solutions for Eq. (5) and 𝒔𝑖 form closed curves (covered in the
ollowing section). This means that there should be at least 4 extrema
nergy configurations producing different shear transformations.

In order to illustrate how the theory works, we first consider the
CC→BCC phase transformations in Fe following Kurdjumov–Sachs
KS) and Nishiyama–Wasserman (NW) orientation relationships and
ater generalise the results in Section 4.

.3. Case study: FCC→ BCC transformation considering Kurdjumov–Sachs
nd Nishiyama–Wasserman ORs

Let us consider the primitive vectors for FCC and BCC shown in Ta-
le 2. If we first follow Kurdjumov–Sachs (KS) orientation relationship
OR), 𝑇 involves a dilatation along ⟨110⟩𝐹𝐶𝐶

1 with parallel ⟨111⟩𝐵𝐶𝐶
irection in BCC. We can consider 𝑎𝑂∥𝑏𝑀 and, for convenience, let us
lso consider 𝑇 (𝑎𝑃 ) → 𝑏𝑁 and 𝑇 (𝑎𝑄) → 𝑏𝐿, as both sets of vectors are
irst nearest neighbours of 𝑎𝑂 and 𝑏𝑀 , respectively. As for Nishiyama–

asserman OR, ⟨110⟩𝐹𝐶𝐶∥⟨100⟩𝐵𝐶𝐶 , we consider 𝑎𝑂∥𝑏𝐿, but since 𝑏𝑁
s not first nearest neighbour of 𝑏𝐿 (Fig. 1b), we need to choose another
ector. The extremum principle also dictates that the choice of 𝑎𝑖 and
𝑖 should be such that 𝑠𝑖 is optimal, therefore, we choose 𝑏𝑁𝑊

2 =

1 Vectors in Miller indices are written as [110] whereas vectors in cartesian
coordinates are written in the form [1,−1, 0] throughout this manuscript; the
former is employed mostly for discussions and the latter is used for the model
calculations.
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2 [1,−1, 1] as it is nearest neighbour of 𝑏𝐿 and has same magnitude

as other primitive vectors within the BCC unit cell. We therefore have
the product basis vectors for the two OR as:

𝑏𝐾𝑆
0 = 𝑎𝛼

2 [1, 1, 1] 𝑏𝑁𝑊
0 = 𝑎𝛼[1, 0, 0]

𝑏𝐾𝑆
1 = 𝑎𝛼[0, 0, 1] 𝑏𝑁𝑊

1 = 𝑎𝛼
2 [1, 1, 1]

𝑏𝐾𝑆
2 = 𝑎𝛼[1, 0, 0] 𝑏𝑁𝑊

2 = 𝑎𝛼
2 [1,−1, 1]

(7)

iving the transformation function:

𝑇 (𝑎𝑂) = 𝑅(𝑎𝑂 + 𝛿𝑗 𝑛̂𝑂) = 𝑏𝑗0
𝑇 (𝑎𝑃 ) = 𝑅(𝑎𝑃 + 𝑠𝑗1) = 𝑏𝑗1
(𝑎𝑄) = 𝑅(𝑎𝑄 + 𝑠𝑗2) = 𝑏𝑗2 (8)

ith 𝑠𝑗1 = [𝑥𝑗1, 𝑦
𝑗
1, 𝑧

𝑗
1] and 𝑠𝑗2 = [𝑥𝑗2, 𝑦

𝑗
2, 𝑧

𝑗
2] and 𝑗 = 𝐾𝑆,𝑁𝑊 . Substituting

hese values in Eq. (5) we get:

‖𝑏𝑗0‖
2 = ‖𝑎𝑂 + 𝛿𝑗 𝑛̂𝑂‖

2 = (‖𝑎𝑂‖ + 𝛿𝑗 )2‖𝑛̂𝑂‖2 = (‖𝑎𝑂‖ + 𝛿𝑗 )2 (9a)

‖𝑏𝑗1‖
2 = ‖𝑎𝑃 + 𝑠𝑗1‖

2 =
(

𝑥𝑗1

)2
+
(𝑎𝛾

2
+ 𝑦𝑗1

)2
+
(𝑎𝛾

2
+ 𝑧𝑗1

)2
(9b)

‖𝑏𝑗2‖
2 = ‖𝑎𝑄 + 𝑠𝑗2‖

2 =
(𝑎𝛾

2
+ 𝑥𝑗2

)2
+
(

𝑦𝑗2

)2
+
(𝑎𝛾

2
+ 𝑧𝑗2

)2
(9c)

𝑏𝑗0 ⋅ 𝑏
𝑗
1 = (𝑎𝑂 + 𝛿𝑗 𝑛̂𝑂) ⋅ (𝑎𝑃 + 𝑠𝑗1) =

( 𝑎𝛾
√

2
+ 𝛿𝑗 )

√

2

(

𝑥𝑗1 − 𝑦𝑗1 +
𝑎𝛾
2

)

(9d)

𝑗
0 ⋅ 𝑏

𝑗
2 = (𝑎𝑂 + 𝛿𝑗 𝑛̂𝑂) ⋅ (𝑎𝑄 + 𝑠𝑗2) =

( 𝑎𝛾
√

2
+ 𝛿𝑗 )

√

2

(

𝑥𝑗2 − 𝑦𝑗2 +
𝑎𝛾
2

)

(9e)

𝑗
1 ⋅ 𝑏

𝑗
2 = (𝑎𝑃 + 𝑠𝑗1) ⋅ (𝑎𝑄 + 𝑠𝑗2) = 𝑥𝑗1

(𝑎𝛾
2

+ 𝑥𝑗2

)

+
(𝑎𝛾

2
+ 𝑦𝑗1

)

𝑦𝑗2

+
(𝑎𝛾

2
+ 𝑧𝑗1

)(𝑎𝛾
2

+ 𝑧𝑗2

)

(9f)

where we can easily obtain 𝛿𝐾𝑆 =
√

3𝑎𝛼
2 − 𝑎𝛾

√

2
and 𝛿𝑁𝑊 = 𝑎𝛼 − 𝑎𝛾

√

2
. It

is interesting to highlight that the equations for KS and NW only differ
by 4 constant values, 𝑖.𝑒. ‖𝑏𝑗0‖, ‖𝑏𝑗1‖, ‖𝑏𝑗2‖ and 𝑏𝑗1 ⋅ 𝑏

𝑗
2. This suggests that

solutions for KS and NW have similar behaviour, which is consistent
with experimental and theoretical observations reporting that these
ORs are the most commonly reported in Fe [10,28]. As for the shape of
the solutions, for this particular choice of vectors, 𝑦𝑗1 and 𝑦𝑗2 are linearly
related to 𝑥𝑗1 and 𝑥𝑗2, respectively, with slope equal to −1 (Eq. (9)d and
(e). This means that the rate change for shear displacements 𝑠𝑗1 and 𝑠𝑗2
is equal along 𝑎𝑂 ([110]). As for 𝑧𝑗1 and 𝑧𝑗2, two solutions exist in each
case given the quadratic form of Eq. (9)b and c. Finally, Eq. (9)f shows
that 𝑠𝑗1 and 𝑠𝑗2 are non-linearly related to each other indicating that one
vector variable can be solved first, 𝑒.𝑔. 𝑠1, to later determine the other.
To better understand the physical meaning of possible solutions for 𝑠𝑗1
nd 𝑠𝑗2, we can also compute their associated habit planes by calculating
he normal vector to 𝑠𝑖 and 𝑎𝑂 (invariant direction):

𝑃 𝑗
1 =

𝑎𝑂 × 𝑠𝑗1
‖𝑎𝑂 × 𝑠𝑗1‖

𝑃 𝑗
2 =

𝑎𝑂 × 𝑠𝑗2
‖𝑎𝑂 × 𝑠𝑗2‖

(10)

Geometrically, this formula calculates the planes (via their normal
ectors) formed by the invariant direction and shear directions, 𝑖.𝑒.
hese planes define the directions not affected by 𝑠1 and 𝑠2.

We present an algorithm to calculate the (cartesian) habit planes
n (integer) Miller indices. We first note that the Miller indices of a
lane are computed as the intersection of the plane with the 3 axes
for a cubic lattice). We can use the equation of a plane to find such
ntersections: 𝐻𝑃 𝑗

𝑖 ⋅ 𝑟 = 𝐴, where 𝐻𝑃 𝑗
𝑖 = (𝐻𝑃 𝑗

𝑖,𝑥,𝐻𝑃 𝑗
𝑖,𝑦,𝐻𝑃 𝑗

𝑖,𝑧) is the
normal vector to the habit plane (Eq. (10)), 𝑟 = (𝑥, 𝑦, 𝑧) is any point
on the plane, and 𝐴 is a constant. We also note that the habit plane
6

calculated in Eq. (10) includes the origin, which would make 𝐴 = 0 as
𝑟 = (0, 0, 0) is on the plane and we therefore cannot compute the Miller
Indices. Instead, we consider an adjacent plane with same orientation,
𝑖.𝑒. same normal vector, that does not contain the origin such that 𝐴 ≠ 0
to give the equation: 𝐻𝑃 𝑗

𝑖,𝑥𝑥 +𝐻𝑃 𝑗
𝑖,𝑦𝑦 +𝐻𝑃 𝑗

𝑖,𝑧𝑧 = 𝐴. We also highlight
that 𝐻𝑃 𝑗

𝑖 are of the form (𝑙 𝑙 𝑘), as these vectors are orthogonal to 𝑎𝑂
see Eq. (10)), which means that 𝐻𝑃 𝑗

𝑖,𝑥 = 𝐻𝑃 𝑗
𝑖,𝑦. We can now compute

he intersections with the 3 axes. Considering the case of 𝑧 = 𝑦 = 0,
we find that 𝐴 = 𝐻𝑃 𝑗

𝑖,𝑥𝑁𝑀𝐼 with 𝑁𝑀𝐼 being a normalising constant
to make Miller indices integers (or close to). An identical solution is
obtained when 𝑧 = 𝑥 = 0. Lastly, when 𝑥 = 𝑦 = 0, the 𝑧𝑀𝐼 component

equals to 𝐻𝑃 𝑗
𝑖,𝑧𝑧𝑀𝐼 = 𝐻𝑃 𝑗

𝑖,𝑥𝑁𝑀𝐼 or 𝑧𝑀𝐼 =
𝐻𝑃 𝑗

𝑖,𝑥

𝐻𝑃 𝑗
𝑖,𝑧
𝑁𝑀𝐼 . This gives the

equivalent habit plane in Miller indices as:

𝐻𝑃 𝑗
1 (Miller) = 𝑁𝑀𝐼

(

1 1
𝐻𝑃 𝑗

1,𝑥

𝐻𝑃 𝑗
1,𝑧

)

𝐻𝑃 𝑗
2 (Miller) = 𝑁𝑀𝐼

(

1 1
𝐻𝑃 𝑗

2,𝑥

𝐻𝑃 𝑗
2,𝑧

)

(11)

𝑁𝑀𝐼 is adjusted to produce the closest combination of vectors having
nteger components according to experimental reports. This equation is
lso useful to transform the habit planes in Miller index notation back
o cartesian coordinates in the form of Eq. (10).

We note that 2 habit planes are calculated given that, mathemat-
cally, two solutions (plus the solution to the invariant direction) are
eeded to make the transformation injective. Eq. (9) have been solved
umerically to study the behaviour of the solutions for 𝒔𝒋𝟏 = ‖𝑠𝑗1‖,

𝒔𝒋𝟐 = ‖𝑠𝑗2‖ and 𝒔𝑗 in each OR case. Solutions were numerically found by
assigning specific values to a variable, 𝑖.𝑒. 𝑥𝑗1 for simplicity, and solving
the equations for the remaining variables using Newton–Raphson inte-
gration. The lattice parameters of Fe were used for the calculations:
𝑎𝛾 = 0.385 nm and 𝑎𝛼 = 0.286 nm. Figs. 2(a) and (b) show the results
for 𝒔𝑗𝟏 (solid lines) and 𝒔𝑗𝟐 (dashed lines) for KS and NW, respectively.
The two sets of solutions for 𝒔𝑗𝟐 are represented by the pink and purple
lines, respectively. Each set of solutions represent a closed curve with 4
extrema, one minimum and maximum for 𝑦𝑗1 as well as a minimum and
maximum for 𝒔𝑗𝒊 ; the meaning of the 4 extrema is discussed below. For
the case of KS OR, solutions for 𝑠𝐾𝑆

2 are not symmetric, whereas for NW
they are antisymmetric about 𝑦𝐾𝑆

1 ∼ 0.10 nm. Fig. 2(c) shows results for

𝒔𝑗 =
√

(𝒔𝒋𝟏)
2 + (𝒔𝒋𝟐)

2 following the two possible solutions for KS. 𝒔𝐾𝑆 for
the second solution (pink line) has values greater than 𝑎𝛾 indicating
hat the total shear displacements are always greater than the unit cell,
.𝑒. atoms will likely move more than 1 unit cell in length, hence the
urple solution is considered to be the correct one. Fig. 2(d) compares
between KS and NW confirming that they are very similar.

Although there are multiple combined extrema for 𝒔𝟏 and 𝒔𝟐, 𝒔 has
nly 4 extrema regardless of the OR, 𝑖.𝑒. there is one absolute minimum
𝒔𝑏𝑎𝑖𝑛) and maximum (𝒔𝑝𝑙𝑎𝑡𝑒) for 𝑥1 and one minimum (𝒔𝑙𝑎𝑡ℎ) and

maximum (𝒔𝑙𝑒𝑛𝑡) for the total shear 𝐬. These 4 solutions are particularly
important as, from a Thermodynamic standpoint, they represent the
conditions of maximum and minimum energy release due to shear
displacements, as the driving force is proportional to 𝒔2. This will be
addressed in Section 5. Solutions leading to 𝒔𝑙𝑎𝑡ℎ and 𝒔𝑝𝑙𝑎𝑡𝑒 are those
where 𝒔 produces the minimum and maximum atomic displacements,
respectively. 𝒔𝑙𝑎𝑡ℎ and 𝒔𝑝𝑙𝑎𝑡𝑒 can be interpreted as the solutions occurring
when there is no other driving force for the phase transformation
and atomic distortions resulting from the transformation must be en-
tirely accommodated by shear displacements. Conversely, 𝒔𝑏𝑎𝑖𝑛 are the
solutions with the minimum shear which occur if there is another
mechanism promoting atomic displacements, such as diffusion. We
note that numerical values for 𝒔 do not change if solutions are chosen
for a different variable than 𝑥1. It is also interesting to note that
solutions for 𝑠𝑖 are never zero. This means that 2 shear functions are re-
quired to mathematically solve the (injective) transformation function
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Fig. 2. Individual shear displacements, 𝑠1 and 𝑠2, for (a) KS and (b) NW ORs. (c) Possible solutions for total displacement 𝒔 for KS and (d) comparison in 𝒔 between KS and NW.
r

m

f FCC→BCC crystals, justifying why Kelly had to use the double shear
odel for lath martensite. Discussion of why only one shear can be
sed in twinned martensite is presented in Section 5.1. The extremum
rinciple dictates that the extrema are the only possible ‘‘equilibrium’’
olutions. Let us now explore the predicted shear displacements 𝑠𝑖 and
abit planes at the 4 extrema in order to understand the meaning of
he solutions obtained.

To validate our predictions we use experimental and theoretical
esults from classical and modern works that have been subject of
ultiple discussions [2,19,26,29,56–58] and which the community
idely acknowledges as the primary crystallographic features, crystal
efects forming, and Thermodynamic driving force of specific shear
ransformations in Fe [1,2]. Table 3 shows values for 𝒔𝑗 , individual

shear displacements 𝑠𝑗1 and 𝑠𝑗2 (in cartesian coordinates) and their
respective habit planes at the 4 extrema; the first and second row
in each OR represents values for 𝑠1 and 𝑠2, respectively. To better
illustrate the atomic mechanisms predicted, Fig. 3 shows schematics
of the associated atomic displacement of the extrema following KS OR
projected onto the (110)𝐹𝐶𝐶 plane; atomic mechanisms for NW are
similar and are not shown for simplicity in the discussion. The orange
atoms represent the initial positions of 𝑎𝑂, 𝑎𝑃 and 𝑎𝑄 and the green
atoms represent their final position after the transformation (relative
to the FCC system), noting that 𝑏̃1 = 𝑎1 + 𝑠1 = 𝑅−1𝑏1 and 𝑏̃2 = 𝑎2 + 𝑠2 =
𝑅−1𝑏2; similarly, arrows represent the direction of 𝑠1 and 𝑠2.

For 𝒔𝑏𝑎𝑖𝑛, 𝑠𝑏𝑎𝑖𝑛1 and 𝑠𝑏𝑎𝑖𝑛2 are orthogonal in the 𝑥𝑦 plane (or almost or-
thogonal for NW), showing small symmetric displacements that ‘‘open’’
the FCC lattice into the BCC lattice (Fig. 3a). The shear magnitude,
direction and habit planes for KS are very close to the values reported
for Widmanstätten Ferrite. Watson and McDougall [56] calculated the
average values for Widmanstätten Ferrite plates using the PTMC to
7

be approximately 𝒔 = 0.36𝑎𝛾 = 0.129 nm, 𝑠 = [−0.11, 0.053, 0.0357] and
𝐻𝑃 = (0.5057, 0.4523, 0.7346) (in cartesian coordinates). The agreement
is remarkable, apart from the ordering in the vector components.
Moreover, the symmetry between 𝐻𝑃 𝑏𝑎𝑖𝑛

1 and 𝐻𝑃 𝑏𝑎𝑖𝑛
2 is also consistent

with the fact that the formation of Widmanstätten Ferrite involves
the simultaneous growth of two plates, which are crystallographic
variants such that their shape deformations accommodate mutually;
other authors have found similar ratios in the habit planes of Wid-
manstätten Ferrite [59]. Widmanstätten Ferrite has been observed in
low carbon lean steels [60,61] and in interstitial-free Fe–Ni alloys and
meteorites [62] under very slow cooling; this is because the structures
require very low undercooling [1,63], 𝑖.𝑒. small shear displacement,
but take a long time to nucleate. Interestingly, for the NW results, the
predicted habit planes are close to (223)𝐹𝐶𝐶 –or (0.663,0.659,0.373)
in cartesian coordinates– consistent with habit planes of individual
sub-units measured for Bainite [2]. Therefore, the model suggests 𝒔𝑏𝑎𝑖𝑛
covers the transformation mechanisms associated to Widmanstätten
structures and Bainite, and these form as the configurations requir-
ing the lowest shear displacements or smallest atomic paths. Further
evidence is presented in the following section on how to differentiate
them.

The results for 𝒔𝑙𝑎𝑡ℎ show that shear is not symmetric, as 𝑠𝑙𝑎𝑡ℎ1 has
much greater magnitude than 𝑠𝑙𝑎𝑡ℎ2 . Interestingly, Fig. 3b illustrates the
esulting vector for 𝑏̃1 lying on the 𝑥𝑦 plane and 𝑠𝑙𝑎𝑡ℎ involving atomic

shifting by 1 layer. The four habit planes predicted for 𝑠𝑙𝑎𝑡ℎ (in Miller
indices) are (1 1 0.85)𝐹𝐶𝐶 , (5 5 7.1)𝐹𝐶𝐶 , and (1 1 1.7)𝐹𝐶𝐶 and (1 1
0.12)𝐹𝐶𝐶 , which are very close to the habit planes reported for lath

artensite, most notably those close to {5 5 7}𝐹𝐶𝐶 [29,64], but also
(1 1 1.7)𝐹𝐶𝐶 [26] and (1 1 1)𝐹𝐶𝐶 [58]. Moreover, for the KS OR case,
the values of 𝑠𝑙𝑎𝑡ℎ ≈ 𝑎𝛾 [0.56 0.26 1] with HP𝑙𝑎𝑡ℎ ≈ (1 1 0.85) are
1 2 1
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Table 3
Shear displacement and respective habit planes of the 4 extrema for 𝐬 in cartesian and Miller notation.
OR 𝒔𝑏𝑎𝑖𝑛 (nm) 𝑠𝑏𝑎𝑖𝑛𝑖 (nm) HP𝑏𝑎𝑖𝑛

𝑖 (Cart) HP𝑏𝑎𝑖𝑛
𝑖 (Miller)

KS 0.149 [0.081,0.026,−0.063] (0.451,0.451,0.769) (8.5 8.5 5)
[−0.026,−0.08,−0.061] (0.446,0.446,0.775) (8.6 8.6 5)

NW 0.06 [0.026,0.003,−0.041] (0.642,0.642,0.42) (5 5 7.64)
[0.003,−0.019,−0.03] (0.644,0.644,−0.41) (5 5 7.85)

OR 𝒔𝑙𝑎𝑡ℎ (nm) 𝑠𝑙𝑎𝑡ℎ𝑖 (nm) HP𝑙𝑎𝑡ℎ
𝑖 (Cart) HP𝑙𝑎𝑡ℎ

𝑖 (Miller)

KS 0.217 [0.10,0.047,−0.179] (0.6,0.6,0.51) (1 1 1.17)
[0.034,−0.02,0.022] (−0.63,−0.63,0.44) (5 5 7.15)

NW 0.234 [0.064,0.041,−0.179] (0.65,0.65,0.38) (5 5 8.5)
[0.101,0.077,0.0219] (0.12,0.12,−0.98) (1 1 0.1)

OR 𝒔𝑝𝑙𝑎𝑡𝑒 (nm) 𝑠𝑝𝑙𝑎𝑡𝑒𝑖 (nm) HP𝑝𝑙𝑎𝑡𝑒
𝑖 (Cart) HP𝑝𝑙𝑎𝑡𝑒

𝑖 (Miller)

KS 0.63 [−0.204,−0.259,−0.296] (0.474,0.474,−0.741) (3 3 2)
[0.26,0.205,−0.294] (0.474,0.474,0.745) (3 3 2)

NW 0.59 [−0.178,−0.202,−0.322] (0.54,0,54,−0.64) (1 1 0.84)
[0.202,0.179,−0.321] (0.54,0.54,0.64) (1 1 0.84)

OR 𝒔𝑙𝑒𝑛𝑡 (nm) 𝑠𝑙𝑒𝑛𝑡𝑖 (nm) HP𝑙𝑒𝑛𝑡
𝑖 (Cart) HP𝑙𝑒𝑛𝑡

𝑖 (Miller)

KS 0.59 [−0.22,−0.28,−0.179] (−0.316,−0.316,0.895) (5.6 5.6 2)
[0.199,0.144,−0.38] (−0.596,−0.596,−0.538) (1 1 1.1)

NW 0.54 [−0.22,−0.243,−0.179] (−0.33,−0.33,0.87) (5.2 5.2 2)
[0.101,0.077,−0.38] (−0.67,−0.67,−0.31) (1 1 2)
Fig. 3. Atomic paths of extrema obtained for KS OR projected onto (110)𝐹𝐶𝐶 : (a) minimum shear, (b) minimum displacements, (c) maximum shear, and (d) maximum displacements.
d
f
a

close to the Burgers vector of a 1
2 [101] dislocation forming in a (1 1

)𝐹𝐶𝐶 plane. Experimentally, it has been determined that the FCC/BCC
nterface of lath martensite is stepped following (111)𝐹𝐶𝐶∥(011)𝐵𝐶𝐶
ith step direction close to 1

2 [101]𝐹𝐶𝐶[26]. Interfacial defects form
as the interface orientation (habit plane) is misoriented 10◦ and 20◦

bout 1
2 [110]𝐹𝐶𝐶 , 𝑖.𝑒. lying between (557) and (112). The Burgers

ector of these defects is ∼ 1
2 [101]𝐹𝐶𝐶 (or ∼ 1

2 [111]𝐵𝐶𝐶 ) and the model
successfully recovers this structure. In addition, the normalised shear
direction 𝑠̂𝑙𝑎𝑡ℎ1 =

𝑠𝑙𝑎𝑡ℎ1
‖𝑠𝑙𝑎𝑡ℎ1 ‖

= [0.47, 0.22,−0.85] is close to the second shear
direction obtained by Kelly [29] using the PTMC 𝑠̂ = [0, 0.81,−0.58]𝐹𝐶𝐶 ,
although for different slip direction. 𝑠𝑙𝑎𝑡ℎ2 for KS OR represents a small
‘‘dilatation’’ along ∼ [111] . Values of 𝑠𝑙𝑎𝑡ℎ for NW case follow similar
8

𝐾𝑆 1 w
trends but to lesser extent and 𝑠𝑙𝑎𝑡ℎ2 represents a small ‘‘dilatation’’ along
∼ [110]𝐹𝐶𝐶 . Therefore, the present model predicts that the mechanisms
associated to 𝒔𝑙𝑎𝑡ℎ corresponds to lath martensite, 𝑖.𝑒. diffusionless
lath martensite forms as the shear configuration minimising atomic
displacements when there is no other driving force. In addition it has
been shown that 1

2 [101] dislocations form, via 𝑠𝑙𝑎𝑡ℎ1 , simultaneously as
the phase transformation takes place.

For the case of 𝒔𝑝𝑙𝑎𝑡𝑒 and 𝒔𝑙𝑒𝑛𝑡, these values are greater than 𝑎𝛾 in-
icating that atomic displacements are more pronounced in these con-
igurations. Figs. 3(c) and (d) depict similar symmetric and asymmetric
tomic displacements, as with 𝒔𝑏𝑎𝑖𝑛 and 𝒔𝑙𝑎𝑡ℎ, respectively, but atomic

paths now resemble twinning mechanisms about [110]𝐹𝐶𝐶 , consistent
ith plate and lenticular martensite structures. The main difference
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between plate and lenticular martensite is that plate martensite forms
as fine structures (≤ 1 μm in thickness) containing nano-sized twins,

hereas plates are coarser (≥ 1 μm in thickness) in lenticular martensite
but they also contain a high density of tangled dislocations outside the
twinned regions (midrib) [65]; lenticular martensite forms at higher
temperatures than plate martensite [66]. The occurrence of twinning
is easily seen when calculating individual shear displacements. For KS
OR case we have 𝑠𝑙𝑒𝑛𝑡1 = 𝑎𝛾

2 [−1.2,−1.56,−1], 𝑠𝑙𝑒𝑛𝑡2 = 𝑎𝛾
2 [1.1, 0.8,−2.1],

𝑠𝑝𝑙𝑎𝑡𝑒1 = 𝑎𝛾
2 [−1.1,−1.44,−1.65] and 𝑠𝑝𝑙𝑎𝑡𝑒2 = 𝑎𝛾

2 [1.45, 1.14,−1.64], whereas
or NW OR shear displacements are 𝑠𝑙𝑒𝑛𝑡1 = 𝑎𝛾

2 [−1.22,−1.35,−1], 𝑠
𝑙𝑒𝑛𝑡
2 =

𝑎𝛾
2 [−0.56,−0.4,−2.1], 𝑠𝑝𝑙𝑎𝑡𝑒1 = 𝑎𝛾

2 [−0.99,−1.12,−1.79] and 𝑠𝑝𝑙𝑎𝑡𝑒2 = 𝑎𝛾
2

[1.12, 1,−1.79]. All cases represent ∼ 𝑎𝛾
2 ⟨211⟩ twinning systems in the

FCC lattice. Moreover, on a closer look to 𝑠𝑖, one can see that all
solutions are of the form:

𝑠𝑝𝑙𝑎𝑡𝑒,𝐾𝑆
1 =

𝑎𝛾
2
[1, 1, 2] − [0.02, 0.08,−0.062] =

𝑎𝛾
2
[1, 1, 2] − 𝑠̃𝑏𝑎𝑖𝑛,𝐾𝑆

1

𝑠𝑝𝑙𝑎𝑡𝑒,𝐾𝑆
2 =

𝑎𝛾
2
[1, 1, 2] − [−0.08,−0.026,−0.064] =

𝑎𝛾
2
[1, 1, 2] − 𝑠̃𝑏𝑎𝑖𝑛,𝐾𝑆

2

𝑠𝑝𝑙𝑎𝑡𝑒,𝑁𝑊
1 =

𝑎𝛾
2
[1, 1, 2] − [0, 0.02,−0.036] =

𝑎𝛾
2
[1, 1, 2] − 𝑠̃𝑏𝑎𝑖𝑛,𝑁𝑊

1

𝑠𝑝𝑙𝑎𝑡𝑒,𝑁𝑊
2 =

𝑎𝛾
2
[1, 1, 2] − [−0.023, 0,−0.037] =

𝑎𝛾
2
[1, 1, 2] − 𝑠̃𝑏𝑎𝑖𝑛,𝑁𝑊

2

𝑠𝑙𝑒𝑛𝑡,𝐾𝑆
1 =

𝑎𝛾
2
[1, 1, 2] − [0.04, 0.1,−0.179] =

𝑎𝛾
2
[1, 1, 2] − 𝑠̃𝑙𝑎𝑡ℎ,𝐾𝑆

1

𝑠𝑙𝑒𝑛𝑡,𝐾𝑆
2 =

𝑎𝛾
2
[1, 1, 2] − [−0.02, 0.035, 0.022] =

𝑎𝛾
2
[1, 1, 2] − 𝑠̃𝑙𝑎𝑡ℎ,𝐾𝑆

2

𝑠𝑙𝑒𝑛𝑡,𝑁𝑊
1 =

𝑎𝛾
2
[1, 1, 2] − [0.04, 0.06,−0.179] =

𝑎𝛾
2
[1, 1, 2] − 𝑠̃𝑙𝑎𝑡ℎ,𝑁𝑊

1

𝑠𝑙𝑒𝑛𝑡,𝑁𝑊
2 =

𝑎𝛾
2
[1, 1, 2] − [0.078, 0.1, 0.022] =

𝑎𝛾
2
[1, 1, 2] − 𝑠̃𝑙𝑎𝑡ℎ,𝑁𝑊

2 (12)

with 𝑠̃𝑘,𝑗𝑖 , 𝑖 = 1, 2, 𝑗 = 𝐾𝑆,𝑁𝑊 and 𝑘 = 𝑏𝑎𝑖𝑛, 𝑙𝑎𝑡ℎ being vectors
representing excess strains with almost identical magnitude and di-
rection to their untwinned counterparts, 𝑖.𝑒. 𝑠𝑘,𝑗𝑖 , but with swapped 𝑥
and 𝑦 components to match the inverse invariant direction promoted
by twinning (Table 3). A physical interpretation of this result is that
in 𝒔𝑝𝑙𝑎𝑡𝑒,𝑗 twinning accommodates more effectively the transformation
strain as their magnitude is closer to the shear of single twins, whereas
𝑠𝑙𝑒𝑛𝑡,𝑗𝑖 are lower than those for twinning and additional shear mecha-
nisms are necessary to balance the excess distortions from the twinning
process. The results also indicate that twinning occurs in pairs and
that the ‘‘interface’’ plane forming between these variants is (110)𝐹𝐶𝐶 ,
consistent with other works [19]; the results could help in further
explaining why twin variant-pairing occurs in plate/lenticular marten-
site but further work is needed to expand on the predictions [67].
This analysis is consistent with the mechanisms of plate and lenticular
martensite formation sequence [68]: Nano/micro twinning marks the
start of the transformation to accommodate the lattice strains in plate
martensite and, for lenticular martensite, twinning is followed by the
formation a high density of tangled dislocations outside the twinned
regions to accommodate the excess strains (𝑠̃𝑘,𝑗𝑖 ) [69]. As for the habit
lanes, 𝐻𝑃 𝑙𝑒𝑛𝑡

2 in NW OR is close to the reported habit plane for
winned martensites [70]: {2 2 5} –or (−0.68,−0.68,−0.27) in cartesian

coordinates–. 𝐻𝑃 𝑙𝑒𝑛𝑡
2 for KS OR is close to (111). As for 𝐻𝑃 𝑙𝑒𝑛𝑡

1 in both
ORs it is about 7.76◦ from {15 10 3}, another habit plane reported in
plate and lenticular martensite [71]; this habit plane will be revisited in
the next section when addressing the predictions for Greninger–Troiano
OR. The results indicate that the atomic mechanisms associated to
𝒔𝑙𝑒𝑛𝑡 and 𝒔𝑝𝑙𝑎𝑡𝑒 correspond to lenticular and plate martensite structures,
respectively, where twinning is the dominant shear accommodation
mechanism. As with the case of lath martensite, the model predicts
that twinning, additional atomic shear displacements and the phase
transition occur simultaneously.

We highlight that although the predicted atomic displacements of
0.2–0.6 nm – or 2-6 Angstrom – for 𝒔𝑘,𝑗𝑖 may seem large, they are
ealistic and consistent with experimental evidence, via crystal defects
bserved in martensite. Large displacements can happen when (elastic)
9

deformation twinning forces atoms to mirror their planes relative to
their initial position. We have shown that the large predicted displace-
ments for 𝒔𝑝𝑙𝑎𝑡𝑒 and 𝒔𝑙𝑒𝑛𝑡 correspond to ⟨112⟩ twins – with magnitude
of atom displacements equal to

√

3
2𝑎𝛾 = 4.38 Å– plus smaller displace-

ments (≤ 1.3 Å). Similarly, the atomic displacements caused by a ⟨110⟩
dislocation in the FCC lattice is 0.25 nm = 2.5 Å, a value consistent with
𝒔𝑙𝑎𝑡ℎ. The analysis in this section has been made only for a single set of
vectors for FCC and 2 for BCC under the assumptions that either KS or
NW ORs operate. However there is nothing in the analysis restricting
the choice of vectors in the parent and product phases and many more
atomic configuration can exist with different vector choices, including
variants of the same OR. In addition, other ORs could exist in addition
to the known ORs in FCC→BCC with associated variants (Table 1).
Results of the theory are generalised in the next section to cover for all
possible configurations leading to specific orientation relationships and
the calculation of shear displacements of all possible variants. To do
this, we will first identify possible invariant directions at the parent and
product phases, 𝑖.𝑒. 𝑎0 and 𝑏0 predicting specific ORs, to later identify
complementing basis vectors defining the corresponding parallel plane
conditions and associated shear displacement functions.

4. Model generalisation: Predicting orientation relationships and
total shear displacement functions

So far, no specific consideration has been given about the choice
of 𝐵0 and 𝐴0 in the derivation and in Eq. (4) but these vectors give
rise to the underlying orientation relationships in the transformation
vector function. Although 𝐵0 and 𝐴0 in Section 3.3 were chosen to
satisfy specific variants of KS or NW ORs, there are many more vector
combinations towards defining 𝑇 for other variants in KS and NW ORs
as well as representing other valid ORs. This implies that a criterion for
which ORs are feasible in a given transformation function is needed. In
addition, the treatment of the crystal lattice and shear transformation
functions in previous sections was defined considering atoms as 1D
lattice points but in reality, both dilatation and shear displacement
functions, should be defined such that they do not interfere with the
atomic packing sequence of the parent and product lattices. The most
convenient way to address this requirement is to consider atoms as
hard-spheres, as proposed by other authors [18,72,73]. The first step is
to identify suitable vector pairs for 𝐴0 and 𝐵0 and later find the missing
basis vectors to be able to define 𝑇 .

For the dilatation function, lattice distortions should respect the
hard sphere packing of atoms and this geometric consideration requires
that the distance of 𝐴0 to its first nearest neighbour (1NN) must
be greater than an atomic radius distance, 𝑖.𝑒. the radius of a hard-
sphere. This is because dilatation may be impeded if a nearby atom is
close enough to prevent atomic displacement along 𝐴0. Fig. 4 shows
a schematic of this mechanism. Although 𝛿 may be very small, since
𝑇 spans across the entire lattice, there is a lattice point of the form
𝑁𝛿𝐴0 with 𝑁𝛿 ∈ N such that 𝑁𝛿𝛿𝑛̂0 is large enough to interfere with
its 1NN. Therefore, we have to introduce a dilatation criterion where
the directions of a parent lattice can only be invariant, 𝑖.𝑒. dilatation
directions, if the distance to their 1NN is greater than 𝑟𝑎:

𝑑1𝑁𝑁 = min(‖𝐴𝑘 − (𝐴𝑘 ⋅ 𝑛̂𝐴0
)𝑛̂𝐴0

‖) > 𝑟𝑎 for 𝐴𝑘 ∈  (13)

where 𝑛̂𝐴0
= 𝐴0∕‖𝐴0‖. Experimentally, ORs are typically observed to be

matching directions on close-packed planes, which may be attributed
to correlated evolution at the interface [74]. Such observation has been
used in previous models to predict ORs between matrix and precipi-
tates, such as the edge-to-edge matching model [75]. This is because
energy minimisation occurs when close-packed rows of atoms match
across the interface, as in the present case. Following the previous
arguments, we assume in the first instance that combinations of 𝐴0 and
𝐵0 leading to invariant directions are only given by directions lying

on close-packed planes of the respective lattice and with 𝐴0 satisfying
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Fig. 4. Hard-sphere model indicating possible (a) obstruction and (b) clearance from
1NN when undergoing dilatation along 𝐴0.

Table 4
Lattice distortion calculations for various combinations of invariant directions following
the minimum dilatation criterion.

FCC BCC 𝛿 (nm) Candidate ORs
1
2
⟨110⟩ 1

2
⟨111⟩ −0.005 KS, P

1
2
⟨110⟩ ⟨100⟩ 0.0328 NW

1
2
⟨110⟩ ⟨110⟩ 0.15 –

1
2
⟨211⟩ ⟨100⟩ −0.19 –

1
2
⟨211⟩ 1

2
⟨111⟩ −0.15 –

1
2
⟨211⟩ ⟨100⟩ −0.033 GT

BCC HCP 𝛿 (nm) Candidate ORs
1
2
⟨111⟩ ⟨1120⟩ −0.0063 B, P

⟨100⟩ ⟨1120⟩ −0.032 PS, RD

FCC HCP 𝛿 (nm) Candidate ORs

⟨110⟩ ⟨1120⟩ 0.00085 SN
1
2
⟨211⟩ ⟨1120⟩ −0.18 –

Eq. (13). Further analysis could be done in future work to explore if
this assumption can be relaxed to find new ORs on non close-packed
planes.

Fig. 5 shows normalised contour plots (𝑑1𝑁𝑁∕𝑟𝑎) for the (a) FCC,
b) BCC and (c) HCP crystal lattices in Fe. Only dilatation can occur
f 𝑑1𝑁𝑁∕𝑟𝑎 ≥ 1 with 𝑟𝑎 = 0.126 nm. The plots have been obtained

by first assigning a dilatation direction 𝐴0 and calculating the 1NN
distance using Eq. (13). This process was done for every lattice di-
rection on (111)𝐹𝐶𝐶 , (101)𝐵𝐶𝐶 and (0001)𝐻𝐶𝑃 up to vector radii of
about 7𝑎𝛾 , 8.6𝑎𝛼 and 10𝑎𝜖 , respectively. Similar calculations were done
on other closed packed planes showing very similar results. For the
FCC case, only the twelve 1

2 ⟨110⟩𝐹𝐶𝐶 (𝑑1𝑁𝑁∕𝑟𝑎 = 1.74) and twelve
1
2 ⟨211⟩𝐹𝐶𝐶 (𝑑1𝑁𝑁∕𝑟𝑎 = 1.004) directions satisfy this criterion; the
losest set of directions with higher computed distance were ⟨311⟩𝐹𝐶𝐶
ith 𝑑1𝑁𝑁∕𝑟𝑎 = 0.657. Similarly for the BCC case, only the six ⟨100⟩𝐵𝐶𝐶
nd six 1

2 ⟨111⟩𝐵𝐶𝐶 directions satisfy Eq. (13); the next highest value
for this crystal structure is ⟨110⟩𝐵𝐶𝐶 with 𝑑1𝑁𝑁∕𝑟𝑎 = 0.96 (𝑦 = ±3𝑥
directions in the plot). As for the HCP lattice, only the two ⟨1120⟩𝐻𝐶𝑃
nd four ⟨1010⟩𝐻𝐶𝑃 directions satisfy the previous criterion; the next set

is for ⟨1230⟩𝐻𝐶𝑃 with 𝑑1𝑁𝑁∕𝑟𝑎 = 0.99 ([0,0,1] and 𝑦 = ± 1
2𝑥 directions

in the plot). Similar results were obtained when considering Ti with
𝑟𝑎 = 0.147 nm. The results indicate that, under the present assumptions,
the invariant directions for FCC, BCC, and HCP as parent phases, 𝑖.𝑒. 𝐴0,
correspond to ⟨110⟩𝐹𝐶𝐶 , ⟨211⟩𝐹𝐶𝐶 , ⟨100⟩𝐵𝐶𝐶 , 1

2 ⟨111⟩𝐵𝐶𝐶 and ⟨1120⟩𝐻𝐶𝑃
irections, all consistent with experimentally reported ORs in several
aterials [76–78].

As for the invariant directions matching the product phase 𝐵0,
revious works [35] have shown that KS and NW are prolific ORs in
CC→BCC as their associated directions induce the lowest distortions
uring the transformation. This implies that the invariant direction for
he product phase (𝐵0) has to be such that the dilatation 𝛿 = ‖𝐵0‖−‖𝐴0‖

s small, at least lower than 𝑟𝑎, as with the 1NN criterion. Table 4 shows
he calculations for different direction combinations for FCC→BCC,
CC→HCP and FCC→HCP transitions in Fe and respective candidate
10

Rs. For the product phases, vector directions within the unit cell are
nly considered as these contain the directions with the lowest length.
, P, PS, RD and SN stand for Burgers, Potter, Pitsch–Scharder, Rong–
unlop and Shoji–Nishiyama orientation relations [77,78]. The results

mply that commonly observed ORs involve direction combinations
ith the lowest dilatation, although other ORs may be present. The
redictions for FCC→BCC case are further developed in the following

sections. The novelty of this section is that it has been possible to
(partially) predict the reported ORs between FCC, BCC and HCP crystals
using the same vector function approach and the assumptions made in
this Section are consistent with similar Matrix-based approaches. The
only missing part is to identify the variants involved in each OR in order
to identify parallel planes and fully predict the ORs and the associated
shear distortions per variant.

4.1. Calculating shear displacements to predict ORs

The next step is to identify the remaining sets of vectors {𝐴𝑖} and
{𝐵𝑖} (𝑖 = 1,… , 𝑁−1) -for a predefined set of invariant directions 𝐴0 and
0- and find all possible vector combinations for 𝑇 that lead to different

ransformation variants. Based on the initial requirement of a primitive
ell spanning the lattice, the choice of {𝐴𝑖} and {𝐵𝑖} has to be such that
heir magnitude is as low as possible. Also, the energy minimisation
rinciple requires that at least some of these are 1NNs to 𝐴0 to induce
he lowest shear displacements but other linearly independent vectors
ould be second nearest neighbours (2NN). This is because 1NN vectors
ay lie on the same plane as 𝐴0 and its 1NN therefore not being

ble to span the lattice. For example, in the FCC→BCC case studied
n Section 3.3, 𝑎𝑃 and 𝑎𝑄 are 1NN to 𝑎𝑂 and lie on different planes,
.𝑒. 𝑎𝑃 and 𝑎𝑄 lie on the (111)𝐹𝐶𝐶 and (111)𝐹𝐶𝐶 planes, respectively,

but the vector 𝑎𝛾
2 [011] is also 1NN to 𝑎𝑂 but lies on the same plane as

𝑎𝑃 and these cannot be paired up. Conversely, other vectors of different
magnitude, such as 𝑎𝛾

2 [121], are 1NN to 𝑎𝑂 and can be paired up with 𝑎𝑃
o form a primitive basis. Following this, the vector selection algorithm
s as follows:

(i) 𝐴1 and 𝐵1 are chosen as a 1NN vectors to 𝐴0 and 𝐵0, respec-
tively, identifying the 𝐴0 − 𝐴1 and 𝐵0 − 𝐵1 planes forming,
respectively.

(ii) 𝐴𝑖 and 𝐵𝑗 for 𝑖, 𝑗 > 1 are chosen as 1NN on different planes to
𝐴1 and 𝐵1, respectively.

(iii) If there are not suitable 1NN candidates, 𝐴𝑖 and 𝐵𝑗 are chosen as
2NN or higher. Vectors outside the unit cell are only considered
if there are no suitable candidates left.

(iv) Proceed to calculate 𝑠𝑖 once all vectors are identified.

he equation for calculating second and higher nearest neighbours is:

2𝑁𝑁 = min(‖𝐴𝑘 − (𝐴𝑘 ⋅ 𝑛̂𝐴0
)𝑛̂𝐴0

‖) for 𝑑2𝑁𝑁 > 𝑑1𝑁𝑁 and 𝐴𝑘 ∈ 

𝑑𝑝𝑁𝑁 = min(‖𝐴𝑙 − (𝐴𝑙 ⋅ 𝑛̂𝐴0
)𝑛̂𝐴0

‖) for 𝑑𝑝𝑁𝑁 > 𝑑(𝑝−1)𝑁𝑁 and 𝐴𝑙 ∈  (14)

table with 1NN and 2NNs for typical directions in FCC, BCC and HCP
rystals is presented in Appendix.

To illustrate how the vector selection process works, we return to
he FCC→BCC crystal case. Tables 5 and 6 show the predicted calcula-
ions for 𝒔𝑏𝑎𝑖𝑛 and 𝒔𝑙𝑎𝑡ℎ considering various 1NN and 2NN combinations
hen 𝐵0 = 𝑎𝛼

2 [111] (KS) and 𝐵0 = 𝑎𝛼[100] (NW), respectively; also,
𝐴1 = 𝑎𝑃 = 𝑎𝛾

2 [011], 𝐵𝐾𝑆
1 = 𝑎𝛼[001] and 𝐵𝑁𝑊

1 = 𝑎𝛼
2 [111]. We will

oncentrate on 𝒔𝑏𝑎𝑖𝑛 and 𝒔𝑙𝑎𝑡ℎ for simplicity in the analysis but results
for other extrema are equivalent. We assume 𝐴2 = 𝑎𝑄 and 𝐵𝐾𝑆

2 and
𝐵𝑁𝑊
2 as in Eq. (7) for computing 𝑇 . Similar results were obtained

for all 12 1
2 ⟨110⟩𝐹𝐶𝐶 systems (discussed below). Following the energy

inimisation assumption, only the lowest strains are considered to be
alid which are shown in bold in the table; other strains are not used
s they do not represent minimum energy configurations, 𝑒.𝑔. 𝒔𝑏𝑎𝑖𝑛 =

0.21 nm for the pair 0.21 nm/0.38 nm in KS OR is greater or equal than
𝒔𝑙𝑎𝑡ℎ for other vector configurations. For KS OR, 4 1NN vectors lie on
the (111) plane and, from a crystallographic stand point, choosing
𝐹𝐶𝐶



Materialia 33 (2024) 102033E. Galindo-Nava

w
(
i

c
i

r

r
c
c

S
i
𝒔

p

r
p
a
𝒔
c
v
n
t
E

Fig. 5. Normalised 1st nearest neighbour distance calculations along closed packed
planes for (a) FCC, (b) BCC and (c) HCP lattices in Fe.

any direction among these as variant would give equivalent results;
however, the model predicts 2 different sets of strains indicating that 2
variants (directions) are involved in [110]𝐹𝐶𝐶∥[111]𝐵𝐶𝐶 . Interestingly,

hen comparing the results for NW OR, all 6 1NN directions lie on
111) and have the same strain values confirming that only 1 variant
s present for [110]𝐹𝐶𝐶∥[100]𝐵𝐶𝐶 , 𝑖.𝑒. the model successfully predicts

KS and NW ORs have 24 and 12 variants, respectively, with each also
having an associated strain and atomic path configuration. Moreover,
11

s

when studying the results for the 2NN directions in FCC following
KS OR, 𝑖.𝑒. [100]𝐹𝐶𝐶 and [010]𝐹𝐶𝐶 , the model predicts 2 low-energy
set of strains for these directions lying on plane (001)𝐹𝐶𝐶 ; this plane
combination matches Pitsch OR (Table 1). As for estimating the number
of variants in Pitsch OR, 𝑠𝑃1 and 𝑠𝑃2 are identical in magnitude and
direction to KS’ and the only difference between these vectors is that
𝑠𝑃2 lies on (001)𝐹𝐶𝐶 ; since the planes forming between 𝐴0 and 𝐴𝑃

1 are
already accounted for in KS OR, then the only planes/variants missing
are those arising from (001)𝐹𝐶𝐶 planes forming by 𝐴0 and 𝐴𝑃

2 , which are
12 in total, one per each 𝐴0 variant. Therefore, the model also success-
fully predicts Pitsch OR and its 12 variants, 𝑖.𝑒. ⟨110⟩𝐹𝐶𝐶∥⟨111⟩𝐵𝐶𝐶 and
{001}𝐹𝐶𝐶∥{110}𝐵𝐶𝐶 , with their associated strains. The habit planes in
Miller notation are computed following the same algorithm to obtain
Eqs. (10) and (11) but now identifying the parallel directions of 𝐻𝑃 𝑗

𝑖
onsistent with 𝐴0 to obtain a similar ratio in each component (𝑒.𝑔.
dentifying that 𝐻𝑃 𝑗

𝑖 ∝ (𝑙 𝑙 𝑘) for 𝑎𝑂 as invariant direction gives the

atio
𝐻𝑃 𝑗

𝑖,𝑥

𝐻𝑃 𝑗
𝑗,𝑧

in the 𝑧 component).

As for configurations in the NW case, there is an additional set of
minimum strain solutions when considering 2NN in the FCC phase.
The associated directions for 𝐴𝐹𝐶𝐶

2 are on the (001)𝐹𝐶𝐶 plane and
for 𝐵2 these lie on the family of {011}𝐵𝐶𝐶 planes. The predicted OR
corresponds to a modified version of Bain’s orientation relationship
(Table 1) but only imposing 1 invariant direction. In this case the
OR is: ⟨110⟩𝐹𝐶𝐶∥⟨100⟩𝐵𝐶𝐶 with {001}𝐹𝐶𝐶∥{011}𝐵𝐶𝐶 . The predicted
shear directions for 𝐴2 = [010]𝐹𝐶𝐶 and 𝐵2 = [101]𝐵𝐶𝐶 are 𝑠1 =
[0.023, 0,−0.036] nm and 𝑠2 = [0,−0.02,−0.036] nm (although this
vector selection is not considered as part of the OR due to being 2NN
in the BCC phase, these directions are the closest match to Bain’s
original model); as illustrated by Fig. 3(a), these solutions represent
almost symmetric and small dilatations along [101]𝐹𝐶𝐶 and [011]𝐹𝐶𝐶 ,
espectively, in a similar fashion as Bain’s strain derivation. To further
orroborate the results, 𝒔𝑏𝑎𝑖𝑛 is compared against the standard strain
alculations using Bain OR [1]. The Bain strain considering [110]𝐹𝐶𝐶

as invariant line strain is obtained by calculating the necessary atomic
displacements along [110]𝐹𝐶𝐶 , [001]𝐹𝐶𝐶 , and [100]𝐹𝐶𝐶 to match the
BCC unit cell, which respectively are [1]: 𝜂2 = 𝑎𝛼 − 𝑎𝛾 = −0.07 nm,
𝜂1 = 𝜂3 = 𝑎𝛼 − 𝑎𝛾∕

√

2 = 0.0329 nm; this gives a total displacement
of

√

𝜂21 + 𝜂22 + 𝜂23 = 0.084 nm, which is very close to 𝒔𝑏𝑎𝑖𝑛 = 0.068 nm.
imilar to the previous case, this Bain-like OR has 12 variants. This
s because, although 2 different sets of shear values are predicted for
, 𝒔𝐵1 are identical in each case and 𝒔𝐵2 are only slightly different,
𝑒.𝑔. the same first shear vector 𝑠𝑏𝑎𝑖𝑛1 = [−0.025,−0.048, 0.009] nm is
redicted when considering 𝐴2 as [010] and [100], whereas the second

vector is 𝑠𝑏𝑎𝑖𝑛2 = [−0.08, 0.09, 0.083] nm and 𝑠𝑏𝑎𝑖𝑛2 = [0.12,−0.10, 0.08] nm,
respectively, indicating that there is only a small difference between
them. In addition, both vector combinations lie on the same (001)𝐹𝐶𝐶
plane. Lastly, we note that the same solutions are obtained when
including 2NN directions in the BCC phase (⟨311⟩𝐵𝐶𝐶 ) but these are
not considered as they lie outside the unit cell and do not constitute
primitive basis vectors.

Tables 7 and 8 show the predicted results for all variants in the
KS/NW and Pitsch/Bain ORs, respectively. The tables show the vector
bases used for each calculation, 𝑖.𝑒. 𝐴0, 𝐴1 and 𝐴2, the associated
planes 𝑃 1𝐹𝐶𝐶∕𝑃2𝐹𝐶𝐶 forming between 𝐴0 and 𝐴1∕𝐴2, as well as the
espective vectors and planes for the BCC product phase. Similar to
revious cases, Eq. (5) are solved numerically changing one variable
nd finding the 4 extrema of the curved obtained. In addition, 𝒔𝑏𝑎𝑖𝑛 and
𝑚𝑎𝑟𝑡 are displayed to compare the strains induced per variant. For the
ase of KS and NW ORs, each vector set corresponds to primitive basis
ectors, 𝑖.𝑒. 𝐴𝑖 = 𝑎𝑖, however for Pitsch and Bain ORs, the sets {𝐴𝑖} do
ot correspond to a primitive basis, particularly for 𝐴𝑃∕𝐵

2 . In this case,
he associated primitive vector 𝑎𝑗2 is taken same as 𝐴2 in Table 7 to solve
q. (5). Also, Table 8 shows average values for 𝒔𝑏𝑎𝑖𝑛 and 𝒔𝑚𝑎𝑟𝑡 as the 2
hear results are considered part of the same variant (Table 6). Two sets
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Table 5
𝒔𝑙𝑎𝑡ℎ and 𝒔𝑏𝑎𝑖𝑛 obtained for different combinations of 1NN and 2NN for 𝐴2 following KS OR: 𝐴0 = 𝑎𝛾

2
[110]𝐹𝐶𝐶 (rows) and 𝐵0 = 𝑎𝛼

2
[111]𝐵𝐶𝐶

(columns), using 𝐴1 =
𝑎𝛾
2
[101] and 𝐵1 = 𝑎𝛼 [001], respectively.

[0 1 0] [1 0 0] [0 1 1] [1 0 1] 1
2
[1 3 1] 1

2
[3 1 1] 1

2
[1 3 1] 1

2
[3 1 1] 1

2
[1 1 3] 1

2
[1 1 3]

1
2
[0 1 1] 𝒔𝑏𝑎𝑖𝑛 0.148 0.148 0.21 0.21 0.331 0.338 0.233 0.233 0.258 0.258

𝒔𝑙𝑎𝑡ℎ 0.217 0.217 0.382 0.382 0.332 0.332 0.355 0.355 0.536 0.536
1
2
[1 0 1] 𝒔𝑏𝑎𝑖𝑛 0.068 0.068 0.253 0.253 0.261 0.261 0.236 0.236 0.334 0.334

𝒔𝑙𝑎𝑡ℎ 0.326 0.326 0.298 0.298 0.537 0.537 0.357 0.357 0.334 0.334
1
2
[1 2 1] 𝒔𝑏𝑎𝑖𝑛 0.253 0.253 0.068 0.068 0.333 0.333 0.236 0.235 0.261 0.2631

𝒔𝑙𝑎𝑡ℎ 0.298 0.298 0.326 0.326 0.334 0.334 0.357 0.357 0.537 0.537
1
2
[2 1 1] 𝒔𝑏𝑎𝑖𝑛 0.21 0.21 0.148 0.148 0.258 0.258 0.233 0.233 0.33 0.33

𝒔𝑙𝑎𝑡ℎ 0.382 0.382 0.217 0.217 0.536 0.536 0.355 0.355 0.332 0.332
[0 1 0] 𝒔𝑏𝑎𝑖𝑛 0.068 0.068 0.258 0.258 0.15 0.15 0.256 0.256 0.437 0.437

𝒔𝑙𝑎𝑡ℎ 0.326 0.326 0.536 0.536 0.217 0.217 0.476 0.476 0.742 0.742
[1 0 0] 𝒔𝑏𝑎𝑖𝑛 0.258 0.258 0.068 0.068 0.437 0.437 0.256 0.256 0.15 0.15

𝒔𝑙𝑎𝑡ℎ 0.536 0.536 0.326 0.3256 0.742 0.742 0.476 0.476 0.217 0.217
Table 6
𝒔𝑙𝑎𝑡ℎ and 𝒔𝑏𝑎𝑖𝑛 for different combinations of 1NN and 2NN for 𝐴2 following NW OR: 𝐴0 = 𝑎𝛾

2
[110]𝐹𝐶𝐶 (rows) and 𝐵0 = 𝑎𝛼

2
[100]𝐵𝐶𝐶 (columns),

using 𝐴1 =
𝑎𝛾
2
[101]𝐹𝐶𝐶 and 𝐵1 =

𝑎𝛼
2
[111]𝐵𝐶𝐶 , respectively.

1
2
[1 1 1] 1

2
[1 1 1] 1

2
[3 1 1] 1

2
[3 1 1] [1 0 1] [1 1 0] [1 1 0] [1 0 1]

1
2
[0 1 1] 𝒔𝑏𝑎𝑖𝑛 0.06 0.06 0.308 0.308 0.249 0.249 0.188 0.188

𝒔𝑙𝑎𝑡ℎ 0.234 0.234 0.382 0.382 0.264 0.264 0.414 0.414
1
2
[1 0 1] 𝒔𝑏𝑎𝑖𝑛 0.06 0.06 0.275 0.275 0.1619 0.1619 0.23 0.23

𝒔𝑙𝑎𝑡ℎ 0.234 0.234 0.356 0.356 0.403 0.403 0.245 0.245
1
2
[1 2 1] 𝒔𝑏𝑎𝑖𝑛 0.275 0.275 0.06 0.06 0.23 0.23 0.161 0.161

𝒔𝑙𝑎𝑡ℎ 0.356 0.356 0.234 0.234 0.245 0.245 0.403 0.403
1
2
[2 1 1] 𝒔𝑏𝑎𝑖𝑛 0.308 0.308 0.06 0.06 0.188 0.188 0.249 0.249

𝒔𝑙𝑎𝑡ℎ 0.382 0.382 0.234 0.234 0.414 0.414 0.264 0.264
[0 1 0] 𝒔𝑏𝑎𝑖𝑛 0.161 0.161 0.188 0.188 0.06 0.06 0.27 0.27

𝒔𝑙𝑎𝑡ℎ 0.403 0.403 0.414 0.414 0.234 0.234 0.566 0.566
[1 0 0] 𝒔𝑏𝑎𝑖𝑛 0.188 0.188 0.161 0.161 0.27 0.27 0.06 0.06

𝒔𝑙𝑎𝑡ℎ 0.414 0.414 0.403 0.403 0.566 0.566 0.234 0.234
Table 7
Variant selection and shear displacements for KS and NW ORs with 𝐴0||𝐵𝑖

0 and 𝑃 1𝐹𝐶𝐶 ||𝑃 1𝑖𝐵𝐶𝐶 and 𝑃2𝐹𝐶𝐶 ||𝑃 2𝑖𝐵𝐶𝐶 .

Variant 𝐴0 𝐴1 𝐴𝑃∕𝐵
2 𝑃 1𝐹𝐶𝐶 𝑃2𝐹𝐶𝐶 𝐵𝐾𝑆

0 𝐵𝐾𝑆
1 𝐵𝐾𝑆

2 𝑃 1𝐾𝑆
𝐵𝐶𝐶 𝑃 2𝐾𝑆

𝐵𝐶𝐶 𝒔𝑏𝑎𝑖𝑛,𝐾𝑆∕𝒔𝑚𝑎𝑟𝑡,𝐾𝑆 𝐵𝑁𝑊
0 𝐵𝑁𝑊

1 𝐵𝑁𝑊
2 𝑃 1𝑁𝑊

𝐵𝐶𝐶 𝑃2𝑁𝑊
𝐵𝐶𝐶 𝒔𝑏𝑎𝑖𝑛,𝑁𝑊 ∕𝒔𝑚𝑎𝑟𝑡,𝑁𝑊

V1 1
2
[110] 1

2
[101] 1

2
[011] (111) (111) 1

2
[111] [001] [010] (110) (011) 0.149/0.217 [100] 1

2
[111] 1

2
[111] (011) (011) 0.06/0.23

V2 1
2
[110] 1

2
[011] 1

2
[101] (111) (111) 1

2
[111] [001] [010] (110) (011) 0.149/0.217 [100] 1

2
[111] 1

2
[111] (011) (011) 0.06/0.23

V3 1
2
[110] 1

2
[101] 1

2
[011] (111) (111) 1

2
[111] [001] [010] (110) (011) 0.149/0.217 [100] 1

2
[111] 1

2
[111] (011) (011) 0.06/0.23

V4 1
2
[110] 1

2
[011] 1

2
[101] (111) (111) 1

2
[111] [001] [010] (110) (011) 0.149/0.217 [100] 1

2
[111] 1

2
[111] (011) (011) 0.06/0.23

V5 1
2
[101] 1

2
[110] 1

2
[110] (111) (111) 1

2
[111] [001] [010] (110) (011) 0.0685/0.326 [100] 1

2
[111] 1

2
[111] (011) (011) 0.06/0.23

V6 1
2
[011] 1

2
[110] 1

2
[110] (111) (111) 1

2
[111] [001] [010] (110) (011) 0.0685/0.326 [100] 1

2
[111] 1

2
[111] (011) (011) 0.06/0.23

V7 1
2
[101] 1

2
[110] 1

2
[110] (111) (111) 1

2
[111] [001] [010] (110) (011) 0.0685/0.326 [100] 1

2
[111] 1

2
[111] (011) (011) 0.06/0.23

V8 1
2
[011] 1

2
[110] 1

2
[101] (111) (111) 1

2
[111] [001] [010] (110) (011) 0.0685/0.326 [100] 1

2
[111] 1

2
[111] (011) (011) 0.06/0.23

V9 1
2
[101] 1

2
[110] 1

2
[110] (111) (111) 1

2
[111] [001] [010] (110) (011) 0.0685/0.326 [100] 1

2
[111] 1

2
[111] (011) (011) 0.06/0.23

V10 1
2
[011] 1

2
[110] 1

2
[110] (111) (111) 1

2
[111] [001] [010] (110) (011) 0.0685/0.326 [100] 1

2
[111] 1

2
[111] (011) (011) 0.06/0.23

V11 1
2
[011] 1

2
[110] 1

2
[110] (111) (111) 1

2
[111] [001] [010] (110) (011) 0.0685/0.326 [100] 1

2
[111] 1

2
[111] (011) (011) 0.06/0.23

V12 1
2
[101] 1

2
[110] 1

2
[110] (111) (111) 1

2
[111] [001] [010] (110) (011) 0.0685/0.326 [100] 1

2
[111] 1

2
[111] (011) (011) 0.06/0.23

V13 1
2
[110] 1

2
[101] 1

2
[101] (111) (111) 1

2
[111] [001] [010] (110) (011) 0.0685/0.326

V14 1
2
[110] 1

2
[011] 1

2
[011] (111) (111) 1

2
[111] [001] [010] (110) (011) 0.0685/0.326

V15 1
2
[110] 1

2
[101] 1

2
[101] (111) (111) 1

2
[111] [001] [010] (110) (011) 0.0685/0.326

V16 1
2
[110] 1

2
[011] 1

2
[011] (111) (111) 1

2
[111] [001] [010] (110) (011) 0.0685/0.326

V17 1
2
[101] 1

2
[110] 1

2
[011] (111) (111) 1

2
[111] [001] [010] (110) (011) 0.149/0.217

V18 1
2
[011] 1

2
[110] 1

2
[101] (111) (111) 1

2
[111] [001] [010] (110) (011) 0.149/0.217

V19 1
2
[101] 1

2
[110] 1

2
[011] (111) (111) 1

2
[111] [001] [010] (110) (011) 0.149/0.217

V20 1
2
[011] 1

2
[110] 1

2
[110] (111) (111) 1

2
[111] [001] [010] (110) (011) 0.149/0.217

V21 1
2
[101] 1

2
[110] 1

2
[011] (111) (111) 1

2
[111] [001] [010] (110) (011) 0.149/0.217

V22 1
2
[011] 1

2
[110] 1

2
[101] (111) (111) 1

2
[111] [001] [010] (110) (011) 0.149/0.217

V23 1
2
[011] 1

2
[110] 1

2
[101] (111) (111) 1

2
[111] [001] [010] (110) (011) 0.149/0.217

V24 1
2
[101] 1

2
[110] 1

2
[011] (111) (111) 1

2
[111] [001] [010] (110) (011) 0.149/0.217
s
f
1

of strains are predicted for KS OR with variants having the lowest shear
values likely forming first, whereas one single set of strains are present
in NW, Pitsch and Bain’s OR, indicating no particular preference for
what variant forms first.

Candidate invariant directions for GT OR ( 12 ⟨211⟩𝐹𝐶𝐶 ) are the only
relations left to explore. Table 9 shows 𝒔𝑙𝑎𝑡ℎ and 𝒔𝑏𝑎𝑖𝑛 values computed
using 𝐴𝐺𝑇 𝑎𝛾 [211], 𝐴𝐺𝑇 = 𝑎 , 𝐵𝐺𝑇 𝐺𝑇
12

0 = 2 1 𝑃 0 = 𝑎𝛼[110] and 𝐵1 =
𝑎𝛼
2 [111]. Only 2NN directions are predicted for 𝐴𝐺𝑇

2 and 𝐵𝐺𝑇
2 and all

solutions for 𝐴𝐺𝑇
2 and 𝐵𝐺𝑇

2 lie on (011) and (001) planes, respectively,
indicating the following orientation relationships ⟨211⟩𝐹𝐶𝐶∥⟨110⟩𝐵𝐶𝐶 ,
{111}𝐹𝐶𝐶∥{110}𝐵𝐶𝐶 and {011}𝐹𝐶𝐶∥{001}𝐵𝐶𝐶 . Similar to KS OR, two
ets of strains are computed indicating that 2 variants are present
or this choice of invariant directions. Therefore, since ⟨211⟩𝐹𝐶𝐶 has
2 systems, all 24 variants of the GT OR are successfully predicted.
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Table 8
Variant selection and shear displacements for Pitsch and Bain ORs with 𝐴0||𝐵𝑖

0 and 𝑃1𝐹𝐶𝐶 ||𝑃 1𝑖𝐵𝐶𝐶 and 𝑃 2𝐹𝐶𝐶 ||𝑃2𝑖𝐵𝐶𝐶 .

Variant 𝐴0 𝐴1 𝐴2 𝑃1𝐹𝐶𝐶 𝑃2𝐹𝐶𝐶 𝐵𝑃
0 𝐵𝑃

1 𝐵𝑃
2 𝑃 1𝑃𝐵𝐶𝐶 𝑃 2𝑃𝐵𝐶𝐶 𝒔𝑏𝑎𝑖𝑛,𝑃 ∕𝒔𝑚𝑎𝑟𝑡,𝑃 𝐵𝐵

0 𝐵𝐵
1 𝐵𝐵

2 𝑃 1𝐵𝐵𝐶𝐶 𝑃 2𝐵𝐵𝐶𝐶 𝒔𝑏𝑎𝑖𝑛,𝐵∕𝒔𝑚𝑎𝑟𝑡,𝐵

V1 1
2
[110] 1

2
[101] [010] (111) (001) 1

2
[111] [001] [010] (110) (101) 0.0685/0.326 [100] 1

2
[111] 1

2
[111] (011) (011) 0.17/0.409*

V2 1
2
[110] 1

2
[011] [100] (111) (001) 1

2
[111] [001] [010] (110) (101) 0.0685/0.326 [100] 1

2
[111] 1

2
[111] (011) (011) 0.17/0.409*

V3 1
2
[110] 1

2
[101] [010] (111) (001) 1

2
[111] [001] [010] (110) (101) 0.0685/0.326 [100] 1

2
[111] 1

2
[111] (011) (011) 0.17/0.409*

V4 1
2
[110] 1

2
[011] [100] (111) (001) 1

2
[111] [001] [010] (110) (101) 0.0685/0.326 [100] 1

2
[111] 1

2
[111] (011) (011) 0.17/0.409*

V5 1
2
[101] 1

2
[110] [001] (111) (010) 1

2
[111] [001] [010] (110) (101) 0.0685/0.326 [100] 1

2
[111] 1

2
[111] (011) (011) 0.17/0.409*

V6 1
2
[011] 1

2
[110] [001] (111) (100) 1

2
[111] [001] [010] (110) (101) 0.0685/0.326 [100] 1

2
[111] 1

2
[111] (011) (011) 0.17/0.409*

V7 1
2
[101] 1

2
[110] [001] (111) (010) 1

2
[111] [001] [010] (110) (101) 0.0685/0.326 [100] 1

2
[111] 1

2
[111] (011) (011) 0.17/0.409*

V8 1
2
[011] 1

2
[110] [001] (111) (100) 1

2
[111] [001] [010] (110) (101) 0.0685/0.326 [100] 1

2
[111] 1

2
[111] (011) (011) 0.17/0.409*

V9 1
2
[101] 1

2
[110] [001] (111) (010) 1

2
[111] [001] [010] (110) (101) 0.0685/0.326 [100] 1

2
[111] 1

2
[111] (011) (011) 0.17/0.409*

V10 1
2
[011] 1

2
[110] [001] (111) (100) 1

2
[111] [001] [010] (110) (101) 0.0685/0.326 [100] 1

2
[111] 1

2
[111] (011) (011) 0.17/0.409*

V11 1
2
[011] 1

2
[110] [001] (111) (100) 1

2
[111] [001] [010] (110) (101) 0.0685/0.326 [100] 1

2
[111] 1

2
[111] (011) (011) 0.17/0.409*

V12 1
2
[101] 1

2
[110] [001] (111) (010) 1

2
[111] [001] [010] (110) (101) 0.0685/0.326 [100] 1

2
[111] 1

2
[111] (011) (011) 0.17/0.409*
4
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Table 9
𝒔𝑙𝑎𝑡ℎ and 𝒔𝑏𝑎𝑖𝑛 for different combinations of 1NN and 2NN for 𝐴2 and 𝐵2 following GT
OR.

[1 0 0] [0 1 0] [2 1 0] [1 2 0]

[1 0 0] 𝑠𝑏𝑎𝑖𝑛 0.047 0.047 0.366 0.366
𝑠𝑙𝑎𝑡ℎ 0.407 0.407 0.546 0.546

[1 1 1] 𝑠𝑏𝑎𝑖𝑛 0.332 0.332 0.077 0.077
𝑠𝑙𝑎𝑡ℎ 0.508 0.508 0.392 0.392

In addition, Fig. 6(a) shows the total shear plots for the 2 variants.
Eq. (5) are solved with respect to 𝑥1 using 1NN vectors displayed
n Table 9 (Variants 1/13). The figure shows that solutions for the

variants are very similar and symmetric with respect to 𝑥1. It
lso shows that 𝒔𝑙𝑎𝑡ℎ,𝐺𝑇 ≃ 𝒔𝑝𝑙𝑎𝑡𝑒,𝐺𝑇 = 0.40 nm; although 𝒔𝑙𝑎𝑡ℎ,𝐺𝑇 >

𝑎𝛾 , twinning does not operate as 𝒔𝑙𝑎𝑡ℎ,𝐺𝑇
𝑖 < 𝑎𝛾 . The correspond-

ing shear directions and habit planes predicted for the first vari-
ant (𝒔𝑏𝑎𝑖𝑛,𝐺𝑇 = 0.047 nm) are: 𝑠𝑏𝑎𝑖𝑛,𝐺𝑇

1 = [−0.015, 0.0174, 0.0058] nm,
𝑠𝑏𝑎𝑖𝑛,𝐺𝑇
2 = [0.0334,−0.0048, 0.0242] nm, 𝑠𝑙𝑎𝑡ℎ,𝐺𝑇

1 = [0.068, 0,−0.179] nm,
𝑠𝑙𝑎𝑡ℎ,𝐺𝑇
2 = [0.23, 0.23,−0.13] nm and 𝐻𝑃 𝑏𝑎𝑖𝑛,𝐺𝑇

1 = (−0.57,−0.65, 0.49)
(or (1.1 1 1.3) in Miller indices), 𝐻𝑃 𝑏𝑎𝑖𝑛,𝐺𝑇

2 = (−0.56,−0.43, 0.69)
or (1.2 1.6 1)), 𝐻𝑃 𝑙𝑎𝑡ℎ,𝐺𝑇

1 = (0.38, 0.91, 0.14) (or (4.78 2 13)) and
𝑃 𝑙𝑎𝑡ℎ,𝐺𝑇
2 = (−0.12, 0.57, 0.81) (or (13 2.8 2)) . For the second vari-

ant (𝒔𝑏𝑎𝑖𝑛,𝐺𝑇 = 0.077 nm), the following were obtained: 𝑠𝑏𝑎𝑖𝑛,𝐺𝑇
1 =

[−0.008, 0.02,−0.001] nm, 𝑠𝑏𝑎𝑖𝑛,𝐺𝑇
2 = [0.05,−0.034, 0.031] nm, 𝑠𝑙𝑎𝑡ℎ,𝐺𝑇

1 =
[0.068, 0,−0.179] nm, 𝑠𝑙𝑎𝑡ℎ,𝐺𝑇

2 = [0.09, 0.23, 0.22] nm and 𝐻𝑃 𝑏𝑎𝑖𝑛,𝐺𝑇
1 =

−0.48,−0.1, 0.86) (or (3.5 17.2 2)), 𝐻𝑃 𝑏𝑎𝑖𝑛,𝐺𝑇
2 = (−0.16,−0.51,−0.84)

(or (10.5 3.2 2)), 𝐻𝑃 𝑙𝑎𝑡ℎ,𝐺𝑇
1 = (0.38, 0.91, 0.14) ((or (4.78 2 13)) and

𝐻𝑃 𝑙𝑎𝑡ℎ,𝐺𝑇
2 = (−0.56,−0.43, 0.7) (or 6.2 8.1 5). The habit planes for 𝒔𝑙𝑎𝑡ℎ,𝐺𝑇

are very close to the remaining habit planes previously reported in
martensite (2 5 9) (or (0.9,0.36,0.2) in cartesian coordinates) and
(3 10 15) (or (0.94,0.28,0.18)), respectively [2], whereas those for
𝒔𝑏𝑎𝑖𝑛,𝐺𝑇 are ∼ 6◦ from {111}, also in agreement with experiments [1].
In addition, Table 10 shows the vector combinations to calculate all 24
variants in GT OR. Similar to the previous ORs, the table shows the
vectors used in 𝑇 , as well as their associated primitive bases (𝐴𝐺𝑇

1 and
𝐺𝑇
2 are not primitive vectors), forming planes and shear magnitudes.

nterestingly, in this case 6 sets of shear values are predicted, compared
o the previous ORs. This can be associated to the fact that 𝐴𝐺𝑇

0
nd 𝐴𝐺𝑇

2 are not primitive vectors and that there are different basis
ector combinations that give similar strain values. It is also worth
oting that the strain values in each variant can be obtained in others
y using different vector basis combinations (𝑎𝐺𝑇

𝑖 ). In summary, and
o the author’s knowledge, this is the first time that all reported
Rs in FCC→BCC and habit planes for martensite and other shear

ransformations in Fe are simultaneously explained and predicted.
13

w

.2. Orientation maps: connecting ORs and determining macroscopic struc-
ures

Orientation relationships represent misorientations between orien-
ations of the parent and product phases and it is possible to study
he spread in misorientations resulting from the predictions. Figs. 7(a)
nd 8(b) show (100)𝐵𝐶𝐶 pole figures including all predicted shears and
heir associated variants for 𝒔𝑏𝑎𝑖𝑛 and 𝒔𝑙𝑎𝑡ℎ, respectively. Two points

per variant are shown to represent the misorientations induced by 𝑠1
and 𝑠2. The procedure for calculating each misorientation point is as
ollows: first obtain 𝐵̃𝑗

𝑖 for the respective variant and find the closet
ector 𝐴̃𝑗

𝑗 in the FCC lattice to obtain the angle 𝜃𝑗𝑖 and direction 𝑝𝑗𝑖 =
𝐵̃𝑗
𝑖 − 𝐴̃𝑗

𝑗 )∕∥𝐵̃
𝑗
𝑖 − 𝐴̃𝑗

𝑗∥ between the original and final vector positions
nducing the respective misorientation. These values are then used to
efine the respective rotation matrix 𝑅𝜃𝑗𝑖

and compute 𝑅𝜃𝑗𝑖
[001]𝐵𝐶𝐶 ,

hich is plotted in the Figures. Ideal ORs are also shown for com-
arison [10,62] and circles at 𝑟 = 0.1 are included is as a guide to
he eye. The misorientation distribution is similar between structures,
ut misorientations for 𝒔𝑙𝑎𝑡ℎ are somewhat more pronounced, which
s consistent with 𝒔𝑙𝑎𝑡ℎ > 𝒔𝑏𝑎𝑖𝑛, as the degree of misorientation is
roportional to the shear magnitude. In addition, several variants are
lose to their theoretical counterparts with Pitsch and KS – as well as
W and Bain ORs – being close to each other due to their variants

haring the same 𝑠1 values. Interestingly, the figures also show that
here are direct paths connecting all ORs, 𝑒.𝑔 V10; this has been
erified experimentally where the distribution in KS, NW, P and GT ORs
xhibit continuous gradients with very similar proportion among each
R [7,79]. In addition, Figs. 7 and 8(b)-(f) respectively show individual
ariant distributions for KS, NW, Pitsch, Bain and GT ORs. For this
articular choice of parameters, several variants tend to spread along
1, 1, 0]𝐵𝐶𝐶 and [1,−1, 0]𝐵𝐶𝐶 . These corresponds to KS/Pitsch variants
f the form ⟨011⟩𝐹𝐶𝐶 and ⟨110⟩𝐹𝐶𝐶 for NW/Bain’s. As for GT, variants
re of the form ⟨121⟩ and ⟨112⟩. These results confirm the empirical
rgument that several ORs form within a single variant during the
ransformation. As indicated by Thome et al. [11], the orientation of
ach martensite variant is not only affected by the tendency to establish
ne specific OR but in fact there are several forming locally and the
etection of a specific OR will depend on the location of the sampling
egion. This also implies that there is not a particular preference for
ne OR forming over another, at least for low alloyed metals, which is
onsistent with experimental findings for steels with different carbon
ontent [79].

The fact that – macroscopically – there is no preference for ORs
orming during the phase transformation process means that the mi-
rostructures forming are a result of the ‘‘average’’ processes occurring
n each OR. In the previous sections it was demonstrated that the theory
s able to predict all local crystallographic features of Widmanstätten
errite and Bainite for 𝒔𝑏𝑎𝑖𝑛 but it was not possible to differentiate

hy and when these appear. Widmanstätten Ferrite mostly appears as
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Fig. 6. (a) Total displacements 𝒔 for 2 variants following GT OR. (b) Individual and (c) total shear displacements for the FCC→HCP transition in Fe.

Fig. 7. (a) Pole figure showing ORs as misorientations about [001]𝐵𝐶𝐶 for 𝒔𝑏𝑎𝑖𝑛. Variant distribution for (b) KS, (c) NW, (d) Pitsch, (e) Bain-like and (f) GT ORs.
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Table 10
Variant selection and shear displacements for GT OR.

Variant 𝐴𝐺𝑇
0 𝐴𝐺𝑇

1 𝐴𝐺𝑇
2 𝑎0 𝑎1 𝑎2 𝑃1𝐹𝐶𝐶 𝑃 2𝐹𝐶𝐶 𝐵𝐺𝑇

0 𝐵𝐺𝑇
1 𝐵𝐺𝑇

2 𝑃 1𝐺𝑇
𝐵𝐶𝐶 𝑃 2𝐺𝑇

𝐵𝐶𝐶 𝒔𝑏𝑎𝑖𝑛,𝐺𝑇 ∕𝒔𝑚𝑎𝑟𝑡,𝐺𝑇

V1 1
2
[211] 1

2
[101] [100] 1

2
[110] 1

2
[101] 1

2
[011] (111) (011) [110] 1

2
[111] [100] (110) (001) 0.047/0.407

V2 1
2
[211] 1

2
[101] [100] 1

2
[110] 1

2
[101] 1

2
[011] (111) (011) [110] 1

2
[111] [100] (110) (001) 0.047/0.407

V3 1
2
[211] 1

2
[101] [100] 1

2
[110] 1

2
[101] 1

2
[011] (111) (011) [110] 1

2
[111] [100] (110) (001) 0.047/0.407

V4 1
2
[211] 1

2
[110] [100] 1

2
[110] 1

2
[101] 1

2
[011] (111) (011) [110] 1

2
[111] [100] (110) (001) 0.047/0.407

V5 1
2
[121] 1

2
[011] [010] 1

2
[110] 1

2
[011] 1

2
[101] (111) (101) [110] 1

2
[111] [100] (110) (001) 0.134/0.32

V6 1
2
[121] 1

2
[011] [010] 1

2
[110] 1

2
[011] 1

2
[101] (111) (101) [110] 1

2
[111] [100] (110) (001) 0.134/0.32

V7 1
2
[121] 1

2
[011] [010] 1

2
[110] 1

2
[011] 1

2
[101] (111) (101) [110] 1

2
[111] [100] (110) (001) 0.134/0.32

V8 1
2
[121] 1

2
[110] [010] 1

2
[011] 1

2
[110] 1

2
[101] (111) (101) [110] 1

2
[111] [100] (110) (001) 0.134/0.32

V9 1
2
[112] 1

2
[011] [001] 1

2
[110] 1

2
[011] 1

2
[101] (111) (110) [110] 1

2
[111] [100] (110) (001) 0.167/0.43

V10 1
2
[112] 1

2
[011] [001] 1

2
[110] 1

2
[011] 1

2
[101] (111) (110) [110] 1

2
[111] [100] (110) (001) 0.167/0.43

V11 1
2
[112] 1

2
[011] [001] 1

2
[110] 1

2
[011] 1

2
[101] (111) (110) [110] 1

2
[111] [100] (110) (001) 0.167/0.43

V12 1
2
[112] 1

2
[011] [001] 1

2
[110] 1

2
[011] 1

2
[101] (111) (110) [110] 1

2
[111] [100] (110) (001) 0.167/0.43

V13 1
2
[211] 1

2
[101] [100] 1

2
[110] 1

2
[101] 1

2
[101] (111) (011) [110] 1

2
[111] [100] (110) (001) 0.077/0.392

V14 1
2
[211] 1

2
[101] [100] 1

2
[110] 1

2
[101] 1

2
[101] (111) (011) [110] 1

2
[111] [100] (110) (001) 0.077/0.392

V15 1
2
[211] 1

2
[101] [100] 1

2
[110] 1

2
[101] 1

2
[101] (111) (011) [110] 1

2
[111] [100] (110) (001) 0.077/0.392

V16 1
2
[211] 1

2
[110] [100] 1

2
[110] 1

2
[101] 1

2
[101] (111) (011) [110] 1

2
[111] [100] (110) (001) 0.077/0.392

V17 1
2
[121] 1

2
[011] [010] 1

2
[110] 1

2
[011] 1

2
[011] (111) (101) [110] 1

2
[111] [100] (110) (001) 0.148/0.428

V18 1
2
[121] 1

2
[011] [010] 1

2
[110] 1

2
[011] 1

2
[011] (111) (101) [110] 1

2
[111] [100] (110) (001) 0.148/0.428

V19 1
2
[121] 1

2
[011] [010] 1

2
[110] 1

2
[011] 1

2
[011] (111) (101) [110] 1

2
[111] [100] (110) (001) 0.148/0.428

V20 1
2
[121] 1

2
[110] [010] 1

2
[011] 1

2
[110] 1

2
[110] (111) (101) [110] 1

2
[111] [100] (110) (001) 0.148/0.428

V21 1
2
[112] 1

2
[011] [001] 1

2
[110] 1

2
[011] 1

2
[011] (111) (110) [110] 1

2
[111] [100] (110) (001) 0.148/0.428

V22 1
2
[112] 1

2
[011] [001] 1

2
[110] 1

2
[011] 1

2
[011] (111) (110) [110] 1

2
[111] [100] (110) (001) 0.148/0.428

V23 1
2
[112] 1

2
[011] [001] 1

2
[110] 1

2
[011] 1

2
[011] (111) (110) [110] 1

2
[111] [100] (110) (001) 0.148/0.428

V24 1
2
[112] 1

2
[011] [001] 1

2
[110] 1

2
[011] 1

2
[011] (111) (110) [110] 1

2
[111] [100] (110) (001) 0.148/0.428
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discrete plates, normally within a ferritic or pearlitic matrix, whereas
Bainite normally forms as a large collection of laths/plates covering
grain interiors — although it may also form various shapes depending
on chemical composition. In addition, since we have shown that each
complementary variant has different shear displacement values, 𝑒.𝑔.
𝑏𝑎𝑖𝑛,𝐾𝑆 = 0.148 nm and 0.068 nm for V1 and V13 respectively, macro-
copically the net displacement – or shear strain – should manifest as
he average shear values, 𝑖.𝑒. the macroscopic crystallographic features
nd shear values should correspond to the average values computed
or all ORs. However, computing their average is not direct as not all
ector combinations of different ORs are compatible. To this end, 𝑠𝑖1
associated to 𝐴1) is the only shear component that can be averaged
s it has the same vector values in all ORs; 𝑠𝑖2 and 𝐴2 involve using
ifferent vector combinations and resulting OR planes. Additionally, we
eave the results GT OR out of the calculations as the vector selection is
ifferent for this OR. Table 11 shows the average for 𝑠𝑖1 with ORs having
ifferent vector values (duplicate vector values of different OR are not
ncluded). In addition, the table shows the habit plane of the resulting
verage direction for 𝑠𝑏𝑎𝑖𝑛1 =

∑

𝑖 𝑠
𝑏𝑎𝑖𝑛,𝑖
1 ∕5 in Cartesian coordinates and

Miller indices (note that the habit plane of the average shear is not
the same than the average of individual habit planes), as well as the
average shear values 𝒔𝑏𝑎𝑖𝑛 =

∑

𝑖 𝒔𝑏𝑎𝑖𝑛,𝑖∕5. The habit plane of the average
hear is equal to the habit plane of Bainite, 𝑖.𝑒. (223) (in Miller indices)
r (0.64,0.64,0.42), demonstrating that indeed the model predicts that
ainite corresponds to the macroscopic minimum energy configuration
lso forming as a bulk phase with macroscopic shear displacement
.125 nm, whereas Widmanstätten Ferrite corresponds to the local
inimum energy configuration, 𝑒.𝑔. V13 in KS/P, with microscopic
isplacement as ∼ 0.06 nm (Average of KS and NW cases). To further
orroborate the results, average values for 𝑠𝑙𝑎𝑡ℎ1 and 𝒔𝑙𝑎𝑡ℎ, 𝑖.𝑒. lath
artensite, are also computed and displayed in Table 11. The habit
lane of the average shear is equal to the macroscopic habit plane
f lath martensite, 𝑖.𝑒. (557) (in Miller indices) or (0.63,0.63,0.45) .
urther evidence supporting this conclusion is presented in Section 5
hen computing the Thermodynamics of these transitions. In summary,

his section has demonstrated that the theory is able to predict the
ocal and macroscopic crystallographic features and atomic paths of
15

C

idmanstätten Ferrite, Bainite and Lath martensite and a similar argu-
ent could be made for plate and lenticular martensite. Such features
ave been described as consequence of predicting the arising ORs of
he FCC→BCC phase transformations, which also show direct paths
onnecting individual variants in each OR. We now proceed generalise
he theory when Crystal Lattices have different dimensions and apply
t to FCC→HCP transformation in Fe.

.3. Crystal lattices of different dimensions: Application to the FCC→HCP
phase transformation

We now assume that 𝑑𝑖𝑚() = 𝑁𝐴 and 𝑑𝑖𝑚() = 𝑁𝐵 with 𝑁𝐴 ≠ 𝑁𝐵 .
et us first study the case 𝑁𝐴 < 𝑁𝐵 , 𝑒.𝑔. FCC/BCC→HCP. There are
𝐴 basis vectors {𝑎𝑖} in  where the transformation can be defined

s before in terms of the basis vectors: 𝑇 (𝑎0) = 𝑅(𝑎0 + 𝛿𝑛̂0) = 𝑏0 and
(𝑎𝑖) = 𝑅(𝑎𝑖 + 𝑠𝑖) = 𝑏𝑖 for 𝑖 = 1,… , 𝑁𝐴 − 1. For the remaining basis
ectors in , 𝑖.𝑒. 𝑏𝑗 with 𝑗 = 𝑁𝐴...𝑁𝐵 − 1, there must exist a non-basis
ector 𝑎𝑗 ∈  such that 𝑇 (𝑎𝑗 ) = 𝑏𝑗 to guarantee the transformation
unction is injective. 𝑎𝑗 can be written as 𝑎𝑗 =

∑𝑁𝐴−1
𝑖=0 𝑁𝑖,𝑗𝑎𝑖 and,

ince ∑𝑁𝐴−1
𝑖=0,𝑖≠𝑗 𝑁𝑖,𝑗𝑇 (𝑎𝑖) =

∑𝑁𝐴−1
𝑖=0,𝑖≠𝑗 𝑁𝑖,𝑗𝑏𝑖 cannot generate 𝑏𝑗 , we need to

include an additional shear function 𝑠𝑗 for 𝑇 (𝑎𝑗 ), 𝑖.𝑒. :

(𝑎𝑗 ) = 𝑏𝑗 = 𝑅
(

∑

𝑖
𝑁𝑖,𝑗𝑇 (𝑎𝑖) + 𝑠𝑗

)

= 𝑅
(

𝑎𝑗 +
∑

𝑖
𝑁𝑖,𝑗𝑠𝑖 + 𝑠𝑗

)

with

𝑎𝑗 =
∑

𝑖
𝑁𝑖,𝑗𝑎𝑖, 𝑗 = 𝑁𝐴..., 𝑁𝐵 − 1 (15)

here 𝑠𝑘 ≠ 𝑠𝑗 . We now have 3𝑁𝐵+1 equations for 𝑁𝐵−1 shear vectors,
𝑖 and 𝑠𝑗 , and 𝛿, which can be solved using the same geometric relations
or the vector dimensions and orientations in  and the extremum
rinciple, as in Eqs. (5) and (6).

For the case 𝑁𝐴 > 𝑁𝐵 , 𝑖.𝑒. when there are more basis vectors in the
arent than the product phase such as HCP→FCC/BCC, we know that
(𝑎𝑗 ) = 𝑏𝑗 =

∑

𝑖 𝑁𝑖,𝑗𝑏𝑖 =
∑

𝑖 𝑁𝑖,𝑗𝑅(𝑎𝑖 + 𝑠𝑖) with 𝑗 > 𝑖. On the other hand,
he definition of the transformation function 𝑇 gives 𝑇 (𝑎𝑗 ) = 𝑅(𝑎𝑗 + 𝑠𝑗 ).

omparing the previous equations, the remaining shear vectors are
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Fig. 8. (a) Pole figure showing ORs as misorientations about [001]𝐵𝐶𝐶 for 𝒔𝑚𝑎𝑟𝑡. Variant distribution for (b) KS, (c) NW, (d) Pitsch, (e) Bain-like and (f) GT ORs.
Table 11
Shear displacement and average for 𝒔𝑏𝑎𝑖𝑛 and 𝒔𝑙𝑎𝑡ℎ.
OR 𝑠𝑏𝑎𝑖𝑛1 (nm) 𝐻𝑃 𝑏𝑎𝑖𝑛

1 (Cart) 𝐻𝑃 𝑏𝑎𝑖𝑛
1 (Miller) 𝒔𝑏𝑎𝑖𝑛 (nm)

KS/P (V1) [0.08,0.026,−0.063] (0.45,0.45,0.768) (3.4 3.4 2) 0.148
KS/P (V13) [0.02,−0.034,0.023] (−0.65,−0.65,−0.39) (223.33) 0.068
NW/B (V1) [0.026,0.003,−0.04] (0.63,0.63,0.44) (2 2 2.86) 0.06
B (V1) [0.023,0,−0.036] (0.643,0.643,0.415) (2 2 3.09) 0.161
B (V13) [−0.025,−0.048,0.009] (−0.12,−0.12,−0.98) (1 1 0.12) 0.188

Average [0.025,−0.01,−0.021] (0.64 0.64 0.42)∗ (2 2 3.04)* 0.125

OR 𝑠𝑙𝑎𝑡ℎ1 (nm) 𝐻𝑃 𝑙𝑎𝑡ℎ
1 (Cart) 𝐻𝑃 𝑙𝑎𝑡ℎ

1 (Miller) 𝒔𝑙𝑎𝑡ℎ (nm)

KS/P (V1) [0.10,0.047,−0.179] (0.61,0.61,0.5) (5 5 6.1) 0.217
KS/P (V13) [0.10,0.048,−0.179] (0.6,0.6,0.51) (5 5 5.8) 0.326
NW/B (V1) [0.064,0.041,−0.179] (0.65,0.65,0.38) (5 5 8.5) 0.234
B (V1) [0.065,0.041,−0.179] (0.65,0.65,0.38) (5 5 8.5) 0.403
B (V13) [0.065,0.041,−0.179] (0.65,0.65,0.38) (5 5 8.5) 0.414

Average [0.079,0.044,−0.0179] (0.635,0.635,0.44)∗ (5 5 7.2)∗ 0.318
16
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computed as:

𝑠𝑗 =
𝑁𝐵−1
∑

𝑖=0
𝑁𝑖,𝑗 (𝑎𝑖 + 𝑠𝑖) − 𝑎𝑗 , 𝑗 = 𝑁𝐵 ,… , 𝑁𝐴 − 1. (16)

Only 𝑁𝐵−1 shear vectors 𝑠𝑖 are needed and the same solution methods
are followed. When comparing Eqs. (4), (15) and (16), we can see that
in all cases the number of shear vectors is determined by the dimension
of the product phase .

We apply these results to study shear transformations in FCC→HCP
crystals for a targeted number of conditions. For this transition se-
quence it is widely accepted that stacking 1

6 ⟨112⟩𝐹𝐶𝐶 Shockley partials
on every other FCC plane forms locally an HCP lattice by reversing
the stacking sequence. However, an HCP layer may not simply form
when a dislocation partial forms in the FCC lattice and an additional
driving force is required to promote the phase transformation. So far, no
definition of such driving force or its magnitude has been successfully
predicted. In addition, other transformation mechanisms have been
reported that do not follow the previous dislocation sequence [33].
Such lack of explanation is consistent with previous attempts to predict
the crystallography of the transition. Guo et al. [37] studied the crys-
tallography of FCC(𝛾)→HCP (𝜖) in Fe-Mn-Si alloys. They used Kelly’s
double-shear version of the PTMC and argued that atomic shuffling on
{111}𝐹𝐶𝐶 planes was necessary for the transformation to happen but
did not define the mechanisms for such shuffling. They argued that the
introduction of a shuffle parameter is similar to a dilatation parameter
but such shuffle effect should be related to the actual driving force for
the transformation if there is a dislocation partial already in place [12].

The FCC→HCP transformation in Fe is analysed using the primitive
basis for HCP crystals (𝜖) in Table 2 but the primitive basis for V2
in FCC (Table 7) is used for convenience. Substituting vector values
in Eq. (15) the following is obtained:

𝑐𝑆 = 𝑅
(𝑎𝛾

2
[1, 1, 0] + 𝛿𝜖 𝑛̂𝜖0

)

𝑐𝑇 = 𝑅
(𝑎𝛾

2
[0, 1, 1] + 𝑠𝜖,11

)

𝑐𝑈 = 𝑅
(𝑎𝛾

2
[1, 0, 1] + 𝑠𝜖,12

)

𝑐𝑉 = 𝑅
(𝑎𝛾

2
[2,−1, 1] − 𝑠𝜖,11 + 2𝑠𝜖,12 + 𝑠𝜖,13

)

(17)

where 𝛿𝜖 = 𝑎𝜖 −
𝑎𝛾
√

2
and 𝑎𝛾

2 [2,−1, 1] = − 𝑎𝛾
2 [1, 1, 0]𝐹𝐶𝐶 + 2 1

2 [1, 0, 1]𝐹𝐶𝐶 ,
𝑖.𝑒. 𝑁3 = −1 and 𝐿3 = 2, is the non-basis vector for 𝑐𝑉 . The last
relation corresponds to Eq. (15) where 𝑠𝜖,13 is the additional shear
vector. Fig. 6(b) shows individual shear plots for the results obtained.
The curves were calculated fixing 𝑥𝜖,11 and solving numerically equation
(15) in a similar fashion as previous cases; the lattice parameters used
for HCP Fe are 𝑎𝜖 = 0.25 nm and 𝜔 = 𝑐𝜖

𝑎𝜖
=

√

8∕3 ≈ 1.633 [77]. As
with the case of FCC→BCC phase transformations, 𝒔𝜖,11 has only one set
of solutions, whereas 𝒔𝜖,12 and 𝒔𝜖,13 each have 2 solution sets; 𝒔𝜖,11 and
𝒔𝜖,12 are closed curves each having 4 extrema. The curve for 𝒔𝜖,11 has a
minimum (almost equal to zero) at 𝑥1 ∼ 0 nm; interestingly, the first
solution for 𝒔𝜖,12 (purple dotted line) has virtually identical magnitude
as 𝒔𝜖,11 and the second solution (pink dashed line) is somewhat mirrored
about 𝑥1 ∼ 0.10 nm. 𝒔𝜖,13 has two constant solutions at ∼ 0.149 nm and
∼ 0.8 nm. Fig. 6(b) shows the calculations for the total shear considering
the 4 possible solutions, 2 for 𝒔𝜖,12 and 2 for 𝒔𝜖,13 . It is easily seen that the
first solution (black line) having 𝒔𝜖,12 with identical magnitude as 𝒔𝜖,11
corresponds to the solution with the lowest strain, hence this is con-
sidered as the correct solution. We only study the solutions giving the
minimum shear for simplicity in the discussions. The predicted shear
values for the minimum shear 𝒔𝜖 are 𝑠𝜖,11 = [0,−0.0022,−0.0022] nm,
𝑠𝜖,12 = [−0.0022, 0,−0.0022] nm and 𝑠𝜖,13 = [−0.11,−0.0589, 0.0589] = 𝑎𝛾

6 [2
1 1] + 𝑠̃𝜖,13 with 𝑠̃𝜖,13 = [0.0015, 0.007,−0.007] nm an excess shear. The

odel predicts that the transformation occurs via a dislocation partial
17

a

(𝑠𝜖,13 ) on every other (111)𝐹𝐶𝐶 plane. If 𝑎𝛾
2 [1, 1, 0]𝐹𝐶𝐶 and 𝑎𝛾

2 [0, 1, 1]𝐹𝐶𝐶

orm plane A ((111)𝐹𝐶𝐶 ), then 𝑠𝜖,11 , 𝑠𝜖,12 and 𝑠𝜖,13 respectively lie on planes
(𝑥 − 𝑦 + 𝑧 = 0), B (𝑥 − 𝑦 + 𝑧 = 𝑎𝛾 ) and C (𝑥 − 𝑦 + 𝑧 = 2𝑎𝛾 ).

n addition, it predicts that small atomic displacements are necessary
or the transition to happen, 𝑖.𝑒. 𝑠𝜖,11 and 𝑠𝜖,12 and the excess strain 𝑠̃𝜖,13
orrespond to atomic shuffles; although small but these ‘‘shuffles’’ on
111)𝐹𝐶𝐶 and (111)𝐹𝐶𝐶 planes are necessary to match the dimensions

of the HCP lattice. The total magnitude of the atomic shuffles can be
estimated as

√

(𝒔𝜖,11 )2 + (𝒔𝜖,12 )2 + (𝒔̃𝜖,13 )2 ≈ 0.01 nm. Therefore, the theory
uccessfully predicts that the classical transformation mechanism of
ncorporating Shockley partials on every other {111}𝐹𝐶𝐶 plane plus
dding small shuffles on each FCC plane corresponds to the lowest
nergy configuration for this transition. Lastly, for estimating the OR,
he planes for all basis vectors in FCC lie on (111)𝐹𝐶𝐶 planes, therefore

recovering Shoji–Nishiyama’s OR (Table 4). The habit planes for 𝑠𝜖,11 ,
𝑠𝜖,12 and 𝑠̃𝜖,13 are respectively (0.57, 0.57,−0.57)𝐹𝐶𝐶 (or (1 1 1) in Miller
indices), (0.57, 0.57,−0.57)𝐹𝐶𝐶 and (0.075, 0.075, 0.99)𝐹𝐶𝐶 ; the predicted
values are in agreement with the calculations done by Guo et al. [37].

Interestingly, there is another transformation variant (V2) when
considering the following vectors (using 𝑎𝑂, 𝑎𝑃 and 𝑎𝑄 as basis vectors):

𝑐𝑆 = 𝑅
(𝑎𝛾

2
[1, 1, 0] + 𝛿𝜖 𝑛̂𝜖0

)

𝑐𝑇 = 𝑅
(𝑎𝛾

2
[0, 1, 1] + 𝑠𝜖,21

)

𝑐𝑈 = 𝑅
(𝑎𝛾

2
[0, 1,−1] + 𝛿𝜖 𝑛̂𝜖0 − 𝑠𝜖,22

)

𝑐𝑉 = 𝑅
(𝑎𝛾

2
[1,−1, 2] − 𝛿𝜖 𝑛̂𝜖0 + 2𝑠𝜖,22 + 𝑠𝜖,23

)

(18)

with 𝑠𝜖,21 = [−0.036, 0.034,−0.054] = 𝑎𝛾
12 [1 1 2]+[−0.0062, 0.0042, 0.0057] =

𝑎𝛾
12 [1 1 2]+𝑠̃𝜖,21 , 𝑠𝜖,22 = [0.034,−0.036,−0.054] = 𝑎𝛾

12 [1 1 2]+[0.0042,−0.0062,
0.0057] = 𝑎𝛾

12 [1 1 2] + 𝑠̃𝜖,22 and 𝑠𝜖,23 = [−0.083, 0.0833, 0.0833] nm; 𝑠𝜖,21
nd 𝑠𝜖,22 each represent the sum of ∼ 1∕2 Shockley partial and a small
tomic shuffle. 𝑠𝜖,21 lies on plane A (𝑥 − 𝑦 + 𝑧 = 0), whereas 𝑠𝜖,22
ies on plane -B (𝑥 − 𝑦 + 𝑧 = −𝑎𝛾 ). As for 𝑠𝜖,23 , it lies on plane C
𝑥 − 𝑦 + 𝑧 = 2𝑎𝛾 ). This mechanism predicts that the HCP lattice is also
econstructed if 2 half Shockley partials and additional atomic shuffles
ie on adjacent (111)𝐹𝐶𝐶 planes, 𝑖.𝑒. 𝑠𝜖,21 on A and 𝑠𝜖,22 on B, with a

resulting dilatation also occurring along [111]𝐹𝐶𝐶 (𝑠𝜖,23 ). Experimental
eports using high-resolution TEM have reported similar mechanisms
or the reverse HCP→FCC transformation in cold-rolled Ti [33,80].
t was found that an alternate transformation mechanism consists of
oupled glide of two disconnections in adjacent planes with total
urgers vector 1

6 ⟨1120⟩𝐻𝐶𝑃 along with a shuffle mechanism. For the
case of the model, since 𝑠𝜖,22 lies on -B plane, the Burgers circuit around
ABC is calculated as 𝑠𝜖,21 - 𝑠𝜖,22 + 𝑠𝜖,23 = 𝑎𝛾

6 [2 1 1]+[−0.03, 0.09, 0.023] = 𝑎𝛾
6 [2

1 1] + 𝑠̃𝜖,23 nm, 𝑖.𝑒. 1 Shockley partial and a small atomic shuffle, which
is very similar to the reported configuration. We can also estimate
the magnitude of the shuffling as

√

(𝒔̃𝜖,21 )2 + (𝒔̃𝜖,22 )2 + (𝒔̃𝜖,23 )2 ≈ 0.14 nm
howing that atomic shuffling is more significant in this configuration;
his indicates that the predicted second variant is more difficult to
perate due to the higher shear necessary to promote atomic shuffling
nd can only likely occur under high pressure/mechanical loading
onditions; such is consistent with the previous experimental evidence
n heavily deformed Ti [80]. This shows that the theory is also able to
redict conventional and not conventional transformation mechanisms
or FCC→HCP crystals although further work is required to compute
ll possible atom configurations and crystallographic features of this
ransition. In addition, the model provides physical and quantitative
xplanation to the previously ill defined concept of atomic shuffles used
n classical theories. Their implications for calculating the driving force
re addressed in the following section.
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5. Thermodynamic driving force and prediction of transformation
start temperatures

The final component of the theory is to link the previous crystallo-
graphic results to the Thermodynamics of the various shear transfor-
mations. Such will also help in confirming the preliminary conclusions
about the various allotropic transformations predicted by the models.
A formula for the Thermodynamic driving force in martensite was
proposed in previous work [55]. Such equation is based on calcu-
lating the elastic strain energy from the transformation at an atomic
level using the transformation strain as input parameter: 𝛥𝐺𝑠𝑡𝑟𝑎𝑖𝑛 =
− (1+𝜈)𝜇𝛥𝑉

18(1−𝜈) 𝜀 with 𝜀 =
( 𝒔
𝑎

)

the transformation strain, 𝜈 Poisson’s ratio,
𝜇 the shear modulus, 𝑎 the parent’s crystal lattice parameter (𝑎𝛾 ) and
𝛥𝑉 is the volume change induced by the new phase. This equation was
derived following Eshelby’s model for calculating the elastic energy
of a spherical inclusion inserted within a perfect lattice, resulting
in additional distortions by the difference in volumes [81]; 𝛥𝑉 was
et equal to the molar volume 𝑉𝑚 and 𝜀 following the work by Cai

et al. [82] estimating the strain energy from adding point defects to a
perfect lattice, 𝑖.𝑒. atomic displacements acting as point-like inclusions
in a phase transformation. These derivations have been made assuming
isotropic distortions from spherical inclusions but distortions are highly
anisotropic for the case of shear transformations. Hence, a correction
factor 𝛼 is included in the formula for 𝛥𝑉 : 𝛥𝑉 = 𝛼𝑉𝑚𝜀. Combining this
esult with the previous equation, the Thermodynamic driving force is:

𝐺𝑠𝑡𝑟𝑎𝑖𝑛 = −
𝛼(1 + 𝜈)𝜇𝑉𝑚
18(1 − 𝜈)

(

𝒔
𝑎

)2
. (19)

𝛼 = 0.02 was fitted to match the driving force values of different
structures and was fixed in all conditions and materials tested. This
equation can be used either to compute the local driving force for
each transformation variant in a given OR, using the shear values
displayed in Tables 7, 8, 10, or to obtain the macroscopic driving force
for each transformation. We will focus on the latter since this value
can be readily compared against experimental measurements. The start
temperatures are calculated by comparing 𝛥𝐺𝑠𝑡𝑟𝑎𝑖𝑛 with the Gibbs free
energy between the FCC and BCC/HCP phases at different temperatures
using the Thermodynamics software Thermocalc and databases TCFe8
and SSOL4; similarly, the parameters used for Eq. (14) are: 𝜇 =
70 GPa, 𝜈 = 0.29, 𝑉𝑚 = 7.09 cm3/mol. Details of the calculations
are described in previous work [55]. Table 12 shows prescribed and
measured values of 𝛥𝐺𝑠𝑡𝑟𝑎𝑖𝑛 in Fe and transformation start temperatures
for Widmanstätten ferrite, Bainite, as well as the different martensites.
For the case of plate and lenticular martensite, 𝒔 is calculated using
he (individual) effective strains 𝒔𝒌,𝒋𝒊 , which are computed as (𝒔𝑘,𝑗𝑖 )2 =
𝒔𝑡𝑤𝑖𝑛)2 − (𝒔𝑖𝑘,𝑗 )2 with 𝑖 = 1, 2, 𝑘 = 𝑙𝑒𝑛𝑡, 𝑝𝑙𝑎𝑡𝑒, 𝑗 = 𝐾𝑆,𝑁𝑊 ,𝐵 (as

with Table 11), 𝒔𝑡𝑤𝑖𝑛 = ‖

𝑎𝛾
2 ⟨112⟩‖ and ̃𝒔𝑘,𝑗 =

√

(𝒔̃𝑘,𝑗1 )2 + (𝒔̃𝑘,𝑗2 )2; this
s to account only for the net strain necessary following twinning
Eq. (12)). Although no information on the 𝑀𝑠 for lenticular martensite
as found, experimental reports have shown that lenticular martensite

orms in FeNiC ∼ 100−150 ◦C above plate martensite [66,83] and the
model successfully lies within this temperature range. More results for
HCP→FCC in Fe/Fe10Mn are shown to demonstrate the robustness of
he predictions. Two cases are computed one including the total driving
orce, 𝑖.𝑒. dislocations+atomic shuffles, and another only considering
he atomic shuffles, 𝑖.𝑒. assuming dislocations form prior to the trans-
ormation and only shuffles are required. 𝒔𝜖 is calculated by taking the
verage shear of the 2 variants obtained in Section 4.3; the predicted
riving force when only atomic shuffles are considered is lower than
he former case indicating that only small lattice distortions are needed
o produce the transformation if a dislocation partial is present. The
greement is remarkable in all cases, demonstrating that the present
pproach is also able to predict and link the transformation strains with
he Thermodynamic driving force across material conditions. This also
onfirms the conclusions about Widmanstätten Ferrite and Bainite.
18

l

.1. Possible links and application of the theory to improve the PTMC

Although several outcomes of this work showed similar predictions
o those obtained using the PTMC or similar approaches, making a
ore direct comparison between methods is difficult. This is because

he different assumptions between the two approaches lead to differ-
nt interpretations of the predictions. Also, we note that different
athematical frameworks can describe the same physical problem, as

n the present work and the PTMC, without contradicting themselves.
classical example is Hamiltonian and Lagrangian mechanics, where

oth theories describe the same physical phenomena but take slightly
ifferent approaches (Hamiltonian mechanics uses generalised spatial
oordinates, in contrasts to Lagrangian mechanics which uses classical
ewtonian descriptions, allowing to describe more complex physical
roblems using simpler mathematical descriptions). A key assumption
n the original PTMC is that two invariant parameters are pre-defined
o comply with the OR under consideration, 𝑖.𝑒. the parallel direction
nd plane between parent and product phases are established before
he transformation sequence starts (Table 1 for FCC→BCC), which
nly requires solving the transformation matrix for one invariant plane
train (𝑆). In contrast, we only assumed that one variable – the parallel
irection – remains invariant in the transformation function 𝑇 with-
ut pre-defining an OR. The invariant planes to define a specific OR
ere predicted as the planes containing the first and second nearest
eighbours to the invariant direction that make the transformation
unction injective and produce the smallest strain values in 𝑇 , as
ndicated in Tables 4–6. This was demonstrated by not only obtaining
he expected {111}𝐹𝐶𝐶∥{110}𝐵𝐶𝐶 relationships for the KS and NW
Rs but by also predicting (non-closed packed) planes in other ORs,

ncluding {100}𝐹𝐶𝐶∥{111}𝐵𝐶𝐶 for Pitsch and {100}𝐹𝐶𝐶∥{100}𝐵𝐶𝐶 for
ain ORs. We therefore have shown that ORs form simultaneously as
he transformation takes place – not before – and such relationships
re selected to include the directions and planes that minimise the
ransformation strains.

In addition, by relaxing the assumption of only pre-defining the
arallel directions in 𝑇 , we demonstrated mathematically that two
nvariant shear displacements are necessary to define the transforma-
ion function as injective between FCC→BCC lattices. Such provided a
ormal justification of why two invariant shear systems are needed in
he PTMC to predict main crystallographic features of lath martensite,
ncluding the {557} habit plane and 1

2 ⟨101⟩ interfacial dislocations.
e note that although solutions using a single invariant system have

een obtained using matrix-based approaches, this does not rule out
he possibility of other solutions existing for the same structure. For
nstance, Baur et al. [19] used a single transformation matrix, 𝑖.𝑒.

considering one invariant shear plane (analogous to 𝑃 in Eq. (1)), to
predict the {225}𝐹𝐶𝐶 habit plane in plate/lenticular martensite. They
demonstrated that the transformation matrix when considering KS OR
has 2 habit planes, {111}𝐹𝐶𝐶 and {0.35, 0.35, 0.86}𝐹𝐶𝐶 ; obtaining the
{111}𝐹𝐶𝐶 plane was attributed to the fact that KS OR requires the
planes {111} remain invariant, 𝑖.𝑒. {111}𝐹𝐶𝐶 are habit planes by def-
inition, but they did not highlight if other solutions exist that also have
{111}𝐹𝐶𝐶 as habit plane. In contrast, the results obtained in this work
for lenticular martensite showed (𝑠𝑙𝑒𝑛𝑡𝑖 in Table 3) that indeed there are
2 habit planes, in cartesian coordinates (−0.316,−0.316,−0.86)𝐹𝐶𝐶 and
(−0.596,−0.596,−0.538)𝐹𝐶𝐶 , where the latter is very close to (111)𝐹𝐶𝐶 ;
owever, these solutions correspond to two compatible twin systems
Eq. (11)). This is interpreted as successfully predicting self-consistent
winning pair-variants using a single transformation function, as exper-
mentally observed but not being fully explained by the PTMC [67].
his example shows how the present approach provides more complete
olutions.

The limitations in matrix-based approaches related to the previous
ssumptions were amplified when studying other crystal lattices with
ower symmetries like the HCP lattice. This is because an additional
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Table 12
Average shear displacement, Driving Force and Start temperatures in various shear transformations.
Transition Structure 𝒔 (nm) Δ𝐺𝑠𝑡𝑟𝑎𝑖𝑛 Δ𝐺𝑠𝑡𝑟𝑎𝑖𝑛 Start (◦C) Start (◦C)

(J/mol) - Mod (J/mol) - Exp - Mod - Exp

FCC→BCC Widmanstätten F. 0.064 −50 −50 [63] 737 760 [63]
FCC→BCC Bainite 0.125 −191 −250 [2] 712 690 [84]
FCC→BCC Lath martensite 0.318 −1,244 −1,000 to −1,250 [55] 545 550 [84]
FCC→BCC Lent. martensite 0.348 −1,483 510
FCC→BCC Plate martensite 0.426 −2,222 −1,800 to −2,100 [85] 407 420 [84]
FCC→HCP (Fe10Mn) 𝜖 martensite (disl.+shuffles) 0.157 −301 −270 [86] 118 137 [87]
FCC→HCP 𝜖 martensite (shuffles) 0.077 −72 −68 to −90 [87,88]
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concept of atomic shuffle is required to make Eq. (1) injective, in
addition to considering 2 shear invariant systems. Although a physical
interpretation has been given to this concept, it lacks a self-contained
mathematical formalism. In contrast, our mathematical formalism was
able to justify the need of adding another shear component to make
𝑇 injective in FCC→HCP (Eq. (17)). Similar to the FCC→BCC lattice
transformation case, the theory not only predicted that the transforma-
tion happens by forming dislocation partials on every other {111}𝐹𝐶𝐶
plane – without pre-defining their existence – but it was shown that
other mechanisms reported in the literature can happen. Although 𝑇 in
Eq. (3) could be represented in matrix form to establish more analogies
to 𝑃 in Eq. (1), such conversion may not provide more insights than
its vector form. This is because purely crystallographic criteria are
adopted to compute 𝑃 and there is no way to verify whether the
solutions to this problem are energetically favourable. Considering the
extremum principle allowed us to link the crystallography of relevant
transformation processes in Fe with the associated Thermodynamic
driving force and crystal defects.

The main aim of this work was to introduce an alternative theory
and apply in pure allotropic materials like Fe. Alloying additions not
only modify the lattice parameter but can promote additional lattice
distortions, 𝑒.𝑔. C in Fe or Al in Ti, which can change the crystal-
lography and associated crystal defects of shear transformations, 𝑒.𝑔.
C changes the frequency of variant pairing in lath martensite [89].
Similarly, the Thermodynamics of the transformation will change as
the local strain values increase with alloying [55]. These features would
need to be incorporated the model but such lies beyond the scope of
the work. Nonetheless, this will be addressed in future publications.

In summary, following relevant modifications in the basic assump-
tions of matrix-based theories, it may be possible to improve the
existing results from the PTMC by means of linking crystallography
with Thermodynamics and connecting results of the various shear trans-
formations in Fe that, until now, remained disconnected. Modifications
include using a relaxed assumption of only defining one invariant di-
rection and not invariant planes and include an energy-based criterion
– like the extremum principle – to compensate for a missing variable
when computing 𝑃 . In addition, should be acknowledged that the
number of invariant shear systems to define the transformation matrix
as injective is correlated to the dimension – or number of lattice points
required to generate the motif – of the parent and product lattices.

6. Summary and concluding remarks

A new theory for predicting shear transformations in crystalline ma-
terials has been introduced. It is presented as an alternative approach to
classical theories to explain and unify results in several transformations
using the same formalism. The crystal lattice and shear transforma-
tions were treated as vector space and vector functions respectively
to overcome longstanding challenges of previous theories for the crys-
tallography of shear transformations. A shear transformation function
𝑇 was defined as a linear function containing 1 invariant direction
(dilatation) and the remaining vectors were atom (shear) displacement
functions matching the dimensions of the number of vectors forming
19
the motif, 3 for FCC and BCC crystals and 4 for HCP crystals. The
extremum principle was used to obtain the atomic displacement paths
minimising and maximising the strain energy from all possible vector
solutions. A main reason why atomic (shear) displacements were
considered instead of unitless strain values is because the choice of the
reference length to compute the strain, 𝑒.𝑔. dividing by the interplanar
distances, can be arbitrary and not provide more insights of specific
atomic trajectories during the transformation, as atomic displacements
are not necessarily parallel to the reference distance. An example is
when computing the crystal defects forming during the transformation,
e.g. twinning in Eq. (12); it was possible to split the total displacements
into a 𝑎𝛾

2 ⟨112⟩ deformation twin and additional atomic displacements
equired to fully transform into martensite, 𝑖.𝑒. local driving force; such
ould not have been possible to elucidate out if we had considered
nitless strains in the analysis. The theory predicts that commonly
bserved defects, including dislocations and twins, simultaneously form
s the new phase emerges, which enable efficient strain accommo-
ation processes. Orientation relationships were obtained by finding
uitable vector combinations producing the lowest distortions between
nvariant directions in the parent and product phases; the model not
nly was successful in predicting common ORs between FCC→BCC,
CC→HCP and FCC→HCP crystals but it also allowed connecting such
rystallographic features with different atomic paths involved in the
ransformations and their associated energetics. Transformations taking
lace in the FCC→BCC crystal system in Fe were used as case study to
ighlight the main features of the theory as well as to demonstrate its
ovelty. Different vector combinations representing basis vectors for
he transformation function were explored demonstrating that those
ith lowest dilatation and shear energy correspond to the transfor-
ation variants for a given OR. Lastly, the results were linked to
Thermodynamic model to predict the local or macroscopic driving

orce, where the latter was computed using the average shear strains
f the predicted extrema.

The theory was later extended to cover transformations between
rystal lattices of different dimensions. Targeted validation of the
CC→HCP crystal transformation was addressed. Similar analysis can
e done for the remaining transformations in FCC↔BCC↔HCP crystals
ot only in Fe but also other relevant materials such as Ti and Zr.
he theory is also readily available to study other transformations like
winning by assigning as parent phase a ‘‘twinned’’ mirrored structure.
n addition, the theory can describe transformations in ordered systems
uch as NiTi. Although the theory was validated in pure Fe, it can
asily account for elemental effects, as it is well known that chemical
omposition affects the crystallography and microstructure of shear
ransformations, 𝑒.𝑔. C in Fe and also for complex materials undergoing
arious transformations like high-entropy alloys [90]. This could be
ddressed by including additional vector functions in the transforma-
ion function representing different atomic species as well as extending
he hard-sphere dilatation criterion to account for additional solute
istortions/obstruction affecting specific invariant directions; the latter
ould alter the occurrence of some ORs or even predict new ones. This
ould be done and expanded in future work. In addition, the theory
an be very useful to help improving existing interatomic potentials by
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providing new information about possible atomic paths for different
ORs and transformation structures [28,91,92]. Finally, although the
predicted transformation start temperatures have been obtained con-
sidering the extrema values in the shear transformation function, it is
well known that structures like Bainite can form isothermally between
𝐵𝑠 and 𝑀𝑠, also leading to different crystallography and transformation
kinetics; this means that the shear processes involved and associated
driving force should lie between 𝒔𝑏𝑎𝑖𝑛,𝑗 and 𝒔𝑚𝑎𝑟𝑡,𝑗 in the curves com-
uted for each OR case, 𝑒.𝑔. Fig. 2, but additional considerations on the
ransformation kinetics are needed to predict the times required for the
tart of the transformation. Such can be done by combining the results
f the present theory with coarse graining atomistic methods, such
s kinetic Monte Carlo, allowing the prescription of kinetic processes
aking place after long times (>ms).

In summary, the following conclusions can be drawn from this work:

• We have developed an integrated approach that answered holis-
tically several questions that were not possible to address before
using classical phenomenological and matrix-based approaches:
By using a vector formalism for the crystal lattice, we can explain
the atomic trajectories of well-known transformations in Fe and
their associated crystal defects. Previous matrix-based theories
had to assume specific crystal defects to reproduce experimen-
tal results, therefore limiting their predictability. The Extremum
principle provided an energy-based framework to explain why
multiple shear transformations happen in Fe based on the strain
energy from atomic displacements, with direct connection to their
atomic trajectories and Thermodynamics. The combination of
these methods provided a mathematical formalism to predict and
explain why several Orientation Relationships (ORs) have been
observed experimentally. Our previously developed thermody-
namic model linked the predicted crystallographic features with
the driving force of the transformation, hence predicting the start
temperature of several shear transformations, 𝑖.𝑒. Bainite, Wid-
manstäten ferrite, lath martensite, plate martensite, and lenticular
martensite; before this work, where there was no physics-based
model that could unify their mechanisms and predicted Thermo-
dynamic properties. The new theory is able to link the local and
macroscopic crystallographic features of shear transformations
in crystalline materials with the atomic-scale mechanisms and
Thermodynamics. The combination of these features enabled the
simultaneous prediction of the most relevant transformations in
Fe, namely Widmansttätten Ferrite, Bainite, lath martensite, plate
martensite as well as lenticular martensite. To the authors’ knowl-
edge, this is the first theory able to unify our understanding about
such transitions, addressing unanswered – or partially answered
– questions about shear transformations in Fe.

• It is predicted that Widmanstäten Ferrite corresponds to the local
minimum energy configuration for either KS and NW ORs with
total atomic shear displacement as slow as ∼ 0.06 nm – or a strain
of 0.178 – involved in the transformation process.

• The theory indicates that Bainite corresponds to the macroscopic
minimum energy configuration also forming as a bulk phase with
average shear displacements of ∼ 0.125 nm – or strain of 0.35 –
and mean habit plane {223}𝐹𝐶𝐶 . ⟨101⟩𝐹𝐶𝐶 defects are predicted
to form simultaneously as the new phase emerges as resulting
structure. In addition, the driving force successfully predicted the
Bainite start temperature and the theory in principle can also be
used to compute the driving force under isothermal conditions
between 𝐵𝑠 and 𝑀𝑠; such can be done by calculating the average
strains along the shear curves between the extrema for Bainite
and Martensite (𝑒.𝑔. Fig. 2(d) or Fig. 6(a)). However, modelling
of phase kinetics is also required to determine the critical time for
the transformation.

• The theory predicts that lath martensite corresponds to shear
configurations minimising atomic displacements when there is
20

b

no other driving force, such as diffusion, with average shear
displacements of ∼ 0.318 nm- or 0.88 strain. It was also demon-
strated that 1

2 ⟨101⟩ dislocations form simultaneously as the phase
transformation takes place. In addition, all local habit planes
reported for lath martensite were successfully predicted and the
macroscopic habit plane corresponds to {557}𝐹𝐶𝐶 .

• The maximum shear energy configurations correspond to lentic-
ular and plate martensite both forming twins to accommodate
the transformation strains but also including excess strains; the
average shear displacements were 0.348 nm – or 0.97 strain – and
0.426 nm – or 1.19 strain – for lenticular and plate martensite,
respectively. It was shown that plate martensite contains mostly
twins as this structure accommodates more effectively the strains
from the transformation, whereas lenticular martensite can also
form tangled dislocations to compensate for the excess strain from
twinning. The excess shear corresponded to the effective shear
strain to calculate the driving force. As with lath martensite,
the theory predicted that in twinning, additional atomic shear
displacements and the phase transition occur simultaneously.

• Commonly reported ORs in Fe were predicted, 𝑖.𝑒. Kurdjumov–
Sachs, Nishiyama–Wasserman, Pitsch and Greninger–Troiano. In
addition, a Bain-like orientation relationship was also predicted
rectifying Bain’s OR requirements and as it only involves fixing 1
invariant direction. By solving the transformation function for all
possible atom direction combinations, the theory confirmed the
empirical argument that several ORs form within a single variant
during the transformation and that there is no preference for one
or more ORs to form, as the shear strains are similar in most cases.
In addition, by plotting the transformation paths as misorienta-
tions between orientations of the parent and product phases, it
was shown that there are direct paths connecting variants in all
ORs.

• Targeted results for FCC→HCP in Fe demonstrated that the theory
is applicable to other shear transformations. The theory not only
successfully predicted that the classical mechanism of incorporat-
ing 1 Shockley partial on every other {111}𝐹𝐶𝐶 plane corresponds
to the lowest energy configuration for this transition but it was
able to predict unconventional transformation mechanisms re-
ported experimentally. In addition, the theory provides physical
and quantitative explanation to the previously ill-defined concept
of ‘‘atomic shuffles’’ used in classical theories, as well as their im-
plications for calculating the driving force. Specifically, the shear
magnitude of the shuffles corresponds to the Thermodynamic
driving force when dislocation partials are already present.
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ppendix

Table 13 shows values predicted for first and second nearest neigh-
ours of representative directions in FCC, BCC and HCP lattices and
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Table 13
First and second nearest neighbours along special directions in the FCC, BCC and HCP lattices.
Structure Dir. 1NN Plane 2NN Plane

1
2
[110] 1

2
[011], 1

2
[101], 1

2
[211], 1

2
[121] (111) [100] [010] (001)

1
2
[011], 1

2
[101], 1

2
[211], 1

2
[121] (111)

FCC 1
2
[211] 1

2
[101], 1

2
[110], 1

2
[312], 1

2
[321] (111) [100], [111] (011)

[100] 1
2
[110], 1

2
[110], 1

2
[310], 1

2
[310] (001) 1

2
[211], 1

2
[211] (011)

1
2
[101], 1

2
[101], 1

2
[301], 1

2
[301] (010) 1

2
[211], 1

2
[211] (011)

1
2
[111] [100], [010], [011], [101] (110) 1

2
[311], 1

2
[131] (110)

[001], [110] (110) 1
2
[113], 1

2
[131] (200)

1
2
[311], 1

2
[113] (020)

BCC [100] 1
2
[111], 1

2
[111], 1

2
[311], 1

2
[311] (110) [110], [101], [101], [110] (100)

1
2
[111], 1

2
[111], 1

2
[311], 1

2
[311] (110)

[110] 1
2
[111], 1

2
[111], 1

2
[331], 1

2
[331] (110) [100], [120] (100)

[010], [210] (010)

[1010] [1100], [0110], [1120], [2110] (0001) 1
6
[4403] (2232)

HCP 1
6
[4263], 1

6
[10 2 12 3] (1231) 1

6
[4403] (1232)

1
6
[4263], 1

6
[10 2 12 3] (1231)
their respective planes. Calculations for HCP crystals have been con-
ducted assuming ideal 𝜔 = 𝑐𝜖

𝑎𝜖
=
√

8
3 .
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