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ABSTRACT 
Voice Agents (VAs) are touted as being able to help users in complex 
tasks such as cooking and interacting as a conversational partner to 
provide information and advice while the task is ongoing. Through 
conversation analysis of 7 cooking sessions with a commercial VA, 
we identify challenges caused by a lack of contextual awareness 
leading to irrelevant responses, misinterpretation of requests, and 
information overload. Informed by this, we evaluated 16 cooking 
sessions with a wizard-led context-aware VA. We observed more 
fuent interaction between humans and agents, including more 
complex requests, explicit grounding within utterances, and com-
plex social responses. We discuss reasons for this, the potential for 
personalisation, and the division of labour in VA communication 
and proactivity. Then, we discuss the recent advances in generative 
models and the VAs interaction challenges. We propose limited 
context awareness in VAs as a step toward explainable, explorable 
conversational interfaces. 
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1 INTRODUCTION 
Conversational Agents (CAs), or Voice Agents (VAs) 1 are increas-
ingly used as conversational collaborators, with users conversing 
with them to access news and information, play music, get help with 
cooking, and control smart-home products. These interfaces are 
also touted as being able to help users to ‘get things done’ [56, 58] 
through conversation. 

Despite the prevalence of these devices and the considerable 
investment in research and development devoted to them, these 
conversations are still not particularly natural, especially for ex-
tended interactions or open-ended conversations. In part, this is 
because the agents are still, mostly, unable to have multi-turn con-
versations with users and fail to adapt to the social behaviours of 
their human interlocutors. Many of the common problems associ-
ated with conversational interaction, such as irrelevant responses, 
misinterpretation of requests, and information overload, can be 
traced back to a lack of awareness of the conversational context. 
This is especially problematic when it comes to positioning the VA 

1We use Voice Agents (VAs) rather than Conversational Agents (CAs) in this paper 
primarily to avoid confusion with our application of Conversation Analysis (CA) 

https://orcid.org/0000-0001-6649-1242
https://orcid.org/0000-0001-7985-4057
https://orcid.org/0000-0002-8595-8132
https://orcid.org/0000-0002-1392-5737
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1145/3613904.3642183
https://doi.org/10.1145/3613904.3642183
mailto:donald.mcmillan@dsv.su.se
mailto:benjamin.cowan@ucd.ie
http://crossmark.crossref.org/dialog/?doi=10.1145%2F3613904.3642183&domain=pdf&date_stamp=2024-05-11


CHI ’24, May 11–16, 2024, Honolulu, HI, USA Razan Jaber et al. 

as a conversational collaborator able to support people in progress-
ing through complex tasks. Although previous research has covered 
interaction challenges for VAs in complex tasks [35, 71] in general, 
there is little research that investigates how context-awareness of 
VAs infuences the interaction patterns and challenges in a specifc 
domestic task that requires temporal and spatial synchronisation 
between objects and the task at hand. Current VA interactions are 
typically context-blind, limiting the ways that users can interact 
with them. Further, little is known about how context-aware VAs 
should be designed to support users in completing their tasks, es-
pecially in scenarios where information is urgent or time-sensitive. 
To support more complex tasks, VAs must be able to understand 
the context of the task being undertaken, and the context of the 
ongoing conversation. 

This paper contributes to existing research on VA interaction 
by addressing the mechanisms for developing context-aware voice 
interaction for complex tasks, including synchronisation between 
tasks and objects in the shared context. Our research explores inter-
actions with a VA imbued with contextual awareness, providing an 
understanding of a specifc task that is more complex than current 
prevalent use cases. This work provides much-needed insight into 
the interaction patterns and challenges faced by users when using 
VAs to support complex, multi-stage, context-dependent tasks. The 
task of cooking in a home kitchen was chosen as a common yet 
suitably complex example of such tasks [75]. 

We conducted an initial study to identify the current interaction 
challenges of commercial VAs, namely Google Assistant (GA), in a 
cooking context. This allowed us to identify key issues that impede 
the conversational support of a complex task that such systems 
are supposed to be able to provide. Many of the issues identifed 
in the interaction were caused by contextual misalignment, and 
the limited capabilities of current VAs to keep track of the knowl-
edge required at a particular moment in the fow of the task or 
conversation. Informed by the initial study’s results, we conducted 
a Wizard-of-Oz study to investigate user interaction when cooking 
using a context-aware VA. 16 cooking sessions ( a total of 8 hours 
and 10 minutes of data) were conducted with a VA controlled by a 
human wizard able to simulate a system imbued with contextual 
awareness of the cooking task, providing an understanding of the 
recipe and the objects involved in the task (such as ingredients 
and cooking implements mentioned in the recipe). This allowed 
us to examine the challenges and benefts of supporting conversa-
tional gambits to maintain and use shared context to ground the 
state of the task – enabling the system to go beyond the simplistic 
interactions currently ofered. 

Our analysis compares the resulting interactions, highlighting 
the increased complexity of commands and follow-up requests with 
a context-aware VA and how users could quickly extract more in-
formation with less conversational efort. They achieved this by 
formulating instructions to the system that used the ingredients, 
task steps, and cooking actions to pinpoint the information or ac-
tion they required of the VA. They also included information to 
explicitly ground the state of the task with the VA, providing conver-
sational resources to the VA to align its contextual understanding 
of the situation and check if the system’s understanding matched 
their own. Our fndings highlight the need to design the bounds of 
context awareness for VA, how it can be interacted with, queried 

and challenged, and its impact on user-machine dialogue. We dis-
cuss the benefts of limited and achievable context awareness in 
supporting a more fuent and fuid interaction with artifcial conver-
sational collaborators, how proactive VAs can balance agency with 
the user, and how this work connects with generative, multi-modal 
machine learning-based approaches to conversational interaction. 

2 RELATED WORK 

2.1 Command Construction with Current 
Speech-based Voice Agents 

VAs are currently used to execute simple user-led tasks such as 
information search, playing music, and setting alarms and timers 
[2, 47]. VAs are also thought to be useful in supporting multitasking, 
ofering a way to interact with interfaces in hands-busy, eyes-busy 
situations, by allowing users’ hands to remain on the task [4, 23]. 
Interactions with VAs tend to take the form of simple adjacency pair 
dialogues [58]. When constructing these commands, users tend to 
use simple terms [48, 58], short syntactic structures, and keyword-
like utterances [8, 37, 58]. When these interactions breakdown, 
users tend to adapt their language, using strategies such as hyper-
articulating, changing the command structure, or altering their 
accent [48, 53, 58] to raise the chance that the VA will recognise the 
user’s intended input [60]. This adaptation, as well as the selection 
of more simplistic utterances, is thought to be due to users seeing 
VAs as being at risk of communicative failure [14, 53]. Similar to 
the concepts of recipient or audience design [7, 50], this perception 
leads users to adapt their speech based on these perceived limita-
tions so as to be more likely to communicate successfully with the 
system [14, 22]. 

2.2 Cooking With Voice Agents 
Recent marketing of VAs has focused on their ability to support 
everyday domestic complex tasks such as cooking [56, 71]. Cooking 
is an example of a complex task that consists of a number of sequen-
tially interdependent steps (e.g., combining, mixing, processing, and 
handling ingredients using a variety of tools). When cooking, the 
user must make continuous decisions on when to prioritise one task 
over another [42]. When supporting cooking through instructional 
videos, users tend to attend to audio as opposed to video output 
while they are engaged in cooking [16]. Recent work has shown 
that when using how-to videos, users tend to look to skip familiar 
content, or jump to later parts to see the result in order to prepare 
for future steps [16, 75]. 

Cooking requires working memory to put in the correct amount 
of ingredients in a certain order, tacit knowledge of how to manip-
ulate the ingredients into certain states (e.g., kneading and cutting), 
domain knowledge to solve problems, and multi-tasking skills to 
coordinate the preparation of diferent parts to be completed at 
the same time. As such, when following a recipe using VAs, users 
often engage in a navigation behavior, often going back and forth 
to understand the content [32], check the status, control the pace, 
navigate to a given point of interest [73], and potentially search 
for additional information. Recent work has shown the impact of 
smart speaker failures when cooking on users’ intention to fre-
quently interact with the device [40]. Hwang et al. [35] presented 
9 challenges the users faced when following a recipe with Alexa: 
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missing the big picture, information overload, fragmentation, time 
insensitivity, missing details, discarded context, failure to listen, un-
communicated afordances, and limitations of audio . Our paper is 
also built around the challenges experienced when cooking with a 
voice assistant, and focuses on the opportunities that context-aware 
interaction for complex task guidance can present. 

2.3 Context Awareness in Voice Agents 
In complex scenarios, speech systems need to maintain an under-
standing of context over multiple turns of interaction [12], and 
ask appropriate clarifying questions to guide the user The tran-
scriptions used notation derived from[44]. While agents’ ability 
to engage in dialogue has been studied quite extensively [10, 69], 
the conversational style of these agents has received less attention. 
However, it has been shown that people’s perceptions of conversa-
tional agents are infuenced by the interaction style of the agent 
[55]. Many of the interaction issues with current VAs, could be 
attributed to contextual misalignment, in that the VA lacked a com-
mon ground that could be queried, corrected, and drawn upon to 
further the interactions. This has led to irrelevant or inaccurate 
responses, with users having to use signifcant conversational efort 
to repair specifc misunderstandings. 

Imbuing VAs with the ability to anticipate a user’s needs when 
delivering a suggestion or command has been noted as something 
users want [70]. Current VAs are context-blind, and only capable 
of simple reactive conversations. Developments in speech technol-
ogy have gone some way to take context into account in the way 
speech systems operate, recognising the potential performance ben-
efts of such an approach [45]. Recent work suggests developing 
more context-aware speech recognition systems, using dialog-level, 
situational, and temporal information to improve recognition re-
sults [38, 41, 52]. Yet little is known about how imbuing a VA with 
contextual awareness can infuence user interaction, and how con-
versational design that leverages this is interacted with by users. 
Recent developments in generative AI models, notably Large Lan-
guage Models (LLMs), provide context and memory capabilities, 
which could result in more natural and interactive conversations. 
Generative AI models employ various techniques that allow them 
to fnd patterns and relationships in the data, without being explic-
itly told what to look for. The model can generate new examples 
similar to the training data once it has learned the patterns [33]. 
LLMs and generative AI can be harnessed to create content and 
stay in context, which might change the way we design speech 
agents. 

In the study of the organisation of summons-answer Scheglof 
[65] proposes that the occurrence of a frst item in a sequence, such 
as a summons establishes the relevance of the next item. Thus, the 
absence of an answer to a summons might be noted by the repeti-
tion of the summons, until an answer is obtained, which then allows 
the summons to move on to further talk. Clark and Brennan [18] de-
tailed the coordination process in communication in human-human 
conversation and the need to update common ground moment by 
moment. This grounding process is essential to ensuring mutual 
understanding [18]. Understanding human interaction with VAs is 
a crucial step in improving the design of such systems. A signifcant 
body of work has shown how people interact with robots, and VAs 

based on their expectations of human-human interactions [6, 9]. As 
in human communication, the interaction between users and VA 
needs to coordinate the content and process of their actions [18, 19]. 
This type of feature is especially useful in complex tasks such as 
cooking. 

This paper examines the use of context-aware VA when cooking, 
where a VA could assess the task state and the user’s needs to inform 
VA utterances, provide suggestions, and disambiguate user requests. 
Such capabilities can lead to VAs being proactive to plan and act 
in advance of a situation occurring [54]. This could support more 
mixed-initiative dialogues, with VAs providing useful information 
at the time it is required by the user to achieve user needs, even if 
not explicitly requested [5]. 

3 EXPERIMENTS 
As a frst step in developing a context-aware speech agent, we 
conducted a pre-study aimed at a thorough understanding of the 
user context of assisted cooking. Informed by the results of the pre-
study, we designed a context-aware speech agent to investigate how 
the addition of an understanding of the context of the recipe and 
the cooking task on the part of the VA infuences user interaction. 

3.1 Cooking Study 1: Commercial Voice Agent 
3.1.1 Study Design and Procedure. In this study, carried out in late 
2021, we wanted to explore how well VAs currently assist people in 
cooking a recipe, and what issues they might experience. We asked 
participants to video record themselves while cooking with a VA 
(namely Google Assistant – referred to henceforth as GA) in their 
kitchens at times of their choosing. Each participant was provided 
with a smart speaker, which was confgured with the participant’s 
own Google account. We selected six recipes, supported by the GA 
service without the need to install additional skills, as options for 
the participants to choose from when cooking. The recipes varied in 
complexity, familiarity, and cooking methods to add diversity to the 
gathered data. The chosen recipes were (1) chocolate chip cookies 
(from Allrecipes), (2) chocolate marble cake (from BBC Good Food), 
(3) seafood pasta (from Food Network), (4) clam chowder (BBC 
Good Food), (5) Chorizo and pea risotto (BBC Good Food), and (6) 
spinach and ricotta gnocchi (BBC Good Food). When starting the 
cooking interaction, GA would specify how the interaction should 
be structured, giving users instructions on how to interact. Users 
were commonly informed “When you’re ready for the next step, 
just say ‘next step’.” or “Would you like to start with ingredients 
or instructions?” Both these options led to sequential interactions 
exploring the ingredients or the instructions. GA would also inform 
the users of the number of steps and the fact that these will be 
delivered sequentially (e.g., “There are eight steps. I will read them 
one by one. When you are ready to hear more, you can say ‘next 
step’”. 

When recruited, we briefed participants on the study procedures 
and asked them for their consent to participate. The researcher 
asked the participants to choose three or four of the dishes, with-
out showing them the instructions. Once chosen, the participants 
were given a shopping list with suggested ingredients and tools to 
prepare before starting the session. Participants were requested to 
follow the recipe steps as much as possible. We encouraged them 
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Figure 1: The cooking task area for the context-aware voice 
agent trial. Cameras were placed on either side of the area 
shown in the picture. Just out of frame to the right is a sink. 

to ask GA questions and interact with it during the task, but also 
informed them that they were allowed to do other activities at the 
same time if necessary. They were told to set up their camera so 
that they could capture themselves, the stove, and the GA – all par-
ticipants used a laptop for this purpose – and share the recordings 
with the researcher after they had fnished cooking. When all was 
prepared, the researcher provided the exact phrases to use to start 
the selected recipes on their GA devices. 

3.1.2 Participants. Participants were recruited through convenience 
sampling, using email and personal contacts from the University. 
We recruited three participants (aged 25-30 years, 2 females and 
1 male) from diferent households. Prior to the study, participants 
reported previous experience using commercial VAs in their daily 
lives to complete basic tasks, such as playing music and searching 
for information. However, none of the participants had used voice 
assistants to cook before. All participants signed a consent form 
describing the details of the trial procedure, data collection, and 
analysis before the study. The participants were compensated with 
a £20 Amazon voucher each. 

3.1.3 Data Collection & Analysis. In total, 7 hours and 14 minutes 
of video and audio data were collected across seven cooking ses-
sions, where one session had two cooked recipes, and one had three 
cooked recipes, resulting in a total of 10 recorded recipes across the 
study. Across sessions, all recipes were cooked at least once. Two 
participants chose three recipes, and one chose to cook four recipes. 
Dialogues within the video recordings, as well as specifc actions 
related to the speech interaction between GA and the participant, 
were transcribed and annotated manually [43]. The transcriptions 
used notation derived from [68], noting all participant commands, 
system responses, and movements related to the interaction, e.g., 
whether the user moved closer toward the assistant. 

Exemplars of interaction issues within the data (termed frag-
ments) were selected by the author who led the study. These frag-
ments were then discussed with two authors who are experienced in 
conducting conversation analysis and speech interface and human-
computer interaction research. Based on these discussions, a num-
ber of fragments were chosen from the transcripts and are used to 
illustrate the key interaction patterns and challenges, explained in 
the results section. 

3.2 Cooking Study 2: Contextually-Aware Agent 
3.2.1 Study Design and Procedure. The initial study revealed some 
issues attributed to context misalignment within the ongoing con-
versation with GA. These are discussed in more detail in the results 
below. Informed by these interactional challenges, we conducted a 
second study in mid 2022 aimed at exploring interaction with sim-
ulated context-aware VA to address the need for contextual under-
standing. For this study, we followed a Wizard-of-Oz method [62] 
to test the interaction with a context-aware VA. The wizard con-
trolled a custom, physical smart speaker running the open-source 
Mycroft.ai conversational agent software [66], that produced ut-
terances using Google’s text-to-speech service. The system was 
extended with a browser-based Wizard-of-OZ control panel, al-
lowing a researcher to defne and control utterances to be spoken 
by the text-to-speech system. The wizard interface was used to 
control the device’s actions. To ensure that the experiment was not 
confounded by speech recognition, we used a human wizard to 
control the output of the system [62]. The wizard sat at the other 
end of the same room, watching the task through a camera with the 
view of the participant and the system, and controlled the system’s 
speech output. 

We sketched an interaction paradigm that would go beyond the 
limitations of current VAs in the kitchen. The following three addi-
tions to the standard smart speaker VA paradigm were encoded in 
the interaction rules given to the wizard-operator of the VA: task 
vocabulary, recipe progression, and proactive suggestions. First, we 
developed a shared vocabulary within the bounds of the recipe 
interaction, drawing directly from the textual description of the 
recipe. The wizard interface was populated with both the steps of 
the recipe and the list of ingredients with their quantities to be 
triggered with a single click. To simulate a shared context between 
the user and the agent with respect to the recipe, the wizard replied 
to “How many. . . /How much. . . ” questions by instructing the VA 
to read out the related ingredient’s list item, and to other queries 
regarding the ingredients by triggering the text-to-speech response 
of the closest recipe instruction. Beyond the list of ingredients, the 
list of instructions was also considered a resource for shared lin-
guistic context, allowing user utterances to be keyword-matched 
to instructions that would then be triggered to be read to the user. 
Instruction list items that included specifc lengths of time gener-
ated a pre-confgured timer next to that instructions. These were 
also seen as objects in the context of the ongoing task to be queried 
by the user. 

The second enacted addition included the concept of recipe 
progression. The VA demonstrated the ability to track the user’s 
progress through the recipe sequence. For the wizard, this was 
conceptualised as the VA being able to recognise the ingredients 
in the list when they were either on the chopping board or had 
been added to the pot. This enabled the illusion that the VA could 
respond to direct questions about the current state of the ongoing 
cooking action, which was central to the common ground of the 
conversation. 

The third enacted change to the standard interaction paradigm 
was the inclusion of proactive suggestions and standardised reactive 
instructions based on the common ground of the recipe progression. 

https://Mycroft.ai
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The suggestions presented to the users were based on Organisa-
tional Assistance by Kuoppamäki et al. [42]. This type of assistance 
is provided through proactively ofering advice such as optional 
alternatives or additions to the current recipe step to adjust taste 
or texture to the users’ preferences, as well as advice related to the 
impact that substitutions in the ingredient lists would have on the 
task. The VA also proactively suggested the use of timer functional-
ity within the interaction, where deemed appropriate by the wizard. 
This tended to be realised as a follow-up question to an instruction 
that involved a cooking stage that lasted a specifc duration (e.g., 
an instruction including “simmer for 3 minutes” would result in a 
follow-up question of “should I start a timer?”). 

This additional contextual understanding enabled the wizard, 
through the VA, to respond to questions about ordering actions 
and using ingredients and tools and proactively ofer support by 
way of timers and alternative courses of action based on the avail-
able ingredients. The user could also use simple natural language 
commands to navigate through the recipe by asking the system to 
move backward, forward, or jump to a specifc step. The wizard 
ignored any commands not directly about navigating the cooking 
task and the objects related to it. 

The study was conducted in a kitchen space at a university, 
and all ingredients, utensils, and appliances were provided. We 
deliberately chose a challenging recipe to uncover information 
and investigate potential assistance needs: “vegetable and white-
bean soup”. For this study, we skipped the recipe selection stage, 
which allowed for more efective monitoring of the task and more 
easily identifed times to deliver the prompts for the wizard. This 
recipe requires intermediate skills and high attention, e.g., several 
interdependent steps and lots of ingredients. The recipe consisted 
of 12 recipe steps (not including suggested additions) involving 14 
ingredients, where preparation of the ingredients for subsequent 
steps was expected, at times, to be done in parallel to monitoring 
and stirring those cooking on the stove. We handed out the recipe 
about the process or ingredients prior to the actual observation. 
This pre-exposure to the recipe served to simulate the everyday 
experience of cooking a somewhat familiar recipe with somewhat 
familiar ingredients, rather than focusing on the acquisition of new 
cooking skills or learning new recipes [13, 29]. Prior to cooking, we 
briefy introduced the kitchen appliances to familiarize them with 
the lab kitchen. Individual participants followed a recipe with the 
support of the wizarded VA on the countertop, as shown in Figure1. 

The participants were introduced to the interaction paradigm 
and shown a printout of the recipe they were about to cook. The 
printed instructions were then taken away, and the participants 
were told that they would be able to interact with the VA for guid-
ance, clarifcations, or reminders of the instructions they were 
expected to follow while cooking. The participants were informed 
that they were expected to follow the recipe, but could adjust the 
ingredients based on their dietary requirements. Two GoPro Hero 
7 cameras captured the experiment to the left and right of the users 
to capture their interactions and provide an overview. The partici-
pants were also in the frame of a third camera, providing the video 
to the wizard. 

3.2.2 Participants. A total of 16 participants (aged 25-35 years; 7 
female, 9 male) were recruited from the students of the University. 

The majority (n=13) had experience of interacting with a voice 
agent. While three participants reported owning a voice assistant, 
only one used this device daily, and none of the participants had 
ever used a VA to support cooking. The participants self-ranked 
their cooking experience into fve groups, namely beginner (n=5), 
intermediate (n=5), good (n=3), very good (n=2), and excellent (n=1). 
Three reported that they cook several times a week, with six par-
ticipants cooking sometimes and one participant only rarely. All 
participants reported using technology while cooking, such as look-
ing for recipes using their smartphone or tablet. All participants 
gave informed consent to participate in the study, which was ap-
proved under the ethics application of the larger project in which 
this work is situated. 

3.2.3 Data Collection & Analysis. In total, the 16 cooking sessions 
took 8 hours and 10 minutes (max 41.09 minutes, min 18.16 minutes, 
mean 30.34 minutes, median 28.42) to complete. Each video was 
initially cut into individual interactions, resulting in 441 interaction 
clips between 4 and 125 seconds long. An interaction was defned as 
complete when the user disengaged with the assistant, or changed 
the topic of the interaction by asking an unrelated query. As such, 
224 interactions consisted of single command and response adja-
cency pairs, with 95 including follow-up questions, repairs, and 
multi-stage queries. After the clips were created, three authors in-
dependently coded each interaction for the topic, parts of speech, 
and use of contextual information. Following the coding, the in-
teraction styles were discussed through repeated, shared viewing 
of similarly tagged clips. This resulted in a selection of sample 
clips (fragments) that were transcribed. The initial fragments were 
selected by one of the authors. The selection was reviewed and 
discussed with two further authors with experience in multimodal 
human-computer interaction, conversational user interfaces, and 
conversation analysis. 

Our work takes a Conversation Analysis (CA) [64] approach to 
analyse user interactions. CA has recently gained prominence as 
a tool to explore user interactions with VAs [1, 58]. This method 
moves away from assessing the user language based on frequency, 
focusing instead on an in-depth analysis of the situational com-
ponents that may lead to specifc utterances in interaction. The 
technique revolves around selecting and assessing key fragments 
of interest in the elicited dialogues, which illustrate trends or im-
portant linguistic efects present within the data. Phenomena com-
monly observed in CA are now used to scafold key concepts in 
conversational user experience design [51] such as recipient design 
[3], progressivity [30], and repair. Research has used CA as a tool 
to help critique existing conversational design features, including 
wake-words [1]. To inform conceptualisation of VA, as opposed 
to human-human, based ‘conversation’ [57, 58, 60] as well as ex-
plore difculties experienced by speakers when interacting with 
VAs [72]. 

4 RESULTS 
This section presents the similarities and diferences between in-
teractions with the context-aware VA and the GA to highlight the 
interactional nature of conversational grounding. The detailed anal-
ysis of interactions from both studies shows interaction patterns 
and challenges. We demonstrate how users interacted with the 
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contextual-aware VA, when the system worked, and when it did 
not. 

The results of the initial study show that the interaction with 
GA whilst cooking was sequential, with users frequently using 
simple commands such as “next step” or “next ingredient” to navi-
gate through the recipe, using “what’s the step again?” or “repeat 
previous step” to repeat instructions. Similarly, users of the context-
aware VA navigated through the recipe using commands the same 
as those seen when interacting with GA. These included specifying 
the numerical position of the step in the sequence (e.g., “What’s 
the second step?”), or using an expression of relative reference (e.g., 
“next step”). When using contextual VA, participants also made use 
of repetition commands to parse and manage complex instructions. 
However, the system’s apparent ability to understand contextually 
dependent queries allowed them to approach the challenges of un-
derstanding and confrming their adherence to complex steps in 
diferent ways. 

4.1 Objects in Context 

  PA: Hey Google, how much parmesan do I need? 

 

GA: On the website Insider.com,  

[they say]  authentic   [Parmigiano-Reggiano]-> 

PA: [Hey Google] 

PA:  ((moving closer to GA)) [Hey Google] 

GA:        or               [parmesan]-> 

PA: ((moving closer to GA)) [Hey Google] 

GA: [hails]       from -- 

PA: [Hey Google], how much parmesan do I need? 

 

GA: Sorry, I don't have any information about that. 
 

Fragment 1: Participant A receives an irrelevant response 
from Google Assistant to a request for the amount of Parme-
san cheese required by the current recipe. Commercial VA 

In the initial study, we found that many participants repeatedly 
ran into problems when interacting with GA. Although there were 
clear issues with speech recognition during the dialogues, many is-
sues can also be attributed to misaligned context within the ongoing 
conversation. One result of this misalignment was the delivery of 
irrelevant information, where the lack of contextual awareness on 
the part of the VA resulted in responses that were of no use to the 
participant at that time. This was most common when requesting 
information about specifc ingredients or procedures. Fragment 1 
shows clear examples of user barge in whereby the user tries to 
stop GA from completing an irrelevant utterance during cooking. 
The issue here stems from the contextual misalignment between 
the expected bounds of the conversation. 

In response to such errors, the contextually aware interactions 
were primed to respond only with relevant text from the recipe being 
cooked rather than the result of an internet search unless explicitly 
stated by the user. Such a narrow focus of the conversation may be 
unnatural in a human interlocutor, but for a conversational system, 
this can result in more fuid – if less conversational – interactions. 
This reduced the instances where the user had to expend signifcant 
conversational efort in order to complete their query. 

  

P5: Hey <System>, how much carrot should I put 

(.) in it? 

       (2.9) 

 

VA: Two small chopped carrots.  

Fragment 2: Participant 5 triggering the relevant ingredient 
line to be vocalised by the agent, checking the amount of 
carrots in the recipe. Context-Aware VA 

Fragment 3 demonstrates a successful ingredient-based request, 
whilst also emphasising the increased communicative efort ex-
pended to get the required information when issues arose. The user 
asks GA about the amount of an ingredient needed for the recipe. 
GA frst fails to respond to the query correctly, misrecognising the 
term butter for battery. The user attempts a number of repair strate-
gies, including verbatim repetition (Line 7), adding stress to the 
ingredient (Line 11), speaking the command more slowly (Line 9), 
and moving closer to the device when interacting with GA (Lines 
7,9). Yet, as shown in Fragment 2, focusing on the contextual scope 
of the conversation provides the same information in a timely and 
less efortful manner. This clearly shows that the addition of an 
understanding of the current task context resulted in a reduction in 
the amount of conversational efort the user needed to do to keep 
the system replying with relevant information to the task at hand. 

The results of this misalignment caused the user to get irrelevant 
information, resulting in increased communicative efort expended 
to get the required information when issues arose. It was common to 
see users abandon their primary task to direct their attention to the 
GA. The misalignment was made obvious in the users’ construction 
of queries around objects that could be reasonably expected to 
be part of the ongoing context of the task – the ingredients of 
the recipe the voice agent was instructing them on. This shows 
the value of incorporating relevant, shared objects around which 
to situate conversational interactions when task progression is 
important. 

  

PA: Hey Google, how much butter do I need? 

GA: Your speaker or smart display doesn't have 

a battery. So if I'm speaking to you,  

 you're plugged in and powered up. To see 

the battery level on your computer or 

 [mobile device] find the -> 

PA: [Hey Google] 

GA: battery icon on the screen. 

PA: ((moving closer to the speaker)) Hey 

Google, how much butter do I need? 

GA: Your speaker or smart-- 

PA: ((moving closer to the speaker)) Hey 

Google, <slowly>how much butter>? 

GA: Sorry, I couldn't find how much of that 

ingredient you need. 

PA: Hey Google, how much BUTTER? 

GA: Sorry, I couldn't find how much of that-- 

PA: Hey Google, how much SALTED butter? 

GA: 2 tablespoons salted butter. 

Fragment 3: Participant B is working through repair strate-
gies after a speech-recognition error to retrieve the amount 
of butter in the current recipe. Commercial VA 
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PA: Hey Google, what’s next? 

     

(2.1) 

 

GA: Next up, you have a project supervision 

meeting on Thursday at 11:30 am. 

Fragment 4: Participant B receiving an ‘out of context’ re-
sponse to a request for the next recipe step. Commercial VA 

4.2 The Task in Context 

  P6: <System>, what comes after adding the 

celery and carrots (.) and garlic? 

       (2.1) 

VA: Chop and add one garlic clove, then 

peel and chop two carrots in small 

pieces, one celery stick and half a 

zucchini and add them to the pot. 

    (1.5) 

P6: and after that? 

    (1.8) 

VA: Season with some more salt and pepper 

and let simmer for 6 minutes, stirring 

frequently.  

    (1.1) 

P6: [and after] 

VA: [Should I] start a timer? 

P6: Yes.  

Moving through the steps of the cooking task was another way 
in which the lack of a shared context for state and vocabulary 
increased the conversational efort required of the participants. 

In some cases, as can be seen in Fragment 4, the commercial voice 
agent provided answers far outside the expected context, resulting 
in delays and frustration for the user. More commonly, however, 
the navigation interactions with the commercial voice agent were 
made more complex and less efcient by the lack of relative markers 
within the task available to the user to ground their query. 

As shown in Fragment 5, using GA to navigate through the list 
of instructions with ‘next’ and ‘previous’ commands was problem-
atic in some cases. While users were also able to request to jump 
directly to a numbered command (i.e. “Go to step 6”), the steps were 
not presented with their accompanying numbers by GA, meaning 
this portion of the shared information had to be extrapolated, and 
remembered by the user. However, in the navigation examples with 
the contextually aware VA, users often followed the same pattern 
of ‘next’ and ‘previous’ step-wise navigation. However, to reduce 
the communicative efort in moving through the recipe, they con-
structed more complex navigation commands relying on a shared 
context around the recipe instructions, tools, and ingredients. In 
order to ensure that these were successful, participants would often 
explicitly ground the state of the task and their understanding of 
the shared context and then employ that to produce shared points 
of reference to navigation through the recipe. For example, Frag-
ment 6 shows the “next step” command being made implicit and 
contextualised within the ongoing cooking process, whereby the 

Fragment 6: Participant 6 navigating through the recipe by 
specifcally referring to ingredients to show their current 
progression. Context-Aware VA 

user also lists the ingredients they have already added to the pot. 
Compared to the simple use of the next step command seen in the 
GA interactions, the user, in this case, is listing the ingredients so as 
to explicitly ground the state of the task. This occurred even though 
the context-aware VA demonstrated knowledge of the state of the 
task during the interaction. This efect is seen across a number of 
fragments within interactions and is discussed in more detail in the 
following section. As also highlighted in Fragment 6, users would 
commonly conduct conversational work to explicitly ensure that 
the context-aware VA shared the same perspective as to the state 
of the task as they did. 

Developing this shared orientation toward the ongoing task al-
lowed the users to use that shared context as a reference point 
when navigating the instructions without the explicit commands 
seen above. For instance, in Fragment 7, we see the user trigger the 
system to utter the current step, involving the tomatoes, through 
reference to their shared understanding of the context of the ongo-
ing task via asking for confrmation on the ‘next step.’ This request 
for the ‘next’ step was not in relation to the ordering of the steps as 
they had been read out by the VA, as would be the case in the initial 
study, but rather in relation to the ingredients (i.e., the tomatoes). 

  
PA: Hey Google, next step. 
GA: Continue doing this for about 20 minutes until 

most of the stock has been absorbed and the rice 
has swollen but still has a slight bite. 

PA: Hey Google, what’s next step? 
GA: Tip in the peas, parmesan, and the remaining 

stock. Give everything a good stir. 
 Once the cheese has melted, season with black 

pepper, then divide between bowls, topping each 
portion with the remaining crisp chorizo and 
extra grated parmesan. 

 That was the last step. Enjoy. 
PA: Hey Google, what’s last step? 
GA: Sure, tip in the peas, parmesan, and the 

remaining stock-- 
PA: Hey Google, what’s the step before? 
GA: Sure, tip in the peas, parmesan, and the 

remaining stock— 
PA: Stop! 

Fragment 5: Participant C attempting to navigate back in the 
list of recipe instructions. Commercial VA 

  

VA: It has been cooking for five minutes. 

P8: Okay (1) <System>, the next step is to add 

the tomato, right? 

       (2.8) 

VA: Add one chopped bell pepper and the 

tomatoes to the pot and let simmer for 

three to four minutes.  

P8: Sorry, can you repeat that? 

    (1.8) 

VA: Yes, add one chopped bell pepper and the 

tomatoes to the pot and let simmer for 

three to four minutes. 

     (3.1) 

P8: °one bell pepper ° 
    (3.9) 

P8: Hey <System>, can you (1.1) add a timer 

for (1.8) three minutes? 

    (1.8) 

VA: Sure 

P8:  [and a half] 

  

Fragment 7: Participant 8 confrms the shared context of the 
recipe progression to trigger the next step of the recipe to be 
vocalised. Context-Aware VA 
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P1: So <System>, after putting the carrots 

(.) the celery (.) the zucchini (1.1) 

what’s the next step? 

       (2.8) 

VA: Season with some more salt and pepper 

and let simmer for six minutes, 

stirring frequently.  

Fragment 8: Participant 1 using a contextual query to confrm 
the next recipe step. Context-Aware VA 

This type of complex conversational work was not seen in the 
GA interactions. Such an utterance serves the purpose of explicitly 
ensuring that both the user and the VA are aware of the state of 
the task before requesting information relative to that state. This 
may refect the nature of voice interface interaction in that, even 
with a context-aware VA, users still feel that they need to dedicate 
signifcant conversational efort to ensuring a shared perspective 
to ensure they are understood. 

We have found that when there was a long wait until executing 
the next step, some users tried to explore whether the contextual 
agent could conduct other tasks. These tasks were those that were 
akin to those expected of a VA, such as asking for the weather or 
playing music. As the contextual agent did not have this functional-
ity, many users then just waited for the timer or requested updates 
as to the timer’s progress. While, interactionally, there would have 
been an option to pass-through the query to the commercial voice 
agent to provide out-of-context responses, this was not added to 
the WoZ protocol. This raises a question about the balance between 
keeping a tight interactional focus for the task and keeping the 
system as a multi-function device. For example, if the participant 
started playing music (one of the most common VA tasks [2]), the 
ambiguity of relative commands such as ‘next’ shown above in 
Fragment 4 re-emerges. 

4.3 Querying the Shared Context 
We found that the participants felt able to rely on the shared contex-
tual understanding built up over the course of the cooking session 
to ask a direct, closed question to retrieve only the information they 
needed from the recipe. Fragment 12-left shows the participant 
asking the VA by referring to one of the ingredients in the currently 
active step, instead of having the agent repeat the recipe step, which 
included the length of time that the onions should be cooked. 

Given the more complex contextual awareness shown by the 
wizarded agent, we have seen examples where participants relied on 
shared contextual understanding to resolve uncertainty, such as in 
Fragment 8. In this example, the participant explicitly requested the 
VA to provide him with any steps he might forget. P1 produced more 
complex confrmation checks and showed even greater reliance on 
the shared context build-up over the cooking session. 

In some examples, we have seen that users were confdent that 
the contextual VA preserved enough of the context of the interaction 
to understand both that the interaction was continuing, and that the 
shared context of cooking actions and objects would allow relational 
referencing as it went forward. Participants also used follow-up 
requests, frequently these were not initiated using the wake word, 

as can be seen in Fragment 9. While something similar is available in 
GA through the ‘Continued Conversation’ functionality, follow-up 
questions were comparatively rare. 

The examples above show a clear willingness of participants to 
directly query specifc aspects of the instructions, relying on the 
assumption that the knowledge shared between the VA and the user 
can be used to gather the required information. The use of shared 
knowledge in this way shows users embracing a more natural form 
of speech interaction, in comparison to more rigid requesting the 
full repetition of a previous step when only part of the information 
from the step is required. 

4.4 Proactive Contextual Agents 
The contextual VA was able to act upon the shared context and 
proactively provide selected pieces of advice to the users. This 
was so as to explore the use of this specifc form of interaction in 
supporting complex tasks like cooking. It led to a mixed-initiative 
interaction, whereby users and the contextual agent would take 
the lead in commencing conversation. This proactivity from the 
contextual VA perspective was conducted with mixed success. To 
deliver suggestions, the contextual agent would use a sound as 
an access ritual [24, 27], waiting for the users’ attention before 
delivering the utterance. Using a sound rather than an explicit 
greeting such as “hey” or “excuse me” meant that sometimes the 

  
 

P2: So <System>, what’s the first step? 

       (1.4) 

VA: Heat the butter in a large pot over medium 

heat  

       (1.1)  

P2: I don’t have butter, what can I use 

instead? 

    (1.2) 

VA: If you don’t have butter you can use olive 

oil.    

P2: How much olive oil? 

    (2.8) 

P2: [<System>, how mu] 

VA: [two tablespoons] 

 

Fragment 9: Participant 2 using a follow-up question to query 
the amount of oil to add in lieu of butter. Context-Aware VA 

 

VA : Hm::mm↓ 

P10: Yes_ 

        (2.1) 

VA : If you want a 

sweeter soup, you 

can add another 

carrot.    

VA: Hm::mm↓ 

 

((P5 proceeds to stir 

the pot, ignoring the 

VA)) 

 

VA: Hm::mm↓ 

P9: ye::s 

      (2.1) 

VA: If you want a spicy 

soup you can add 

some chili flakes. 

       (2.5)  

P9: °uh::° No, thank you    

Fragment 10: Lef: Participant 5 ignoring the voice agent. Cen-
tre: Participant 10 replying with emphasis to on a suggestion. 
Right: Participant 9 declining the suggestion. Context-Aware VA 
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VA: Hm::mm↓ 

P8: Yes:? 

       (2.1) 

VA: If you want a sweeter soup, you could add 

another carrot.  

       (2.1) 

P8: Ok (.) thank_you↓    

    (1.3) 

VA: You’re welcome. 

    (3.6)   

P8: <System> do you have any other suggestions? 

    (2.7) 

VA: No, not for [now 

P8:     [° great °] 

 

Fragment 11: Participant 8 responding to a suggestion and 
following up by querying if there were more suggestions. 
Context-Aware VA 

users missed these. Fragment 10 shows when this was the case. 
Within this fragment, the user clearly does not realise that the 
contextual agent is attempting to gain their attention. This results 
in the proactive turns not being delivered to the user. 

When the access ritual was recognised, users had a mixed re-
sponse to the contextual VA intervention. For instance, some seemed 
frustrated, responding with a highly emphasised “what is it?” or 
“yes?” when hearing the noise (see Fragment 10, right). Within this 
fragment, as in others, users tended not to act on these sugges-
tions, unless they were seen as critical to the success of the task or 
included minimal extra efort (e.g. turning down the heat). 

Sometimes we saw users trying to explicitly stop, or preempt 
these suggestions. For instance, in Fragment 11, we see a user 
asking the contextual VA “Do you have any other suggestions?” 
In comparison, as in Fragment 12, users tended to engage more 
positively when the contextual agent volunteered context-relevant 
functionality through a follow-up question. These suggestions were 
context-relevant to the preceding instruction, demonstrating the 
type of functionality that the contextual agent had to support it. 
This kind of behaviour from the VA is benefcial in that it supports 
the discoverability [39] of the functions available to the user during 
interaction. 

 

 

P3: <System>, what’s the next 

step? 

  (3.1) 

VA: Add one deciliter of cream 

and let it simmer for two 

minutes.   

P3: <System>, how long should the 

onions be cooked? 

       (2.3) 

VA: Let simmer for three minutes. 

Should I start a timer? 

P3: Yes.   

P7: <System>, what’s the next step? 

VA: Season with some more salt and 

pepper and let simmer for 6 

minutes, stirring frequently. 

Should I start a timer? 

       (2.1) 

P7: No (.) not yet.    

Fragment 12: Lef: Participant 3 setting a timer by agreeing 
to a follow-up question from the agent. Right: Participant 7 
declining a timer. Context-Aware VA 

  

P8: <System>, I’ve added the onion, eh, the 

garlic, the carrots, the zucchini (.) and 

the celery, could you please time? 

       (1.8) 

VA: Sure.  

    (2.1) 

P8: Should I sea, <System>, should I season with 

salt and pepper as well? 

    (1.1) 

VA: Yes. 

     (3.1) 

VA: How long do you want the timer? 

    (1.5) 

P8: <System>, ask again. 

    (1.8) 

VA: How long do you want the timer? 

    (1.3) 

P8: So, after <System> So, after I’ve added the 

onion, eh, the garlic, zucchini and the 

carrots how long time should it be on the 

heat? 

    (2.0) 

VA: Let simmer for six minutes, stirring 

frequently.  

P8: Yup, Ok, so [<System> could] 

VA:     [Should I start a timer?] 

P8: Yes, please start a timer for five minutes  

  

Fragment 13: Participant 8 explicitly grounding the state of 
progression and requesting a timer. Context-Aware VA 

However, there were times when users rejected this specifc 
functional interruption. For instance, Fragment 13 shows the user 
making the contextual agent aware that they did not want to use the 
functionality at that moment in time. In the following utterances, 
the user then requests the timer at the point at which they feel they 
are ready to use it in the task. When the contextual VA used these 
types of requests, they were sometimes missed by the user. Users 
then looked to get the VA to repeat their utterances. Yet rather than 
using “can you repeat that” or “Repeat previous step” common in 
the GA dialogues, users seemed to be more specifc about the type 
of request being made. For instance, when one of the users missed 
the system’s request for how long the system should set a timer, 
the user responded with “<system> ask again?”. 

They then respond with a highly complex request, for infor-
mation as to how long the cooking task needs to progress after 
including specifc ingredients. Following this, they shorten the 
timer length they request based on an estimate of how long these 
ingredients have been cooking and then ask the contextual VA to 
add the timer. This not only shows the way that some users may 
engage with such requests if they are missed, but also that the 
responses may be highly complex in trying to fnd information so 
as to accurately use the functionality after being prompted. 

5 DISCUSSION 
Our fndings highlight the current VA limitations in supporting 
complex tasks like cooking and demonstrate the conversational im-
provements from a more context-aware VA. We discuss the potential 
complexity from added context awareness and its consideration for 
wider adaptation to personal preferences, how even with increased 
complexity, VAs are still potentially perceived as constrained dia-
logue partners, the challenge of balancing proactivity and agency, 
and how this work connects to LLM-powered dialogue systems. 
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5.1 Contextual Awareness and Naturalistic, 
Complex Dialogues 

Our work indicates that users often employ complex utterances to 
ground shared knowledge with a context-aware VA. They engaged 
in follow-up requests leveraging this shared context, clarifed as-
pects of steps, requested information for subsequent commands, 
and interacted socially with the VA. This increase in linguistic com-
plexity likely stems from a context-aware VA’s perceived advanced 
conversational abilities, prompting users to use more intricate lan-
guage. Such interactions facilitated conversational ‘grounding’, al-
lowing users to confrm shared knowledge crucial for successful 
communication, particularly when speech recognition errors are 
minimal, as in our wizard-based evaluation. 

Despite advancements in conversational agents, communicating 
with technology still difers fundamentally from human-to-human 
dialogue [48, 59]. Users often resort to keyword-based queries, as 
longer utterances may lead to more recognition errors [36, 46]. 
Even with our context-aware VA, users bear the burden of ensuring 
successful communication, with limited assistance from the VA 
[26, 59]. 

Our study underscores the potential to improve VA conversation 
by integrating insights from human conversational mechanics, like 
turn-taking, sequence organization, grounding, and repair strate-
gies. Grounding in human interaction as a collection of “mutual 
knowledge, mutual beliefs, and mutual assumptions”, which is nor-
mally lacking when interacting with VAs, has been shown here to 
be one such opportunity to improve interaction. 

While it is relatively trivial for a pair of human interlocutors 
to switch conversations between a shared task and any number 
of topics, this is something that poses a signifcant challenge for 
a conversational system. Humans have multiple modalities, back-
channels, and prosodic tools to ground an utterance in relation to a 
particular context, that are both unavailable and, mostly, unparsable 
by a system. 

One approach would be to have explicit context changes, allow-
ing commands such as ‘next’ to work with an ongoing recipe and 
an ongoing music playlist. While this increases the conversational 
burden on the user, it does at least only increase complexity where 
the user initiates more complex interactions. In single-context in-
teraction sessions, the user would not need to attend to manual 
context switching. 

Strategies to help users disambiguate their current conversa-
tional context would be necessary. Taking advantage of diferent 
prosodic features of text-to-speech modules could imbue each con-
text with a distinctive vocal character, aiding users in distinguishing 
between ongoing contexts and related tasks. Previous work has 
noted that such contextual personalisation is desirable [70]. Yet 
similar to current VAs [23], there may also be privacy and data 
gathering concerns that need to be addressed when imbuing such 
systems with wider contextual awareness and personalisations. 

Shneiderman [67] argues that spoken language often has severe 
limitations in human-computer interaction. “By appreciating the dif-
ferences between human-human interaction and human-computer 
interaction, designers may then be able to choose appropriate appli-
cations for human use of speech with computers [67].” The complex 
nature of human communication requires careful and thoughtful 

abstractions for VA design, and does not translate directly to human-
computer interaction. That said, our aim is not to simulate human 
communicative grounding but to investigate how it’s employed 
by users to query and collaborate with a context-aware VA in a 
constrained context. 

5.2 Voice Interfaces, At Risk Partners & 
Division of Conversational Labour 

Following on from Shneiderman, recent work on the nature of 
conversational interaction with speech agents suggests that, even 
though emulating human capabilities, such as context awareness, 
a dialogue with a system is a diferent genre of dialogue with its 
own norms and rules [20, 58, 60], with computers being seen as 
stereotypically more infexible in their capabilities compared to hu-
man interlocutors [14, 21]. Previous work on user partner models 
of speech interfaces [25], suggests that the perceived fexibility of a 
system, along with its human likeness and its perceived knowledge 
scafold user perceptions of a VA’s competence as a conversational 
partner. Although our fndings suggest that users may assume that 
the context-aware VA is more capable as a communicative partner, 
some of the efects seen still support the notion that users still 
may perceive VAs at some level as at-risk dialogue partners [53], 
adapting aspects of their speech to accommodate their perceived 
limitations [22, 50, 63]. More work needs to be done to assess how 
context awareness impacts partner models, whether this leads peo-
ple to assume that the VA is more able to deal with more complex 
commands, and how encountering errors may impact this percep-
tion. 

These perceptions may also infuence the perceived conversa-
tional efort a user feels they need to invest to ensure communica-
tive success. Recent work in human-human dialogue has concen-
trated on how expectations as to a partner’s exertion of efort afect 
communication [34], whereby with an uncollaborative partner, the 
interlocutor has to exert more efort so as to ensure communicative 
success. This efort tends to be negotiated between the partners 
[49], yet even with contextual awareness, machine partners may 
be seen by users as incapable of clearly and easily negotiating the 
division of labour in conversation, being seen as more fxed in 
their ability to share conversational efort. Even though the addi-
tion of advanced capabilities like context awareness may improve 
perceived collaborative capabilities of the VA, aspects of our data 
suggests that some users still look to dedicate conversational efort 
to explicitly ground specifc information as they perceive that they 
need to take on more of this collaborative efort to be fully certain 
of accurate updating of mutual knowledge. Future work should 
look to assess the complex interplay between the design of voice 
agents, their capabilities and how this infuences the division of 
conversational labour in VA interaction. This type of work would 
give us a frm grounding as to how this may be contributing to 
efects seen in more complex voice interface interactions such as 
ours. 

5.3 Balancing Proactivity 
Our work investigates how introducing proactivity with a VA and 
creating a mixed-initiative paradigm impacts user interactions in 
complex tasks. The results were mixed. When users noticed the 
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system suggestions, many engaged with them when the suggestions 
were context-relevant. Previous work has shown that participants 
think that they want this feature [70], specifcally the ability to 
anticipate user needs when suggesting or commanding. However, 
this is likely to depend on user busyness [15] and the urgency or 
beneft of the interruption to the current task [15, 28, 61, 74]. Studies 
have also found that users can fnd such functionality invasive [74], 
as agents are perceived primarily as tools rather than conversational 
equals [20]. Generally, the use of proactivity is seen as appropriate 
when the intervention is seen as critical, relevant, and sensitive to 
the social context and environment. Users should be given agency 
in confguring the level of proactivity, while taking into account 
individual factors such as user mood. 

The balance of user agency and the proactivity of the agent 
presents a challenge for conversational interaction design. This 
could be done as an iterative process to leverage how pairs of human 
interlocuters build an understanding of their ongoing interactions 
[11]. Yet to do this simply from a technical point of view – akin 
to a throttling algorithm in computing, where negative responses 
from the user result in fewer agent intrusions – would ignore a 
lot of the important organisational and contextual queues used by 
human interlocuters to make their interruptions successful for both 
parties. The levels of contextual understanding needed to make an 
interruption successful, in terms of both being acted upon and not 
unduly irritating the receiver, even in constrained contexts of use, 
is currently challenging for conversational agent design. 

The design of the interruption has also been the focus of recent 
work. Non-verbal cues, specifc verbal cues, and direct interventions 
have been proposed as ways to design VA-based proactive inter-
ruptions [74]. However, our work suggests that non-verbal cues 
may not always be obvious to users, especially in noisy and busy 
environments, or when users are engaged in complex tasks. The 
design of prompts may also depend on the type of proactive func-
tionality being ofered. The variability of prompt types could serve 
as cues for users to identify and decide whether to engage with or 
ignore an interruption. Further research is needed into new forms 
of proactive prompts, considering contextual and task-based factors, 
building on existing work on timing and linguistic content of proac-
tive interruptions [27]. The goal is to establish a user-controllable 
and context-dependent balance between proactivity and passivity. 

5.4 Multi-modal Inference and Contextual 
Conversational Interaction 

The challenges of understanding context from a series of images of 
the users’ actions, and producing dialogue that accurately refects 
the changes in the state of that context – including the users’ stated 
and implied goals and plans – do seem to be becoming tractable [17]. 
The imminent wider release of multi-modal large language mod-
els from the likes of Google (Gemini) and OpenAi (GPT-4/Vision) 
promises the ability to not only generate textual or spoken output 
in response to transcribed queries, but also to be able to provide 
reasoned output on the state of ongoing tasks [31]. However, this 
technical advance does not eclipse the interactional challenges that 
come with conversational agents. In use cases such as the ones 
presented in this paper, such systems will still be limited in the 
modalities available to provide output to the user, and the sensing 

capabilities to understand the ongoing task outwith user utterances. 
Problems of discoverability, disambiguation of objects or concepts, 
and determining a user’s intended audience for an utterance will 
still cause breakdowns in the interactions. It is notable that, as im-
pressive as the results shown by GPT-4 and Gemini are [31], the 
distribution of the burden of contextualization and grounding work 
is clearly falling more heavily on the user than in the wizarded 
examples we have presented above (even if this is somewhat ob-
fuscated in the edited, promotional videos). Current approaches 
to integrating LLMs in conversational interaction include combi-
nations of rule-based and heuristic methods for determining the 
correct next utterance [33], where the results of this paper can be 
directly applied to guide the VA in both informing the user of the 
current state and in how they can approach querying and correcting 
it through patterns in their ongoing interaction. 

6 CONCLUSION 
In conclusion, we have shown the impact of constrained contextual 
awareness in VAs to support a complex task like cooking. First, 
we identifed interaction challenges of commercial VAs to support 
complex tasks caused mainly by contextual misalignment. Informed 
by this, we conducted 16 cooking sessions with a wizarded, context-
aware VA. Based on the video analysis of the interactions, we show 
that, even with the limited interactional capabilities of a scripted 
text-to-speech based system, context awareness leads to more fuent, 
less constrained, but more linguistically complex interactions. By 
providing a constrained context of interaction during a task, a VA 
is able to reduce the conversational efort expected by users while 
increasing the relevance and accuracy of responses. 

From a design point of view, our fndings highlight the need 
to work more on the design of context-aware and proactive inter-
actions so as to support the cooking experience, whilst ensuring 
that any future inclusion of context awareness is sensitive to user 
motivations, the environment, and the level of user preferences. 
From a theoretical perspective, these results suggest that even with 
such advanced functionality in place, the limitations of such in-
teraction may lead people to see VAs as at-risk partners. In going 
forward, we have shown that limited – and therefore technically 
feasible – accommodation of context-awareness in interaction can 
provide fuency of interaction while providing an understandable 
interaction framework to bound and negotiate system capabilities 
in a way that current VAs do not. 
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