
1

Semi-Global Finite-Time Trajectory Tracking
Realization for Disturbed Nonlinear Systems via

Higher-Order Sliding Modes
Chuanlin Zhang, Senior Member, IEEE, Jun Yang, Senior Member, IEEE, Yunda Yan, Member, IEEE, Leonid

Fridman, Senior Member, IEEE, Shihua Li, Senior Member, IEEE

Abstract—This paper investigates an alternative non-recursive
finite-time trajectory tracking control methodology for a class
of nonlinear systems in the presence of general mismatched dis-
turbances. By integrating a finite-time disturbance feedforward
decoupling process via higher-order sliding modes (HOSMs), it is
shown that, a novel non-recursive design framework resulting a
simpler controller expression and easier gain tuning mechanism
is presented. A new feature is that a quasi-linear inherent
nonsmooth control law could be constructed straightforwardly
from the system information, which is essentially detached from
the determination of a series of virtual controllers. Moreover, by
proposing a less ambitious semi-global tracking control objective,
the synthesis procedure can be achieved without restrictive
nonlinear growth constraints. Explicit stability analysis is given
to ensure the theoretical justification. A numerical example and
an application to the speed regulation of Permanent Magnet
Synchronous Motor (PMSM) are provided to illustrate the
simplicity and effectiveness of the proposed non-recursive control
design approach.

Index Terms—finite-time control, higher-order sliding mode
(HOSM), active disturbance attenuation, homogeneous system
theory, semi-global stability

I. INTRODUCTION
In this paper, we specify the control objective as to realize

the finite-time exact tracking task for the following nonlinear
system





ẋi(t) = xi+1(t) + φi(x̄i(t)) + di(t), i ∈ N1:n−1,
ẋn(t) = u(t) + φn(x(t)) + dn(t),
y(t) = x1(t),

(1)

where x̄i = (x1, ∙ ∙ ∙ , xi)> ∈ Ri is the system partial state
vector with i ∈ N1:n (Nj:i := {j, j + 1, ∙ ∙ ∙ , i} where j and
i are integers satisfying 0 ≤ j ≤ i), x = x̄n is the full state
vector, y is the system output, φi(∙), i ∈ N1:n is a known
smooth nonlinear function (or, at least Cn−i), di(t), i ∈ N1:n

represents a nonvanishing mismatched disturbance item. The
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output reference signal, denoted by yr, and its n−th order
derivative are assumed to be piecewise continuous, known and
bounded. Without loss of generality, the initial time is set as
zero.
The issue of exact trajectory tracking realization for non-

linear systems in the presence of mismatched uncertain-
ties/disturbances has aroused great efforts in control com-
munity due to its significant application demands. Existing
related results found in the literature could fall into two main
categories: 1) nonlinear output regulation under a common
assumption that the external disturbances are governed by
certain deterministic exosystems, see. e.g., [1]–[3], etc. For
instance, the disturbance is mostly supposed to be a harmonic
one with unknown magnitude and phase but known frequency.
In the case when the exosystems are completely unknown,
the internal model is inaccessible in general owing to the
missing information of the disturbance model; 2) backstep-
ping design integrated with a HOSM observation/identification
process, see, e.g., [4]–[8] and references therein. However,
a well known side-effect of the backstepping based design
approaches is the expanding complexity of the controller
expression along with the increase of system order, which
could possibly cause a costly implementation process.
Compared with the blossom of exact asymptotical tracking

realization methods as partially mentioned above, it is also
noted that there are fewer results in the literature to address
the exact tracking problem for system (1) via an inherent
nonsmooth (continuously non-differentiable) design, which
could result in a finite-time convergence rate and stronger
robustness [9]. Consider the case when system (1) is presented
with di(t) = 0, finite-time control problem is actually well
understood by referring to [10], [11], etc. However, it presents
a nontrivial problem when the addressed nonlinear systems are
perturbed by various non-vanishing disturbances, especially
in a mismatched perturbation manner. Indeed, owing to the
equilibrium drift caused by the adverse effects of disturbances,
even asymptotical stabilization could not be achieved for
system (1). In reference [12], the finite-time control problem
can be solved under the assumption that φi +di is treated as a
bounded lumped disturbance term. Nevertheless, the inherent
nonlinearity characteristics are all sacrificed. A later result
in [13] proposes a feedback domination method to solve the
finite-time tracking problem for system (1), while a restrictive
nonlinear growth constraint is necessarily required. It is also
worth pointing out that, as one main character of all the



existing related literatures mentioned above, a recursive design
adopting series of virtual controllers is always essential to
derive the final control scheme. Not surprisingly, for high order
systems, recursive design will apparently cause heavy calcu-
lations of partial derivative terms and complex mathematical
magnifying or reducing steps, see e.g., [5], [10], [12], [13],
etc.
Following the discussions above, this paper is aiming to

propose an alternative non-recursive synthesis strategy which
could yield a simplified finite-time trajectory tracking con-
troller design procedure. More distinguishably, unlike back-
stepping based approaches, it will be shown that the pro-
posed control scheme could be straightforwardly derived from
system (1) with largely reduced calculation burdens, owing
to the fact that the proposed controller can be constructed
separately from the Lyapunov function based stability anal-
ysis. To this end, firstly, we employ the higher-order sliding
mode (HOSM) observer to provide a finite-time disturbance
decoupling process. Secondly, we put forward a systematic
feedfoward framework to transform the original system into
a stabilizable system form, which facilitates the integration
of homogeneous system theory. Thirdly, in order to present a
simpler controller form and ease the practical implementations,
a non-recursive composite control design strategy is therefore
investigated. In this paper, it is also shown that, under a less
demanding but more practical control objective, namely, semi-
global instead of global control, the restrictive nonlinearity
growth constraints in most of the existing related continuous
finite-time control works including [13] can be fully removed.
In other word, an essential smooth condition of φi in system
(1) will be sufficient to derive an finite-time exact tracking
control law. Theoretically, an explicit selection guideline for
the bandwidth factor is formulated in a delicate semi-global
attractivity analysis and the stability could be ensured after a
rigourous contradiction argument. In addition, the proposed
control law can also reduce to a simple linear composite
controller only by tuning the homogeneous degree to zero,
which could be regarded as a specific smooth control case.
Compared with existing related results, the main contribu-

tion is twofold:
• An inherent nonsmooth control law could be constructed
straightforwardly from the system information in a non-
recursive manner. Hence the controller could be essen-
tially detached from the determination of a series of
virtual controllers, which is a basic design principle of
backstepping based approaches.

• By employing a less ambitious semi-global tracking
control objective, the proposed nonsmooth synthesis pro-
cedure can be realized without any restrictive nonlinear
growth constraints, which are currently essential in exist-
ing global control results.

To demonstrate the simplicity and effectiveness of the pro-
posed control design scheme, both a numerical example and
an application to the speed regulation of Permanent Magnet
Synchronous Motor (PMSM) are provided.
Definitions and Notations:
i) The symbol Ci denotes the set of all differentiable

functions whose first ith time derivatives are continuous. R+

represents the set of positive real numbers. A continuous
function b∙ea is defined by b∙ea = sign(∙)| ∙ |a where a ∈ R+

is a constant.
ii) (Weighted Homogeneity [14]): For fixed coordinates

x = (x1, ∙ ∙ ∙ , xn) ∈ Rn, and positive real numbers
(γ1, γ2, ∙ ∙ ∙ , γn) , γ, a one-parameter family of dilation
is a map Δγ : R+ × Rn → Rn, defined by Δγ

ε x =
(εγ1x1, ∙ ∙ ∙ , εγnxn) for any constant ε ∈ R+. For a given
dilation Δγ and a real number τ , a continuous function
V (x) : Rn → R is called Δγ−homogeneous of degree τ ,
denoted by V ∈ Hτ

Δγ if V (Δγ
ε x) = ετV (x). A continuous

vector field f(x) =
∑

fj(x)( ∂
∂xj

) is Δγ− homogeneous of

degree τ , if fj ∈ Hτ+γj

Δγ , j ∈ N1:n. In this paper, γ is given by
γ1 = 1, γi = γi−1 + τ = 1 + (i− 1)τ, i ∈ N2:n with a degree
τ ∈ (− 1

n , 0). A homogeneous vector is defined as bxeτ
Δγ =

(bx1e
τ

γ1 , ∙ ∙ ∙ , bxne
τ

γn )>. ‖x‖Δγ = (
∑n

i=1 |xi|2/γi)1/2 de-
notes a homogeneous 2−norm.

II. PROBLEM FORMULATION

To begin with, the following assumption of the disturbances
is essentially required.
Assumption 2.1: The mismatched disturbance di(t) ∈

Cn−i+1 satisfies max
i∈N1:n, j∈N0:n−i+1, t∈R+

{∣∣
∣
∂dj

i (t)

∂tj

∣
∣
∣
}

≤ D

where D ∈ R+ is a constant.
Remark 2.1: In most of the existing output regulation

results, exosystems of the disturbances are always employed
as a pre-condition in order to present exact tracking results, see
e.g., [2], [3], etc. In this paper, the boundedness assumption
made on the disturbances is much more general from a
practical point of view.
Firstly, inspired by the higher-order sliding mode observer

design in Section 5, [15], the following observer can be built to
realize an accurate estimation of the mismatched disturbances

żi,0 = ~i,0 + xi+1 + φi(x̄i),

~i,0 = zi,1 − li,0λ
αi,0

i bzi,0 − xie
1−αi,0 ,

żi,1 = ~i,1, ∙ ∙ ∙ żi,k = ~i,k, k ∈ N1:n−i+1,

~i,j = zi,j+1 − li,jλ
αi,j

i bzi,j − ~i,j−1e
1−αi,j ,

j ∈ N1:n−i,

~i,n−i+1 = −li,n−i+1λ
αi,n−i+1

i

× bzi,n−i+1 − ~i,n−ie
1−αi,n−i+1 , i ∈ N1:n−1,

żn,0 = ~n,0 + u + φn(x), żn,1 = ~n,1 (2)

where αi,j = 1
n+2−i−j , li,j ∈ R+, λi ∈ R+ are design

parameters, and zi,0 = x̂i, zi,1 = d̂i, zi,j =
̂
d
(j−1)
i which

represent the estimates of xi, di and d
(j−1)
i , respectively.

Denote ei,0 = x̂i − xi and ei,j = zi,j − d
(j−1)
i . Combining

(1) and (2), the error dynamics gives

ėi,0 = ei,1 − li,0λ
αi,0

i bei,0e
1−αi,0 ,

ėi,j = ei,j+1 − li,jλ
αi,j

i bei,j − ėi,j−1e
1−αi,j ,

j ∈ N1:n−i,

ėi,n−i+1 ∈ [−D,D]

− li,n−i+1λ
αi,n−i+1

i bei,n−i+1 − ėi,n−ie
1−αi,n−i+1 .

(3)
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Lemma 2.1: (Theorem 5, [15]) Assume the observer gain
λi satisfies λi > D, i ∈ N1:n. For all possible well defined
trajectories x(t), all signals in (3) are uniformly bounded and
there exists a finite-time T1 ∈ R+ such that ei,j(t) = 0, t ∈
[T1,∞).
Provided that all the disturbance terms d′

is are exactly
known, we are thereafter able to define an auxiliary variable
χ̄i = (χ1, ∙ ∙ ∙ , χi)>, i ∈ N1:n+1, where each element χi is
determined by the following output regulation equations
{

χ1 = yr,

χi = dχi−1

dt − φi−1(χ̄i−1) − di−1, i ∈ N2:n+1.
(4)

Note that (4) is clearly unaccessible in practice. However,
with the corresponding estimates from the disturbance ob-

server (2), replacing ∂dj
i

∂tj by zi,j+1 for i ∈ N1:n, j ∈ N0:n−i+1,
one can therefore obtain the following implementable state
trajectory reference function

x∗
i = χi(z, ȳr), i ∈ N1:n+1 (5)

where z = (z1,0, z1,1, ∙ ∙ ∙ , z1,n, ∙ ∙ ∙ , zn,1)>, ȳr =
(yr, y

(1)
r , ∙ ∙ ∙ , y

(n)
r )>.

Further, let ηi := xi −x∗
i , i ∈ N1:n and η = (η1, ∙ ∙ ∙ , ηn)>.

By defining a change of coordinates

ξi = ηi/Li−1, i ∈ N1:n, v = (u − x∗
n+1)/Ln (6)

where L ≥ 1 is a scaling gain to be made precise in the
semi-global attractivity analysis later on, system (1) can be
transformed to the following stabilizable form
{

ξ̇i = Lξi+1 + (φi(x̄i) − φi(x̄∗
i ) + εi)/Li−1, i ∈ N1:n−1,

ξ̇n = Lv + (φn(x) − φn(x∗) + εn)/Ln−1

(7)

where x̄∗
i = (x∗

1, ∙ ∙ ∙ , x∗
i )

>, i ∈ N1:n, x∗ = x̄∗
n, εi = φi(x̄∗

i )−
φi(χ̄i) + x∗

i+1 − χi+1 + χ̇i − ẋ∗
i .

Up to now, we are able to show that, without going through
a series of recursive design steps, a simple controller can be
explicitly pre-built of the following form

v = −Kbξeγn+τ
Δγ , u = Lnv + x∗

n+1 (8)

with K = [k1, ∙ ∙ ∙ , kn] is the coefficient vector of a Hurwitz
polynomial p(s) = sn + knsn−1 + ∙ ∙ ∙ + k2s + k1.
Remark 2.2: In order to carry out a novel non-recursive

controller design strategy, this paper proposes an alternative
handling procedure with existing recursive design results, such
as [1], [2], [13], etc. A direct benefit is that the controller
can be directly derived as a simple form of (8) without going
through the determination of a series of virtual controllers. It
is also worth pointing out that by setting the homogeneous
τ = 0, the proposed controller (8) reduces to a conventional
linear state feedback control law.
Remark 2.3: As illustrated in the design procedure pre-

sented above, the proposed control methodology provides the
control engineers a more practical synthesis manner. More
distinguishably, the requirement of a Hölder continuous con-
dition (or, homogeneous growth condition) on the system
nonlinearities which are always employed in finite-time con-
trol related literatures is essentially relaxed, see e.g., [10],

[13], etc. In addition, the proposed non-recursive composite
control design strategy could largely facilitate the practical
implementations, by recalling that existing backstepping based
approaches always employ exhaustive recursive calculations
within nondetachable step-by-step Lyapunov stability analysis,
see for details in references [5], [12], etc.

III. MAIN RESULT

The main result of this paper can be summarized by the
following theorem.
Theorem 3.1: Consider the closed-loop system consisting

of (1) under Assumption 2.1 and the dynamic compensator
(2)-(8) with a sufficiently large scaling gain L. Then for any
given constant ρ ∈ R+ which could be arbitrarily large, all
trajectories of x(t) starting from the compact set 0 , [−ρ, ρ]n

will converge to the equilibrium point within a finite-time.
Proof: Inspired by [14], [16], construct a candidate Lya-

punov function U(ξ) ∈ C1 ∩H2−τ
Δγ of the form

U(ξ) =
(
bξe

1− τ
2

Δγ

)>
P bξe

1− τ
2

Δγ (9)

with P being a positive definite and symmetrical matrix
satisfying Λ>P +PΛ = −I and Λ being a companion matrix
of K. The time derivative of U(ξ) along the closed-loop
system (7)-(8) is given by

U̇(ξ) =
∂U(ξ)
∂ξ>

L
(
ξ2, ∙ ∙ ∙ , ξn,−Kbξern+τ

Δγ

)>

+
n∑

i=1

∂U(ξ)
∂ξi

(φi(x̄i) − φi(x̄∗
i )

Li−1
+

εi

Li−1

)
. (10)

By the definition of x∗
i in (5) and Lemma 2.1, we know

that for any well defined x(t), the signal x∗
i is uniformly

bounded, that is, there exists a constant ρ̄ > 0 such that
maxi∈N1:n{supt≥0{x

∗
i (t)}} ≤ ρ̄.

Thereafter, for a given compact set 0 , [−ρ, ρ]n, define
a level set Ω =

{
η ∈ Rn|

(
bηe

1− τ
2

Δγ

)>
P bηe

1− τ
2

Δγ ≤ c0

}
where

c0 , sup
η∈[−(ρ+ρ̄),(ρ+ρ̄)]n

{
(
bηe

1− τ
2

Δγ

)>
P bηe

1− τ
2

Δγ }. On the other

hand, with L ≥ 1 and the relation (6) in mind, we know that
∀η(t) ∈ Ω ⇒ ξ(t) ∈ Ω.
In order to proceed, the following propositions, whose

proofs are included in the Appendix, are required.
Proposition 3.1: There exist a constant α ∈

R+ and a constant ς ∈ (0, 1
n ), such that

∂U(ξ)
∂ξ>

(
ξ2, ∙ ∙ ∙ , ξn,−Kbξeγn+τ

Δγ

)>
≤ −α‖ξ‖2

Δr holds
for τ ∈ (−ς, 0).
Proposition 3.2: There exists a constant α̃ ∈ R+ which

is independent of L, such that
∑n

i=1
∂U(ξ)

∂ξi

φi(x̄i)−φi(x̄
∗
i )

Li−1 ≤
α̃‖ξ‖2

Δγ holds for η ∈ Ω.
With Lemma 2.1 and Assumption 2.1 in mind, we know

that for any well defined x(t), ∀0 ≤ t < T1, there exists
a bounded constant Γ ∈ R+, such that max

i∈N1:n

{|εi|} ≤ Γ.

Utilizing Lemmas A.1 and A.3, the following relation can be
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(a) (b)

Fig. 1: Sketch figure of finite-time escaping phenomenon,
(a): case 1, (b): case 2.

obtained for constants α̂ ∈ R+ and ᾱ ∈ R+

n∑

i=1

∂U(ξ)
∂ξi

εi

Li−1
≤ α̂

n∑

i=1

‖ξ‖1−iτ
Δγ

(
Γ

Li−1

) 1+iτ
1+iτ

≤ ᾱ

(

‖ξ‖2
Δγ +

n∑

i=1

Γ
2

1+iτ

L
2(i−1)
1+iτ

)

, ᾱ‖ξ‖2
Δγ + Γ∗, t ∈ [0, T1). (11)

Using Lemma A.1 again, the following relation holds with a
constant μ ∈ R+

‖ξ‖2
Δγ ≥ μU

2
2−τ (ξ). (12)

Then for any arbitrarily small tolerance δ ∈ (0, c0/2), now
we are able to choose the scaling gain L ≥ 1 under the
following guideline

αL − α̃ − ᾱ ≥ 1/μ, Γ∗ ≤
(αL − α̃ − ᾱ)μ

2
δ

2
2−τ . (13)

In what follows, we will first show the uniform boundness of
trajectory ξ, and then prove that a local finite-time convergence
can be achieved.
1) Uniform boundness: In this regard, we shall prove that

for any non-zero initial states satisfying η(0) ∈ [−(ρ+ρ̄), (ρ+
ρ̄)]n, all the trajectories of η(t) and ξ(t) will stay in Ω forever.
If the above statement is not true, that is, at least one

trajectory of η(t) will escape Ω within a finite-time. Regarding
the finite-time escaping phenomenon, two cases described in
Fig. 1 will be discussed as follows.
Case 1: There exist two time instants t2 > t1 > 0, such

that

i) U̇(ξ(t1)) < 0,

ii) U(ξ(t2)) = U(ξ(t1)) > δ,

iii) U̇(ξ(t2)) > 0. (14)

It is clear that for t ∈ [t1, t2], η(t) ∈ Ω. Hence with
Propositions 3.1-3.2, (11), (12) and (13), the following relation
can be obtained from (10)

U̇(ξ) ≤ −αL‖ξ‖2
Δr + α̃‖ξ‖2

Δγ + ᾱ‖ξ‖2
Δγ + Γ∗

≤ − (αL − α̃ − ᾱ) ‖ξ‖2
Δγ + Γ∗

≤ − (αL − α̃ − ᾱ) μ

(

U
2

2−τ (ξ) −
1
2
δ

2
2−τ

)

< 0, t ∈ [t1, t2). (15)

It is noted that (15) implies

U(ξ(t2)) − U(ξ(t1)) =
∫ t2

t1

U̇(ξ(s))ds < 0.

Recalling the relation ii) of (14), it will lead to an obvious
contradiction, i.e., 0 =

∫ t2
t1

U̇(ξ(s))ds < 0.
Case 2: There exists one time instant t3 ≥ 0, such that

i)
(
bη(t3)e

1− τ
2

Δr

)>
P bη(t3)e

1− τ
2

Δr = c0,

ii) U̇(ξ(t3)) > 0,

iii) U(ξ(t3)) > δ. (16)

In this case, we know that ∀t ∈ [0, t3], η(t) ∈ Ω and ξ(t) ∈
Ω. Similarly with (15), we have

U̇(ξ(t3)) ≤ − (αL − α̃ − ᾱ) μ

(

U
2

2−τ (ξ(t3)) −
1
2
δ

2
2−τ

)

< 0

which clearly contradicts the claim ii) in (16).
In a summary of the above two cases, we can arrive at the

conclusion that ∀x(0) ∈ 0 ⇒ η(t) ∈ Ω ⇒ ξ(t) ∈ Ω, ∀t ≥ 0.
2) Local finite-time convergence: Now it is true that the

relation (15) also holds for t ∈ [0, T1]. With this relation in
mind, we know that any trajectory of the closed-loop system
(7)-(8) will be well defined. In the case when t ≥ T1, it
concludes from Lemma 2.1 that εi = 0, t ≥ T1, i ∈ N1:n.
Based on (13) and (15), one can also have

U̇(ξ) + U
2

2−τ (ξ)
∣
∣
∣
Ω
≤ 0, t ∈ [T1,∞). (17)

By Lemma A.2 and with the fact that 0 < 2
2−τ < 1 in mind,

the relation (17) leads to a straightforward conclusion that
there exists another time instant T2 > T1 > 0, such that y(t)−
yr = 0, t ∈ [T2,∞). This completes the proof of Theorem
3.1.
Remark 3.1: In the proof of Theorem 3.1, a delicate con-

tradiction argument is employed to guarantee the avoidance
of finite-time escaping phenomenon. Under the framework
of non-recursive homogeneous domination approach, we first
show that under the guideline (13), the semi-global attractivity
of the level set Ω can be ensured via a contradiction argument,
and then all signals in the closed-loop system will be uniformly
bounded. Moreover, by Lyapunov function based analysis,
the finite-time convergence property of the system states is
eventually guaranteed.

IV. NUMERICAL SIMULATIONS

A. A Numerical Example

Example 4.1: Consider the following disturbed nonlinear
system: 





ẋ1 = x2 + sin(x1) + d1(t),

ẋ2 = x3 + ln(1 + x2
1),

ẋ3 = u + x1x
1/3
3 + d2(t),

y = x1

(18)

where d1(t) and d2(t) are mismatched and matched dis-
turbances, respectively. The control objective is to realize
finite-time exact tracking of a given reference signal yr =
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1 +
√

2 sin(t + π/4) while the disturbances are set as d1 =
0.1 sin(t), d2 = 1.
On one hand, the problem of finite-time trajectory tracking

for system (18) presents a nontrivial task by referring to
existing literature. Firstly, the existing nonsmooth control
methods such as [10], [12], [17]–[19], etc. will only lead to
a control result with practical stability. Secondly, the global
design framework proposed in [13] cannot be applied due to
the fact that the nonlinearity growth hypothesis cannot be pre-
verified.
In this work, we show that by considering a semi-global

control objective, the exact tracking control problem for
Example 4.1 can now be solved by following a simple
synthesis procedure depicted as follows: By skipping the
pre-verifications of nonlinearity growth constraints, one can
straightforwardly utilize the proposed control method with a
series of pre-calculations as: y

(1)
r = cos(t) − sin(t), y

(2)
r =

− sin(t) − cos(t), y
(3)
r = − cos(t) + sin(t); x∗

1 = yr, x∗
2 =

y
(1)
r − sin(yr)− z1,1, x∗

3 = y
(2)
r − cos(yr)y

(1)
r − z1,2 − ln(1+

y2
r), u∗ := x∗

4 = y
(3)
r + sin(yr)(y

(1)
r )2 − cos(yr)y

(2)
r − z1,3 −

2yry
(1)
r /(1 + y2

r) − yr(x∗
3)

1/3 − z2,1. With the coordinates
transformation ξ1 = x1 − x∗

1, ξ2 = (x2 − x∗
2)/L, ξ3 =

(x3 − x∗
3)/L2, v = (u − u∗)/L3, the obtained exact tracking

controller is depicted explicitly in Table I.

Table I: Finite-time controller design for system (18)

HOSM Disturbance Observer:

d1 :






ż1,0 = x2 + sin(x1) + ~1,0

ż1,i = ~1,i, i ∈ N1:3

~1,0 = −l1,0λ
1/4
1 bz1,0 − x1e3/4 + z1,1

~1,1 = −l1,1λ
1/3
1 bz1,1 − ~1,0e2/3 + z1,2

~1,2 = −l1,2λ
1/2
1 bz1,2 − ~1,1e1/2 + z1,3

~1,3 = −l1,3λ1bz1,3 − ~1,2e0;

d2 :






ż2,0 = u + x1x
1/3
3 + ~2,0

ż2,1 = ~2,1

~2,0 = −l2,0λ
1/2
2 bz2,0 − x3e1/2 + z2,1

~2,1 = −l2,1λ2bz2,1 − ~2,0e0;
Exact Tracking Control Law:




v = −K

[
bξ1e1+3τ , bξ2e

1+3τ
1+τ , bξ3e

1+3τ
1+2τ

]>
,

u = L3v + u∗.

On the other hand, in reference to existing backstepping
based approaches, a clear improvement is the design simplicity
under the proposed non-recursive design framework. For in-
stance, following the backstepping based design in [6], a more
complex control scheme with nested virtual controllers can be
carried out via recursive design steps, as depicted sketchily in
Table II.
In the simulation, by following the proposed design pro-

cedure, the gain vector K can be selected following the
classical pole placement manner In the simulation, we choose
K = [27, 27, 9] to place the pole of the nominal system
into (−3,−3,−3). The scaling gain is selected as L = 1.5
according to the guideline (13). The designed homogeneous
degree is set as τ = −0.1. The observer gains are chosen
as λ1 = 1, l1,0 = 5, l1,1 = 4, l1,2 = 2, l1,3 = 1 and

Table II: Backstepping based controller design for system (18)

Disturbance Observer:

d1 :

{
d̂1 = λ1(x1 − p1)

ṗ1 = x2 + sin(x1) + d̂1;

d2 :

{
d̂2 = λ2(x3 − p2)

ṗ2 = u + x1x
1/3
3 + d̂2;

Backstepping Control Law:




x∗
1 = yr , ζ1 = x1 − x∗

1,

x∗
2 = −k1ζ1 − f1 − d̂1, ζ2 = x2 − x∗

2,

x∗
3 = −ζ1 −

(

k2 +

(
∂x∗

2

∂x1
+

∂x∗
2

∂d̂1

λ1

)2
)

ζ2 − f2

+

(
∂x∗

2

∂x1

(
x1 + f1 + d̂1

)
+

∂x∗
2

∂x∗
1

ẋ∗
1 +

∂x∗
2

∂ẋ∗
1

ẍ∗
1

)
,

ζ3 = x3 − x∗
3,

u = −ζ2 −

(

k3 +

(
∂x∗

3

∂x1
+

∂x∗
3

∂d̂1

λ1

)2
)

ζ3 − f3 − d̂2

+

(
∂x∗

3

∂x1

(
x1 + f1 + d̂1

)
+

∂x∗
3

∂x2
(x3 + f2)

+
∂x∗

3

∂x∗
1

ẋ∗
1 +

∂x∗
3

∂ẋ∗
1

ẍ∗
1 +

∂x∗
3

∂ẍ∗
1

...
x∗

1,

k1 > 1/2, k2 > 0, k3 > 1/2, λ1 > 3/2, λ2 > 1.

λ2 = 2, l2,0 = 2, l2,1 = 1. The initial values are given as
[x(0); z(0)] = [3, 2,−4; 3,−1, 0,−1,−4, 0]. For the backstep-
ping based controller in Table II, the parameters are set as
k1 = 0.51, k2 = 0.02, k3 = 0.51, λ1 = 2.3, λ2 = 5 while
the initial value for disturbance observer is [p1(0), p2(0)] =
[3,−4].
As shown in Fig. 2, the finite-time tracking objective

is realized under the designed tracking scheme while the
backstepping controller could only render a practical tracking
result. Fig. 4 shows that under the proposed method, the states
x2 and x3 also approach to their desired reference signal
x∗

2, x∗
3 within a finite-time. The time histories of two control

input signals are shown in Fig. 3. In Fig. 5, the performance
of the finite-time disturbance observer is demonstrated.
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Fig. 2: Output tracking performance.
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Fig. 3: Time histories of the control inputs.
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Fig. 4: State response curves, (a): x2, (b): x3.
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Fig. 5: Disturbance observation performance under the
HOSM disturbance observer,

(a): d1, (b): d
(1)
1 , (c): d

(2)
1 , (d): d2.

B. Application to Speed Regulation of PMSM

The mathematical model of the permanent magnet syn-
chronous motor (PMSM) in the rotor reference frame is

presented as follows [20]





i̇d =
1
L

(ud − Rid + npLωiq)

i̇q =
1
L

(uq − Riq − npLωid − npψfω)

ω̇ =
1
J

(
3
2
npψf iq − Bvω − TL

)
(19)

where ω is the rotor angular velocity; id and iq are d- and
q-axis stator currents, respectively; ud and uq are d- and q-
axis stator voltages, respectively; TL is the load torque; np is
the number of poles-pairs, equals 4; R is the stator resistance,
equals 9.7Ω; L is the stator inductance, equals 26mH; ψf is
the magnetic flux linkage, equals 0.084Wb; J is the moment
of inertia, equals 1.35 × 10−4kg ∙ m2; Bv is the frictional
coefficient, equals 7.4×10−5N∙m∙s/rad. The control object is
to realize finite-time exact tracking of a given speed reference
signal ωr = 100rad/s under an unknown load torque, assumed
as

TL =






0.5 N∙m 1s < t ≤ 2s

0.5 + 0.5 sin(20t) N∙m 2s < t ≤ 4s

0 N∙m others.

Under a semi-global stability criterion, one can utilize the
proposed exact tracking control method while several
auxiliary variables are calculated as: i∗d = 0, u∗

d =
Li

∗(1)
d + Ri∗d − npLω∗i∗q , ξd = id − i∗d, vd = (ud − u∗

d)/ld;

ω∗ = ωr, i
∗
q = 2

3npψf

(
Jω

(1)
r + Bvωr − Jz1

)
, u∗

q =

2L
3npψf

(
Jω

(2)
r + Bvω

(1)
r − Jz2

)
+ Ri∗q + npLωri

∗
d +

npψfωr; ξω = ω − ω∗, ξq = (iq − i∗q)/lq, vq = (uq − u∗
q)/l2q .

The finite-time control scheme is then explicitly presented in
Table III.

Table III: Finite-time controller design for PMSM system (19)

HOSM Disturbance Observer:

TL :






ż0 =
1

J

(
3

2
npψf iq − Bvω

)
+ ~0

ż1 = ~1
ż2 = ~2

~0 = −l0λ1/3bz0 − ωe2/3 + z1

~1 = −l1λ1/2bz1 − ~0e1/2 + z2

~2 = −l2λbz2 − ~1e0

Exact Tracking Control Law:




vq = −Kq

[
bξωe1+2τq , bξqe

1+2τq
1+τq

]>
,

uq = l2qvq + u∗
q .{

vd = −Kdbξde
1+τd ,

ud = ldvd + u∗
d.

In the simulation, the observer parameters are set as: λ =
107, l0 = 4, l1 = 2, l2 = 1. The control parameters are set
as: Kq = [1, 2], lq = 1.1, τq = −0.1; Kd = 10, ld = 1.1,
τd = −0.1. The initial values of the closed-loop system are
chosen as 0.
As is clearly depicted by Fig. 6, in the presence of unknown

load torque variation, the speed regulation objective can still
be well achieved under the proposed finite-time controller. The
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response curves of iq , id and the time histories of two control
inputs uq , ud are presented in Figs. 7 and 8, respectively. The
response curves of disturbances and disturbance estimates are
given in Fig. 9, which clearly demonstrate the effectiveness of
the designed HOSM disturbance observer depicted in Table
III.
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Fig. 6: Output tracking performance.
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Fig. 7: State response curves.
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Fig. 8: Time history of the control input.
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Fig. 9: Disturbance observation performance, (a) TL, (b)
T

(1)
L .

V. CONCLUSIONS

In this paper, we investigate a novel non-recursive tracking
control design framework under a semi-global control objec-
tive. Compared with existing related results, several distin-
guishable improvements can be achieved. Firstly, the proposed
control scheme is presented with simpler homogenous expres-
sion and gain tuning mechanisms. Secondly, it is shown that a
finite-time trajectory tracking result can also be realized for
disturbed smooth nonlinear systems without any additional
nonlinearity growth condition hypothesis. Moreover, the pro-
posed one-step control design and stability analysis under a
new non-recursive synthesis manner will largely facilitate the
practical implementations, as illustrated by both a numerical
example and a PMSM system application.

APPENDIX

A. Useful Lemmas

Some useful lemmas are stated as follows.
Lemma A.1: (Lemmas 2.1 and 2.2, [21]) Let V1(x) ∈ Hτ1

Δγ

and V2(x) ∈ Hτ2
Δγ , respectively, then the following statements

hold.
i) V1(x)V2(x) ∈ Hτ1+τ2

Δγ .
ii) ∂V1(x)

∂xi
∈ Hτ1−ri

Δγ , i ∈ N1:n.
iii) There exists a constant c̄ > 0 such that V1(x) ≤ c̄‖x‖τ1

Δγ .
Moreover, if V1(x) is positive definite, then there exists
another constant c > 0 such that V1(x) ≥ c‖x‖τ1

Δγ .
Lemma A.2: (Theorem 2.1, [14]) Consider a dynamical

system η̇ = f(η), f(0) = 0, where f : D → Rn is non-
Lipschitz continuous on an open neighborhood D of the origin
η = 0 in Rn. If there exist an open neighborhood U of the
origin, a C1 positive-definite and proper Lyapunov function
V : U\{0} → R+ and real numbers c ∈ R+ and ι ∈ (0, 1),
such that V̇ + cV ι ≤ 0 for η ∈ U, then the origin η = 0
is a locally finite-time stable equilibrium with a settling time
T ≤ V 1−ι(η0,t0)

c(1−ι) for any given initial condition η0 = η(t0).
Lemma A.3: (Lemma A.2, [10]) Let c, d be positive con-

stants. Given any positive constant π, the following inequality
holds |x|c|y|d ≤ c

c+dπ|x|c+d + d
c+dπ−c/d|y|c+d.

B. Proofs of Propositions

This subsection collects the proofs of propositions used in
the paper.
Proof of Proposition 3.1: Firstly, by following a

similar proof as Lemma 2.6 in [18], we know that
∂U(ξ)
∂ξ> (ξ2, ∙ ∙ ∙ , ξn,−Kbξeγn+τ

Δγ )> is negative definite for
τ ∈ (−ς, 0). Secondly, with U(ξ) ∈ H2−τ

Δγ and
(
ξ2, ∙ ∙ ∙ , ξn,−Kbξeγn+τ

Δγ

)>
∈ Hτ

Δγ in mind, using Lemma
A.1, Proposition 3.1 can be achieved for a constant α ∈ R+.
Proof of Proposition 3.2: Noting that φi, i ∈ N1:n is a

smooth function, by Mean-Value Theorem, one can obtain that
φi(x̄i) − φi(x̄∗

i ) ≤ c̄i(x̄i, x̄
∗
i )
(
|x1 − x∗

1| + ∙ ∙ ∙ + |xi − x∗
i |
)

where c̄i(x̄i, x̄
∗
i ) is a C

1 nonnegative function.
If η ∈ Ω, we know there must exist a constant N > 0 such

that |xj | ≤ N for j ∈ N1:i. Then subsequently, there exists
a constant c̃i such that c̄i(x̄i, x̄

∗
i ) ≤ c̃i. In what follows, the

following two cases will be studied.
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In the case when |xj − x∗
j | ≥ 1, ∀j ∈ N1:i, by noting

that |xj | ≤ N and |x∗
j | ≤ ρ̄, the following relation holds

|xj − x∗
j | ≤ N + ρ̄ ≤ (N + ρ̄)|xj − x∗

j |
1+iτ

1+(j−1)τ .
In the case when |xj − x∗

j | < 1, ∀j ∈ N1:i, by noting
1+iτ

1+(j−1)τ ≤ 1, we know |xj − x∗
j | ≤ |xj − x∗

j |
1+iτ

1+(j−1)τ .
By summarizing the above two cases and noting that

(j − 1) 1+iτ
1+(j−1)τ −(i−1) ≤ 0, ∀j ∈ N1:i the following relation

holds with constants či = c̃i max{N + ρ̄, 1} and ci ∈ R+

which are independent of L

(φi(x̄i) − φi(x̄
∗
i ))/Li−1

≤či

(
|L0ξ1|

1+iτ
1 + |L1ξ2|

1+iτ
1+τ + ∙ ∙ ∙ + |Li−1ξi|

1+iτ
1+(i−1)τ

)

Li−1

≤ci‖ξ‖
1+iτ
Δγ , η ∈ Ω.

It is clear that U(ξ) ∈ H2−τ
Δγ and f̄i ∈ H

1+iτ
Δγ . With Lemma

A.1 in mind, it is straightforward to conclude that Proposition
3.2 holds with a constant α̃ ∈ R+.
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