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Abstract— This article presents a novel path-following algo-
rithm for fixed-wing unmanned aerial vehicles by virtue of
a nonlinear optimal control approach and wind disturbance
observers. Different from some exiting algorithms, the proposed
algorithm formulates the path-following problem into a con-
trol problem by introducing auxiliary dynamics for the path
parameter. The proposed controller is designed in an optimal
and systematic manner where the control action is generated
according to a well-defined cost function. This framework does
not require any complex geometric coordinate transformation
and can be easily tuned to accommodate curved reference paths,
making it straightforward to deploy in different flight missions.
Moreover, the wind influences on the path-following performance
is explicitly compensated by the proposed algorithm based on
the wind estimates provided by nonlinear disturbance observers.
The closed-loop stability, including the auxiliary dynamics for
path parameter and observer dynamics for wind estimation, is
also analyzed. The feasibility and effectiveness of the proposed
algorithm have been thoroughly validated in simulation studies
and realistic flight tests.

Index Terms— Disturbance observer, optimal control, path
following, unmanned aerial vehicle (UAV).

I. INTRODUCTION

RECENT years have witnessed many successful appli-
cations of unmanned aerial vehicles (UAVs) in differ-

ent domains, ranging from environmental monitoring, search,
and rescue to surveillance and reconnaissance. Most of the
common UAV tasks require to cruise along a predefined
geometric path [1], [2]. This function also forms the basis
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for more challenging tasks, such as stand-off tracking [3]
and moving path following of ground vehicles [4]. Small or
miniature fixed-wing UAVs are particularly suitable for these
kinds of tasks due to their low costs, long flight range, and
endurance. However, the aerodynamic nature of fixed-wing
UAVs means that their performance is highly dependent on
the environmental wind condition, where the wind can be a
significant percentage of UAV’s operational airspeed.

Several fundamental studies suggest that path following
is a better way to guide a fixed-wing UAV to travel on a
predefined geometric path [5]–[7], which does not require the
UAV to be a particular location at a prespecified time as in
trajectory tracking. This also allows a UAV to fly at a constant
airspeed as opposed to a demanded ground speed, providing
benefits such as reducing energy consumption, preventing stall
in downwind flight, and retaining the UAV dynamics within a
linear region [8].

Due to the practicality and significance, the path-following
problem has been extensively investigated in various literature
works. A survey of some basic path-following functions can
be found in [9]. In general, the path-following problem can be
solved by exploring the geometric properties of the problem
and/or formulating it into a control problem. Popular geometric
methods include vector-field techniques [10], [11], which aim
to calculate a desired heading for the UAV based on the relative
distance from a straight line or circle reference path. Vector-
field-based methods are widely used in different applications
(see [3], [12]), including recent advances for complicated star
curves [13]. To solve the problem of following general curved
paths, different approaches based on the virtual target point
(VTP) concept have been developed [14], [15]. The Serret–
Frenet frame transformation is often employed to properly
define the error dynamics between the UAV and the VTP trav-
eling on the reference path so that different control techniques
can be applied to stabilize the error dynamics (see [16]–[20]).
Advanced control methods can also be directly applied to path-
following problems. For example, a nested saturation control
approach is presented in [8] to solve the input constraint
problem of fixed-wing UAV path following. A linear model
predictive control approach is presented in [21] for guidance
law design, where the UAV dynamics are linearized around
certain operation points. Nonlinear model predictive control
methods have also been seen in tackling path-following prob-
lems [22], [23].

In spite of extensive results on UAV path-following
problems, there is still room to improve the algorithm’s
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performance and practicability. The geometric methods
designed for curved paths usually involve complicated frame
transformation, which may also pose requirements on how
to design and parameterize the reference path. Moreover, the
evolutionary law of the geometric path parameter is often
designed and tuned separately from the control law for UAV
kinematics. As such, the path parameter law may not be pro-
duced in an optimized way to ensure a coherent path-following
performance. The objective of this article is, thus, to develop
a simple and lightweight path-following algorithm suitable for
low-cost autopilots on many small UAVs to improve their path-
following capability.

Inspired by a recent work [24], we present a novel optimal
path-following algorithm for small fixed-wing UAVs to follow
3-D curves. An auxiliary dynamics for the path parameter
is introduced and the corresponding virtual control input is
produced by solving the integrated optimization problem.
Different from [24], this article utilizes an explicit nonlinear
optimal control design. The proposed controller provides an
analytic solution without any online optimization computation,
which gives an intuitive way for implementation. In addition,
the path-following errors are regulated in an optimal man-
ner, which ensures better path-following performance. The
guideline for tuning the weighting matrices and the prediction
horizon associated with the proposed algorithm are discussed
in detail, which is also related to asymptomatic stability of the
closed-loop systems.

Another problem to be addressed in path following of fixed-
wing UAV is the influence of environmental wind, which
can cause significant discrepancy between the wind frame,
where the UAV is operated, and the ground framework, where
the reference path is defined. A commonly adopted approach
is to use ground speed and course angle for path-following
algorithm design [10]. However, in practice, the ground speed
and course from a low-cost GPS module may be degraded,
affecting the overall system performance, which also suggests
that more attention should be paid to airspeed measurement
and magnetic heading. Recently, more works have explicitly
considered the wind velocity in their algorithm designs (see
[8], [22]), where the wind velocities are assumed to be known
to the algorithm. Although the existing techniques, such as
Kalman filters, may provide a reasonably good wind estimate
based on onboard sensors, there still lacks a performance
analysis on the overarching system. Another viable solution
is to estimate the wind disturbances online and compensate
for their influences on the system within the control loop.
In [25], an adaptive backstepping control law is proposed to
estimate the parameters of the unknown wind disturbances
for path following. However, the algorithm is only developed
for simple straight lines. A nonlinear disturbance observer is
developed in [17] to estimate and then compensate for the
undesirable wind under the framework of the Serret–Frenet
transformation via the VTP approach, thus being able to deal
with curved paths but not in an optimal way.

To overcome the wind disturbance for the proposed optimal
path-following algorithm, this article advocates a new dis-
turbance observer-based method. The observers are designed
by virtue of higher order sliding mode techniques to provide

both velocity and acceleration estimates. These estimates are
integrated into prediction and receding horizon optimization
processes of the path-following function, which results in
an optimized offset-free path-following algorithm for fixed-
wing UAVs. Moreover, due to the characteristic of slide
mode observer, finite-time estimation can be achieved for any
bounded disturbances, which is more suitable for unknown
time-varying wind gusts.

To validate the proposed optimal path-following algorithm
for windy conditions, comprehensive flight tests have been
carried out using a small UAV platform. The results show that
the proposed algorithm exhibits promising performance com-
pared with several existing solutions for path following under
wind disturbances. It should be mentioned that a preliminary
version of the algorithm appeared in [26]. However, the work
in [26] did not consider the environmental wind attenuation,
did not account for longitudinal controller design, and did not
include performance comparison as well as experimental flight
tests, all of which are included in this article.

The remainder of this article is organized as follows. The
problem formulation, including the kinematic motion for a
fixed-wing UAV and the definition of path-following problem,
is provided in Section II. The optimal path-following algorithm
is derived in Section III, together with the analytic solution
to the optimization problem. The disturbance observer-based
wind compensation, as well as the closed-loop stability analy-
sis, is given in Section IV. The simulation studies and flight
test results are presented in Sections V and VI, respectively,
following some concluding remarks in Section VII.

II. PROBLEM FORMULATION

This article aims to develop an optimal path-following solu-
tion for fixed-wing UAVs in wind. The kinematic equations of
motion for a generic fixed-wing UAV can be described as [8]⎧⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

ẋ = V cosψ cos γ +wx

ẏ = V sinψ cos γ +wy

ż = V sin γ +wz

ψ̇ = g

V
tan φc

γ̇ = α(γc − γ )

(1)

where x , y, and z denote the 3-D position of the UAV in the
inertial frame, V represents the airspeed of the UAV, ψ is the
heading angle, and γ denotes the air-relative flight path angle.
The inputs to the kinematic model are selected as φc and γc,
representing the commanded roll angle and commanded flight
path angle, respectively. Note that we follow the coordinated
turn assumption [1], [8] to establish the motion for the heading
angle ψ . A first-order system with a small time constant α
is used to describe the pitch dynamics to accommodate the
relatively slow response set up by the inner loop autopilot.
The symbols wx , wy , and wz represent the velocity of external
wind disturbance along x-, y- and z-axes, respectively.

Since the wind disturbances have been captured in the UAV
kinematic model, they will be explicitly dealt with in the
proposed path-following framework. An alternative method
to circumvent this problem is to use the UAV model based
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on ground-referenced measurements (i.e., using course and
ground speed instead of heading and airspeed of the UAV),
which has been found in many pioneering works (see [10]).
The proposed path-following algorithm can also be adapted to
this ground-referenced model, although this means that useful
information from the airspeed sensor and compass will be
discarded and the ground speed from a possibly low-cost GPS
module needs to be directly fed into the controller.

The task for the UAV is to follow a desired geometric path
in the output space of the model (1). The path can be defined
as

P = {x, y, z ∈ R|θ ∈ [θ, θ ]
�→ x = xd(θ), y = yd(θ), z = zd(θ)} (2)

where θ is the path parameter and θ and θ denote the minimum
and maximum values of the path parameter θ , respectively.
Let θ1 = θ and θ2 = θ̇ . Inspired by [24], the path-following
problem can be transferred to a tracking control problem by
designing an auxiliary dynamics for the path parameter θ such
that ⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

ẋ = V cosψ cos γ +wx

ẏ = V sinψ cos γ + wy

ż = V sin γ + wz

ψ̇ = g

V
tan φc

γ̇ = α(γc − γ )

θ̇1 = θ2

θ̇2 = μ

(3)

where μ represents a virtual control law generating the path
reference to be followed. Denote ex = x − xd(θ), ey =
y − yd(θ), and ez = z − zd (θ) the path-following errors
along x-, y-, and z-axes, respectively. It can be seen that in
this formulation, only the position of the reference path P is
required and the path parameter θ can be any physical quantity,
not necessarily to be the curve length.

The objective of this article is to design the desired control
actions φc, γc, and μ such that the path-following errors
can converge to zero asymptotically (this means that x(t) →
xd(θ(t)), y(t) → yd(θ(t)), and z(t) → zd (θ(t)) as t → ∞)
even in the presence of wind disturbances by means of
prediction-based optimal control and disturbance estimation-
based active compensation.

III. OPTIMAL PATH-FOLLOWING CONTROL

This section details the development of the optimal path-
following control algorithm. For the sake of simplification,
we use ω = g/V tan φc and ν = α(γc − γ ) in the fol-
lowing derivations. Once ω and ν has been obtained, it is
straightforward to calculate the implementable control laws as
φc = arctan(Vω/g) and γc = γ + (ν/α), respectively.

Let x = [x, y, z, ψ, γ, θ1, θ2]T ∈ R
7, u = [ω, ν,μ]T ∈ R

3,
d = [wx , wy, wz]T ∈ R

3, and e = [ex , ey, ez]T ∈ R
3 denote

the system state, control input, wind disturbance, and path-
following error vector, respectively. The dynamics of system

(3) can be described by the following compact form:

ẋ = f (x)+ Gu + Pd

e = h(x) (4)

where

f (x) =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

V cosψ cos γ
V sinψ cos γ

V sin γ
0
0
θ2
0

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦
, G =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

0 0 0
0 0 0
0 0 0
1 0 0
0 1 0
0 0 0
0 0 1

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦

P =
[

I3×3
04×3

]
, h(x) =

⎡
⎣hx (x)

hy(x)
hz(x)

⎤
⎦ =

⎡
⎣x − xd(θ)

y − yd(θ)
z − zd (θ)

⎤
⎦ .

Based on this system, we will first derive the optimal
path-following control based on the hypothesis that the wind
information is available. Then, a practically implementable
version of the algorithm will be developed in Section IV using
wind disturbance observers, where rigorous stability analysis
on the overall closed-loop system will also be provided.

A. Path-Following Error Prediction

To begin with, a cost function of the output path-following
problem for the fixed-wing UAV (3) is constructed as

J (t) = ∥∥ē(t + Tp)
∥∥2

P +
∫ TP

0
‖ē(t + τ )‖2

Q dτ (5)

where TP is the prediction horizon, P and Q are the terminal
and process weighting matrices, respectively, which are sym-
metric and positive definite, and ē(t) = [ēx(t), ēy(t), ēz(t)]T

is the predicted output path-following error vector.
The future output path-following error ē
(t + τ ) (for 
 ∈

{x, y, z}) in the moving horizon is approximated by a Taylor
series expansion such that

ē
(t + τ ) = e
(t)+ τe(1)
 (t)+ · · · + τ 2+r

(2 + r)!e(2+r)

 (t) (6)

where r is the control order to be assigned as a tuning
parameter [27]. As a consequence, the time derivatives of e
(t)
are calculated and represented as

ė
 = L f h
(x)+ L P h
(x)d (7)

where L f h
(x) := (∂h
(x)/∂x) f (x) and L Ph
(x) :=
(∂h
(x)/∂x)P are the standard Lie derivatives [28]. Note that
for the given specific dynamic system (4), with several intuitive
calculations, we have

∇x(L P h
(x)) = 0, L P Lr h
(x)d = 0.

where ∇x(b) := (∂b/∂x) is the standard partial differentiation
calculus. Differentiating (7) with respect to time yields

ë
 = L2
f h
(x)+ LG L f h
(x)u + L Ph
(x)ḋ. (8)

Continuously taking derivative of (8) gives

e(3)
 = L3
f h
(x)+ LG L f h
(x)u̇ + p1


(·) (9)
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where p1

(·) is a function in terms of x , u, d , ḋ , and d̈, which

is given by

p1

(·) = LG L f h
(x)u + L P L2

f h
(x)d + L P h
(x)d̈

+d LG L f h
(x)

dt
u + d L Ph
(x)

dt
ḋ.

Similarly, the higher order derivatives of e
(t) can be calcu-
lated and given by

e(2+k)

 = L2+k

f h
(x)+ LG L f h
(x)u
(k) + pk


(·) (10)

for k = 2, . . . , r , where the function pk

(·) is with respect to

the arguments of x , u, . . . , u(k−1), and d, . . . , d(k+1).
The predictive output path-following error ē(t+τ ) is defined

as

ē(t + τ ) =
⎡
⎣ ēx(t + τ )

ēy(t + τ )
ēz(t + τ )

⎤
⎦ =

[
T̄ , T̃

] [
Ȳ
Ỹ

]
(11)

where

T̄ (τ ) =
⎡
⎣ 1 τ 0 0 0 0

0 0 1 τ 0 0
0 0 0 0 1 τ

⎤
⎦

T̃ (τ ) = [
τ̃1 · · · τ̃r+1

]

Ỹ =
⎡
⎢⎣

Ỹ1
...

Ỹr+1

⎤
⎥⎦ , Ȳ =

⎡
⎢⎢⎢⎢⎢⎢⎣

ex

ėx

ey

ėy

ez

ėz

⎤
⎥⎥⎥⎥⎥⎥⎦

with τ̃i = (τ i+1/(i + 1)!)I3×3 and Ỹi = [e(i+1)
x ,

e(i+1)
y , e(i+1)

z ]T for i = 1, . . . , r + 1.

B. Receding Horizon Optimization

Note that Ȳ and Ỹ are independent of τ . The performance
index (5) is then rewritten as

J (t) =
[
Ȳ T , Ỹ T

] [
T̄ (Tp)

T

T̃ (Tp)
T

]
P

[
T̄ (Tp), T̃ (Tp)

] [
Ȳ
Ỹ

]

+
∫ TP

0

[
Ȳ T , Ỹ T

] [
T̄ T

T̃ T

]
Q

[
T̄ , T̃

] [
Ȳ
Ỹ

]
dτ

=
[
Ȳ T , Ỹ T

] [
T1T2

T T
2 T3

] [
Ȳ
Ỹ

]
(12)

where

T1 = T̄ (Tp)
T PT̄ (Tp)+

∫ TP

0
T̄ T QT̄ dτ

T2 = T̄ (Tp)
T PT̃ (Tp)+

∫ TP

0
T̄ T QT̃ dτ

T3 = T̃ (Tp)
T PT̃ (Tp)+

∫ TP

0
T̃ T QT̃ dτ.

Let ū = [uT , u̇T , . . . , (u(r))T ]. Then, one obtains

1

2

∂ J

∂ ū
=

(
∂ Ỹ

∂ ū

)T

T T
2 Ȳ +

(
∂ Ỹ

∂ ū

)T

T3Ỹ . (13)

It can be verified that ∂ Ỹ/∂ ū is nonsingular. Letting
∂ J/∂ ū = 0, one obtains

Ỹ = −T −1
3 T T

2 Ȳ . (14)

The first three rows of (14) are written as

Ỹ1 = −K Ȳ (15)

where K is the first three rows of the matrix T −1
3 T T

2 . The
nonlinear receding horizon optimized control law is solved
from (15), which is given by

u∗(t) = A−1(x)
[−K Ȳ − B(x)

]
(16)

where

A(x) =
⎡
⎣ LG L f hx (x)

LG L f hy(x)
LG L f hz(x)

⎤
⎦

B(x) =
⎡
⎢⎣ L2

f hx (x)+ L Phx (x)ḋ
L2

f hy(x)+ L Phy(x)ḋ
L2

f hz(x)+ L Phz(x)ḋ

⎤
⎥⎦

Ȳ = [hx , L f hx + L P hx d

hy, L f hy + L Phyd

hz, L f hz + L P hzd]T .

With intuitive calculations of T −1
3 T T

2 , it can be obtained that
the optimized control gain K has the following form:

K =
⎡
⎣ kx

0 kx
1 0 0 0 0

0 0 k y
0 k y

1 0 0
0 0 0 0 kz

0 kz
1

⎤
⎦

where the parameters k
j (
 ∈ {x, y, z}; j = 0, 1) are deter-
mined by the predictive period TP and control order r .

Theorem 1: For the full 3-D motion dynamics (1) of
a generic fixed-wing UAV, the proposed optimized path-
following algorithm (16) ensures that the path-following errors
asymptotically converge to zero, provided that for the given
weighting matrices P and Q, there exists the control order
r ∈ N and the predictive horizon TP > 0 such that polynomials
p
(s) = s2 + k
1s + k
0 (for 
 ∈ {x, y, z}) are all Hurwitz.

Proof: Collecting the error dynamics of each output path
tracking error given in (8), the full dimensional error dynamics
are given by⎡

⎣ëx

ëy

ëz

⎤
⎦ =

⎡
⎢⎣

L2
f hx + L P hx ḋ

L2
f hy + L P hyḋ

L2
f hz + L P hzḋ

⎤
⎥⎦ +

⎡
⎣ LG L f hx

LG L f hy

LG L f hz

⎤
⎦ u. (17)

Substituting the optimal control law (16) into (17), the
dynamic closed-loop system is then governed by

ë
 + k
1ė
 + k
0e
 = 0 (18)

(for 
 ∈ {x, y, z}). Consequently, the following matrix:

A
 =
[

0 1
−k
0 −k
1

]
(19)

is Hurwitz, which indicates that the error dynamics in (18) are
asymptotically stable. This completes the proof of Theorem 1
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In practice, the stability can be easily verified after the
controller parameters are selected. Moreover, by introducing
the extra terminal cost with the weighting matrix P to the
standard cost function used in [27], more tuning flexibility has
been introduced for the first time to this kind of algorithms,
allowing the control gains (or the convergence rate) in different
channels to be adjusted independently for a multiple-input–
multiple-output system. It is also assumed that the internal
zero dynamics of the system is stable, which can be verified
in simulations and experiments.

IV. PRACTICAL PATH FOLLOWING USING WIND

DISTURBANCE OBSERVERS

As mentioned in Section III, the wind information should
be utilized for disturbance compensation for the proposed
optimal path-following algorithm. For the purpose of practical
implementation, it would be imperative to design observers
to estimate the velocity as well as acceleration of the wind
gusts. In this section, we aim to develop wind gust observers
to assist disturbance estimation and compensation.

A. Design of Wind Disturbance Observers

First, the observer to estimate wx and ẇx is designed as⎧⎪⎪⎪⎨
⎪⎪⎪⎩

˙̂x =V cosψ cos γ + ŵx + lx1L
1
3
x 	x − x̂
 2

3

˙̂wx =âx + lx2L
1
2
x 	x − x̂
 1

2

˙̂ax =lx3Lx sign(x − x̂)

(20)

where x̂ , ŵx , and âx denote the estimates of x , wx , and ax =
ẇx , respectively. Define the observer errors as εx = x − x̂ ,
εwx = wx − ŵx , and εax = ax − âx . The estimation error
dynamics are given by⎧⎪⎪⎨

⎪⎪⎩
ε̇x = εwx − lx1L

1
3
x 	εx
 2

3

ε̇wx = εax − lx2L
1
2
x 	εx
 1

2

ε̇ax = ȧx − lx3Lxsign(εx ).

(21)

It has been shown in [29] that the error dynamics (21) is finite-
time stable if the observer scaler gain is designed such that
Lx > ȧx . In a similar manner, the wind disturbance observers
for y-frame and z-frame are designed as follows:⎧⎪⎪⎨

⎪⎪⎩
˙̂y = V sinψ cos γ + ŵy + ly1L

1
3
y 	y − ŷ
 2

3

˙̂wy = ây + ly2 L
1
2
y 	y − ŷ
 1

2

˙̂ay = ly3L ysign(y − ŷ)

(22)

where ŷ, ŵy , and ây denote the estimates of y, wy , and ay =
ẇy , respectively, and⎧⎪⎪⎨

⎪⎪⎩
˙̂z = V sin γ + ŵz + lz1 L

1
3
z 	z − ẑ
 2

3

˙̂wz = âz + lz2 L
1
2
z 	z − ẑ
 1

2

˙̂az = lz3 Lzsign(z − ẑ)

(23)

where ẑ, ŵz , and âz denote the estimates of z, wz , and
az = ẇz , respectively. Similar to the observer error dynamics
(21), it can be shown that the finite-time stability of the

abovementioned two wind disturbance observers (22) and (23)
is guaranteed if the observer scalar gains are assigned such
that L y > ȧy and Lz > ȧz [29]. This indicates that after the
transient process of convergence of the errors, one has that
w
 = ŵ
 and ẇ
 = a
 = â
 (for 
 ∈ {x, y, z}).

It should be noted that for the conventional nonlinear
observers, asymptotic or finite-time convergence only can
be achieved on the assumption that the external disturbance
is constant or generated by an exosystem (see [30], [31]).
In the case where nonvanishing model error exists in the
exosystem, only input-to-state stability (ISS) can be achieved,
which may be not suitable for high-precision path following
under unknown time-varying wind. This motivates the use of
sliding mode observers. Due to the characteristic of sliding
mode, finite-time estimation can be achieved for any bounded
disturbances.

B. Practical Path-Following Algorithm

By replacing the unknown inputs d and ḋ in (24) with their
estimates d̂ and â generated by wind disturbance observers,
the practically implementable path-following algorithm is
designed and given by:

u(t) = −A−1(x)v(x, d̂, â) (24)

where v(·) = [vx (·), vy(·), vz(·)]T with

v
(x, d̂, â) = k
0hx(x)+ k
1(L f h
(x)+ L Ph
(x)d̂)

+ L2
f h
(x)+ L Ph
(x)â.

The implementable control laws of the proposed path-
following algorithm is calculated in detail in the Appendix.

Substituting the proposed optimized offset-free path-
following algorithm (24) into the open-loop path-following
error dynamics (17), the dynamic closed-loop system is then
governed by

ë
 + k
1ė
 + k
0e
 = k
1 L P h
(x)d̃ + L Ph
(x)ã (25)

where d̃ and ã denote the observation errors of wind gust
disturbances defined by

d̃ = d − d̂, ã = ḋ − â.

Theorem 2: For the full 3-D motion dynamics (1) of
a generic fixed-wing UAV, the proposed composite path-
following algorithm (24) with wind disturbance observers
(20), (22), and (23) ensures that the path-following errors
asymptotically converge to zero, provided that for the given
weighting matrices P and Q, there exists the control order
r ∈ N and the predictive horizon TP > 0 such that polynomials
p
(s) = s2 + k
1s + k
0 (for 
 ∈ {x, y, z}) are all Hurwitz and
the observer scalar gains are chosen as L
 > ȧ
.

Proof: The proof of the theorem is divided into two
steps as follows. In the first step, we will show that the
path-following errors are ultimately bounded under the given
conditions. Thereafter, it will be shown that the tracking errors
under the practical path-following algorithm converge to zero
asymptotically.
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Step 1: As the wind disturbance observers (20), (22), and
(23) are finite-time stable, one has

‖d̃(t)‖ ≤ d̄, ‖ã(t)‖ ≤ ā, for t ∈ [0,∞)

d̃(t) = 0, ã(t) = 0, for t ≥ T1 (26)

where d̄ and ā are positive constants, and T1 is a finite time
covering the convergence process of the observer dynamics.
With straightforward calculations, we can obtain that L P h
(x)
is a constant vector independent of the argument x , which
indicates that

‖L P h
(x)‖ ≤ m̄
 ∀x ∈ R
7. (27)

Since A
 in (19) is a Hurwitz matrix, one obtains that there
exists a positive-definite matrix P
 such that

AT

 P
 + P
A
 = −2I2×2. (28)

Let e
 = [e
, ė
]T and define a candidate Lyapunov function as
V
(e
) = 1

2 eT

 P
e
. The maximum and minimum eigenvalues

of A
 are defined as λmax(A
) and λmin(A
), respectively. With
(28) in mind, taking derivative of V
(e
) along (25) gives

V̇
(e
) = −‖e
‖2 + eT

 P


[
0

k
1 L P h
(x)d̃ + L P h
(x)ã

]
≤ −‖e
‖2 + ‖e
‖ · ‖P
‖

(
k
1m̄
d̄ + m̄
ā

)
≤ −α
V
(e
)+ β
 (29)

with α
 = 1/λmax(A
) and β
 = ‖P
‖2(k
1m̄
d̄+m̄
ā)2. Using
the comparison lemma [32], it further follows from (28) and
(29) that:

‖e
(t)‖2 ≤ 2

λmin(A
)

[
V
(0)e

−α
t + β


α

(1 − e−α
t )

]
≤ −ᾱ
e−α
t + β̄
 (30)

with

ᾱ
 = λmax(A
)

λmin(A
)
‖e
(0)‖2 − 2β


λmin(A
)α

, β̄
 = 2β


λmin(A
)α

.

The ultimately boundedness property of the path-following
errors then directly follows from (30).

Step 2: Since the path-following errors are ultimately
bounded, we can consider the stability and convergence of
the errors for the time interval t ∈ [T1,∞). It has been shown
in (26) that d̃(t) = 0 and ã(t) = 0 ∀t ≥ T1. As a consequence,
in the time interval t ∈ [T1,∞), the path-following errors in
(25) reduce to:

ë
 + k
1ė
 + k
0e
 = 0 (31)

which is asymptotically stable. This completes the proof of
Theorem 2.

V. SIMULATION STUDIES

Numerical simulations were carried out to demonstrate the
performance and parameter tuning of the proposed algorithm
in following 3-D curves. As mentioned in Section I, the
proposed algorithm can be used for more general geometric
paths in addition to circle and straight-line paths. Hence,

Fig. 1. Position profiles of a “bow-tie”-shaped path-following simulation for
a fixed-wing UAV in the presence of wind gusts under different prediction
horizons Tp .

Fig. 2. Corresponding control inputs of a “bow-tie”-shaped path-following
simulation under different prediction horizons Tp .

a bow-tie-shaped path is designed as the reference to be
followed, whose mathematical expression is given by⎡

⎣xd(θ)
yd(θ)
zd (θ)

⎤
⎦ =

⎡
⎣ 150 cos θ

75 sin(2θ)
200 + 30 cos θ

⎤
⎦ m.

A. Discussion on the Effects of the Prediction Horizon Tp

The controller and observer parameters of the proposed
approach are designed as r = 1, P = 03×3, Q = I3×3,
lx1 = ly1 = lz1 = 2, lx2 = ly2 = lz2 = 1.5, lx3 = ly3 =
lz3 = 1.5, and Lx = L y = Lz = 1. The initial values
of system states are taken as x0 = 170 m, y0 = −20 m,
z0 = 180 m, ψ0 = π/2 rad, and γ0 = −π/4 rad. The initial
values of the path parameters are taken as θ0 = 0 rad and
θ̇0 = 0.1 rad/s. The sinusoidal wind gusts are considered in
the simulation as wx = 2 sin(0.1t) m/s, wy = 2 sin(0.1t) m/s,
and wz = 0.5 sin(0.1t) + 1 m/s. To evaluate the influence
of the prediction horizon on the path-following performance,
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Fig. 3. Position profiles of a “bow-tie”-shaped path-following simulation for
the fixed-wing UAV in the presence of wind gusts under different weighting
matrices Q.

three different prediction horizons TP = 15, 20, and 25 s have
been tested in the simulation studies.

The simulations are performed based on the UAV kinemat-
ics model. The 3-D position profile for the path-following
response is shown in Fig. 1. The corresponding control inputs
are plotted in Fig. 2.

It can be observed from Fig. 1 that the proposed path-
following algorithm can achieve offset-free following results
for the given 3-D geometric path even in the presence of time-
varying wind disturbances. It is also shown in Fig. 1 that the
prediction horizon has a close impact on the convergence rate
of the path-following errors. As shown in Fig. 1, the smaller
prediction horizon TP will result in faster convergence of the
path-following errors. However, it can also be observed from
Fig. 2 that the smaller TP also leads to slightly more aggressive
roll and flight path angle commands. As such, when tuning
the predictive controllers proposed in this article, we should
consider the tradeoff between the performance specification
for path following and attitude constraints. Nevertheless, in
practice, the convergence rate of the path-following algorithm
can be effectively adjusted by tuning the parameter TP .

Fig. 4. Corresponding control inputs of a “bow-tie”-shaped path-following
simulation under different weighting matrices Q.

Fig. 5. Top: Skywalker X8 fixed-wing UAV used for flight test. Bottom:
hardware configuration of the flight test platform.

B. Discussion on the Effects of Control Parameters

In the presence of the terminal cost, the relation between
the weighting matrices P and Q can be used to adjust the
convergence rate of different outputs. In this case study, the
controller parameters are chosen as r = 0, P = I3×3, and
Tp = 10, whereas the observer parameters, initial conditions,
and wind gusts are all chosen the same as those in the
previous study. To evaluate the influence of the weighting
matrix on path-following performance, three different weight-
ing matrices Q = 10−3diag(1, 1, 107), 10−3diag(1, 1, 1), and
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Fig. 6. Transition path-following profile of the fixed-wing UAV in the presence of wind gusts under the four guidance algorithms. The reference radius is
changed from 75 to 100 m (Transition I) and, thereafter, from 100 to 50 m (Transition II).

10−3diag(1, 107, 1) have been tested in the simulation studies.
To clearly demonstrate the convergence rate along different
directions, the 2-D position profiles are shown in Fig. 3. The
corresponding control inputs are plotted in Fig. 4.

It can be observed from Fig. 3 that by tuning the weighting
matrix Q, the convergence rates of the path-following errors
along x-, y-, and z-axes can be tuned separately, providing
more freedom to achieve better performance in practice.

VI. ONBOARD FLIGHT EXPERIMENT

To demonstrate the performance of the proposed path-
following solution, thorough and fair flight tests have been
conducted on a small UAV platform. In addition to testing
different settings of the proposed algorithm, we also directly
compared it with the path-following function available on the
Pixhawk autopilot [33], which is arguably the most widely
used commercial-off-the-shelf autopilot. Its guidance algo-
rithm is designed based on the popular L1 guidance law [14],
[34]. The UAV platform, flight test procedures, and results are
detailed in this section.

A. Flight Test Platform

A Skywalker X-8 fixed-wing aircraft is used in this article
as the flight test platform. It is a popularly small UAV airframe

that has been used in several research projects (see [35], [36]).
The aircraft is equipped with a Pixhawk autopilot managing
all aspects of the aircraft during the tests. A secondary flight
computer based on Raspberry Pi2 is also installed on the
aircraft and integrated with the Pixhawk. The X-8 aircraft and
onboard electronics configuration is shown in Fig. 5.

In the flight test, the Pixhark autopilot is used as an
inner loop controller to stabilize the aircraft and to follow
the guidance commands sent from the Raspberry Pi2 flight
computer, where the proposed algorithm is implemented. Due
to that flight path angle control that is not available on
this low-cost autopilot, the pitch angle command is used for
the height control instead of γc, on the assumption that the
angle of attack is small. The integration between the path
following and the low-level control is achieved by intercepting
the autopilot telemetry from the Raspberry Pi2 running the
Robotic Operating System (ROS). Using an ROS package
called MAVROS allows all the autopilot telemetry data to
be added to the ROS network as topics, which then can be
subscribed by other programs, including the custom path-
following code on the Raspberry Pi2.

To enable rapid prototyping, the developed algorithm is
constructed in the MATLAB/Simulink environment and then
compiled into the C/C++ code using the MATLAB Embedded
Coder. For flight tests, the resulted implementable code is
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Fig. 7. Transition path-following radius (top) and radius error (bottom) of
the fixed-wing UAV in the presence of wind gusts under the four guidance
algorithms. The reference radius is changed from 75 to 100 m (Transition I).

directly deployed onto the Raspberry Pi2 running at 25 Hz.
This also helps to reduce the latency when communicating
with the Pixhawk autopilot.

B. Flight Test Procedure

To demonstrate the performance of the proposed algorithm,
four different path-following functions were implemented and
tested on the X-8 platform in sequence. First, the guidance
algorithm on Pixhawk was tested as a default path-following
function because it is well accepted by the user community.
Second, the optimal path-following algorithm using ground
speed and course was carried out since this is a common
method for wind gust attenuation. Next, the same algorithm
but using airspeed and heading angle was tested to demon-
strate the influence of wind disturbance clearly. Finally, the
proposed optimal path-following algorithm augmented with
disturbance observer was performed. The abovementioned four
algorithms are denoted as Pixhawk, DOB-Off (G), DOB-
Off (A), and DOB-On (A), respectively, to facilitate the
following discussion. It should be noted that for the Pixhawk
guidance algorithm, an extended Kalman filter is used to fuse
GPS velocities, airspeed, and compass heading to estimate
the ground speed vector rather than using the GPS velocity
directly.

Since the default guidance algorithm in Pixhawk only works
for 2-D cases, we tested all four algorithms in a planer flight
pattern to enable a direct comparison. Based on the simulation
study, the control parameters of the proposed algorithm are
chosen as r = 1, TP = 20, P = 03×3, and Q = I3×3 for the
flight tests. This avoids a high-gain controller and presents a
mild convergence of the path-following error. Moreover, the
parameters of wind observers are selected as lx1 = ly1 =
lz1 = 2, lx2 = ly2 = lz2 = 1.5, lx3 = ly3 = lz3 = 1.5,
and Lx = L y = Lz = 1. As a rule of thumb, the observer
dynamics can be set 2–3 times faster than that of the control
loop. It should be noted that the observer gains can be further
tuned in experiments to trade off between the convergence rate
and the attenuation of sensor noises.

Fig. 8. Transition path-following radius (top) and radius error (bottom) of
the fixed-wing UAV in the presence of wind gusts under the four guidance
algorithms. The reference radius is changed from 100 to 50 m (Transition II).

Fig. 9. Wind gust estimation for the transition case of flight test.

It is well known that different weather conditions may
cause variations on the flight test results, especially for small
UAV platforms. To minimize this influence and provide a
fair comparison among different algorithms, we conducted
the flight tests for four algorithms in one sortie within 15
min. During this short period, the weather condition was very
consistent. In the flight tests, the algorithms were switched ON

in sequence to follow the same reference path. The reference
path consists of three circles with different radius to assess
both transient responses and the disturbance compensation
capability. The performance index of the integral of absolute
error (IAE) is utilized to qualitatively evaluate the path-
following performance specification of the four algorithms.

C. Transition Performance Comparison

For transition performance test and comparison, the radius
of the reference geometric path is supposed to change from 75
to 100 m (denoted as Transition I) first and then reduce from
100 to 50 m (denoted as Transition II). The transition planer
path-following profiles under the four different algorithms are
shown in Fig. 6. The corresponding radius step responses as



YANG et al.: OPTIMAL PATH FOLLOWING FOR SMALL FIXED-WING UAVs UNDER WIND DISTURBANCES 1005

Fig. 10. Steady-state path-following profile of the fixed-wing UAV in the presence of wind gusts under the four guidance algorithms. The reference radius
is 75 m (steady-state case).

TABLE I

PERFORMANCE INDEX OF IAE FOR THE FOUR

PATH-FOLLOWING ALGORITHMS

well as radius errors of two piecewise constant path-following
tasks are shown in Figs. 7 and 8, respectively. The corre-
sponding wind estimates for the transition process are given
in Fig. 9, which shows an average wind magnitude of 4.0 m/s
with a standard deviation of 1.2 m/s. Although this average
wind speed may not seem to be a large value, it actually counts
for 30% of the aircraft airspeed during the flight test, thus
having a significant impact on flight performance.

It can be observed from Figs. 6–8 that the DOB-Off (A)
algorithm leads to large transient path-following error due to
the presence of wind gusts. By utilizing the groundspeed and
course angle, the DOB-Off (G) algorithm has achieved much
better transient performance compared with the DOB-Off (A)
one. However, it shows some sluggish responses in Fig. 7 and
small overshoot in Fig. 8. Moreover, the performance index
of IAE for both Transitions I and II are given in Table I. It
can be noted from Table I that the default Pixhawk guidance

Fig. 11. Wind gust estimation for the steady-state case of flight test.

algorithm has achieved prominent transition performance. The
proposed DOB-On (A) algorithm exhibits a comparable, if not
better, transient performance compared with the L1 guidance
algorithm. It has smaller overshoot in Fig. 7 but shows
slightly slow response in Fig. 8, albeit a similar settling time.
This, however, confirms that a set of gentle control gains
were selected in the proposed path-following algorithm, which
would not make an extra contribution to disturbance rejection.
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Fig. 12. Steady-state path-following radius error of the fixed-wing UAV in
the presence of wind gusts under the four guidance algorithms (steady-state
case).

Fig. 13. 3-D position profile of a “bow-tie”-shaped path following (outdoor
flight test result).

D. Steady-State Performance Comparison

In this section, we intend to verify the steady-state path-
following performance of the proposed algorithm. The orbit
radius of the desired path is 75 m, and each algorithm has been
asked to follow this reference for at least 120 s to guarantee
the consistency of the results. The steady-state planer path-
following profiles of the four algorithms are shown in Fig. 10.
The wind gust estimations by the nonlinear observers for the
steady-state case are presented in Fig. 11. The average wind
magnitude for this case is 3.8 m/s with a standard deviation of
1.4 m/s, which is consistent with wind estimates in Fig. 9. The
corresponding steady-state radius errors of steady-state path-
following profiles are shown in Fig. 12. The IAE performance

Fig. 14. 2-D position profile of a “bow-tie”-shaped path following (outdoor
flight test result).

index in steady state is also calculated and shown in Table I
for all the four path-following algorithms.

Again, it can be observed from Figs. 10 and 12 that the
baseline approach DOB-Off (A) exhibits a large steady-state
path-following error due to the existence of wind gusts. The
Pixhawk and DOB-Off (G) algorithms significantly improve
the steady-state path-following performance. However, there
still exhibit considerable steady-state path-following errors, as
shown in Figs. 10 and 12. It can be observed from Figs. 10 and
12 that the proposed path-following algorithm has provided a
substantial improvement on steady-state path-following perfor-
mance compared with the other three ones. Specifically, it can
be observed from Table I that the steady-state path-following
error of the proposed DOB On (A) method is about one-third
of these of Pixhawk and DOB Off (G) algorithms.

E. “Bow-Tie”-Shaped Path-Following Flight Test

To demonstrate the ability of following more complex
curves, additional flight tests were carried out on a “bow-tie”-
shape reference path.1 The planar path profile of the references
is expressed as xd(θ) = 140 cos(θ) and yd(θ) = 45 sin(2θ),
while the altitude zd (θ) steps between 80 and 100 m during
the transition process. The controller parameters adopt the
same setting as in the previous flight tests. The flight test
results on the 3-D “bow-tie”-shaped path-following profile, the
corresponding roll angle, and pitch angle are given in Fig. 13.

Moreover, the flight test result on the 2-D “bow-tie”-shaped
path following is given in Fig. 14, including the comparison
results with ground speed-based path-following algorithm.

It can be seen from the flight test results given in
Figs. 13 and 14 that the proposed path-following algorithm
works well for more complex shapes such as 2-D and 3-D

1Video available at https://www.youtube.com/watch?vM̄_qy1iH7u3M
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“bow-tie” shapes. Also shown in Fig. 14, the proposed path-
following algorithm outperforms the DOB Off (G) approach.
This is the same as the conclusion obtained by circle path
following in Sections VI-C and VI-D, except that the path-
following error of DOB Off (G) increased significantly due to
the tight turns making the ground velocity and course angle
reading degraded.

VII. CONCLUSION

In this article, an optimal offset-free path-following algo-
rithm has been proposed for generic fixed-wing UAVs without
resorting to any geometric transformations. The nonlinear
disturbance observers have been developed for environmental
wind estimation and compensation. A major merit of the
presented approach lies in that it is suitable for more general
geometric path following rather than limited curvature such
as straight line and circular orbit. The algorithm is simple and
lightweight for online implementation and features effective
gain tuning procedure and thus can be easily deployed on
low-cost autopilots to improve the path-following capabil-
ity of small UAVs. Experimental flight tests with various
performance comparisons have been carried out on a fixed-
wing UAV to validate the feasibility and effectiveness of the
proposed algorithm. The flight test procedure and results are
also complementary to the literature and thus can inform wider
engineering practice in this area in terms of more effective
exploitation of airspeed and magnetic heading in the flight
control algorithm.

APPENDIX

The details of the proposed path-following algorithm are
calculated here for the convenience of the readers. To begin
with, the matrix A(x) is calculated and given by

A(x) =
⎡
⎣ −V sinψ cos γ − V cosψ sin γ − ∇θ (xd)

V cosψ cos γ − V sinψ sin γ − ∇θ (yd)
0 V cos γ − ∇θ (zd)

⎤
⎦ .

The proposed path-following guidance law is derived and
provided as follows:

ω = [(V sinψ sin γ∇θ (zd )+ V cos γ∇θ (yd))vx (x, d̂, â)

− (V cos γ∇θ (xd)+ V cosψ sin γ∇θ (zd))vy(x, d̂, â)

+ (V cosψ sin γ∇θ (yd)− V sinψ sin γ∇θ (xd))

× vz(x, d̂, â)]/�(x)
ν = [V cosψ cos γ∇θ (zd)vx (x, d̂, â)

+ V sinψ cos γ∇θ (zd)vy(x, d̂, â)

− (V cosψ cos γ∇θ (xd)+ V sinψ cos γ∇θ (yd))

× vz(x, d̂, â)]/�(x)
μ = [(V 2 cosψ cos2 γ )vx (x, d̂, â)

+ (V 2 sinψ cos2 γ )vy(x, d̂, â)

+ (V 2 sin γ cos γ )vz(x, d̂, â)]/�(x)
with

�(x) = −V 2 sin γ cos γ∇θ (zd)

−V 2 cos2 γ (cosψ∇θ (xd)+ sinψ∇θ (yd)) .
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