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Abstract Wind is the primary challenge for low-speed fixed-wing unmanned aerial vehicles to fol-

low a predefined flight path. To cope with various wind conditions, this paper proposes a wind dis-

turbance compensated path following control strategy where the wind disturbance estimate is

incorporated with the nominal guiding vector field to provide the desired airspeed direction for

the inner-loop. Since the control input vector for the outer-loop kinematic subsystem needs to sat-

isfy a magnitude constraint, a scaling mechanism is introduced to tune the proportions of the com-

pensation and nominal components. Moreover, an optimization problem is formulated to pursue a

maximum wind compensation in strong winds, which can be solved analytically to yield two scaling

factors. A cascaded inner-loop tracking controller is also designed to fulfill the outer-loop wind dis-

turbance compensated guiding vector field. High-fidelity simulation results under sensor noises and

realistic winds demonstrate that the proposed path following algorithm is less sensitive to sensor

noises, achieves promising accuracy in normal winds, and mitigates the deviation from a desired

path in wild winds.
� 2023 Production and hosting by Elsevier Ltd. on behalf of Chinese Society of Aeronautics and

Astronautics. This is an open access article under the CC BY-NC-ND license (http://creativecommons.org/

licenses/by-nc-nd/4.0/).
1. Introduction

Recent years have witnessed increasing applications of fixed-
wing Unmanned Aerial Vehicles (UAVs) in various fields such

as surveillance, reconnaissance, patrol, mapping, etc. In these
tasks, fixed-wing UAVs are often required to precisely move
along a predefined path, while the speed assignment along the

path is of secondary interest, which leads to so-called path fol-
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lowing problems. Compared to another motion control pattern
of trajectory tracking, which commands the vehicle to track a
time-parameterized reference, path following focuses on stay-

ing on the path without a temporal requirement. Detailed per-
formance comparisons have been made between path following
and trajectory tracking, which indicate smaller position errors

for path following.1,2 When applied to fixed-wing UAVs, path
following is more suitable because the speed control response is
relatively slow and the airspeed needs to be controlled in a

desired range for saving energy and preventing stall.
Comparisons of several baseline path following techniques

for fixed-wing UAVs can be found in Refs. 3,4. It was con-
cluded that the vector field technique achieved lower cross-

tracking error and also used less control effort, which makes
it suitable for situations that demand more accuracy and
endurance. Another survey paper described that vector field

method is more flexible to be extended to deal with obstacle
avoidance.5 The general vector field presented in Refs. 3,6 is
only applicable to straight lines and circular orbits in the hor-

izontal plane. By using the cross-tracking error expressed in
the Serret-Frenet frame, Ref. 7 developed the vector field for
a horizontal curved path. Recently, more generic guiding vec-

tor field for Three-Dimensional (3D) curves have been devel-
oped.8,9 In Ref. 9, the desired 3D path can be defined in the
parameterized explicit form which is more straightforward
than using the intersection of implicit functions.8 Moreover,

to eliminate the undesired singular point where the vector field
becomes 0, Ref. 9 proposed a solution of changing the topol-
ogy of the desired path by introducing a virtual axis. More the-

oretical analysis about global convergence to the desired path
can be found in Ref. 10. So far, the advantages of lower cross-
track error and being suitable for complicated 3D curves make

the singularity-free guiding vector field a superior method to
construct the path following algorithm for fixed-wing UAVs.

The most significant external adverse influence on a fixed-

wing aircraft originates from wind.11 Especially for small-
scaled fixed-wing UAVs, the external wind can cause an appar-
ent derivation between the airspeed and the ground speed
because the wind speed is generally in the range of 20 to 50 per-

cent of the airspeed.6 Thus, the elimination of wind effects
should be deliberately considered in path following studies.
One solution is to employ the ground speed and related flight

path angles, as adopted in the vector field based path following
designs,9,12,13 because the ground speed determines the actual
flight path. However, in practice, for small-scaled UAVs

equipped with a low-cost sensor suit, the ground speed related
measurements may not be of good quality due to the low-rate
and intermittent Global Navigation Satellite System (GNSS)
signal, whereas the airspeed is a more smooth and reliable

measurement. Since the airspeed is an essential variable
involved in all aerodynamic forces and moments through
dynamic pressure, it is also more effective to control the air-

speed rather than the ground speed, for example, to avoid
undesired stall or save energy.

If the guidance model is expressed in terms of the airspeed

related variables, the wind disturbance must be handled explic-
itly. To acquire the robustness against winds, Ref. 7 adopted
the sliding mode method to attenuate the wind disturbance.

What’s more, various methods can be used for wind estima-
tion, such as adaptive method,14 extended Kalman filter,15

nonlinear state observer,16 and disturbance observers.17–19
Mostly, wind estimates were used to complement the guidance
model and treated as the known parameters in the nonlinear
controllers. As for the explicit wind compensation, since there

is a miss-matching problem between the wind disturbance and
the control input, Ref. 17 converted wind estimates to trim-
ming angles to neutralize the wind components perpendicular

to the path.
To our knowledge, the existing 3D guiding vector field

overlooks the airspeed and only focuses on ground tracking.

Thus, there is still plenty of room to improve the guiding vec-
tor field by using airspeed measurement and explicitly taking
wind into account. We advocate the Disturbance Observer
Based Control (DOBC) scheme to estimate and then compen-

sate for the wind disturbance. This method has been consid-
ered popular in disturbance rejection and also has been
successfully applied in various tracking control designs, such

as helicopter,20 quadrotor,21 fixed-wing aircraft,22 inertial
actuator,23 and spacecraft.24 When applied to the outer-loop
kinematic subsystem, which is Multi-Input Multi-Output

(MIMO), the first column of the rotation matrix is chosen as
the control input vector, which has a norm constraint of 1.
Thus, the feed-forward compensation for the wind disturbance

cannot be directly added to the nominal control input. How-
ever, how to satisfy the magnitude constraint of the control
input vector for a MIMO system has not been explored in
the previous DOBC works.25

Particularly, considering some low-speed fixed-wing
UAVs, e.g., solar-powered UAVs, it is very likely that the
wind speed rises close to the airspeed or even above it under

extreme wind conditions. In such circumstances, ensuring a
safe flight has a higher priority than keeping the UAV on
the path. However, all the path following algorithms men-

tioned above do not discuss this problem. In Refs. 26,27, a
geometric guidance law was proposed, which can mitigate
the run-away from the desired path in excess winds.

Although the guidance command is continuous to wind
changes, the guidance law is separately designed for the
slower wind case and the higher wind case. Moreover, how
to evaluate the performance of the guidance logic in excess

winds is still an open problem.
With the above motivations, a wind disturbance compen-

sated guiding vector field is proposed for the fixed-wing

UAV path-following control. The main contributions of this
paper are summarized as follows.

(1) In order to satisfy the magnitude constraint of the con-
trol input vector, a scaling mechanism is first introduced
to dynamically tune the proportions of the nominal con-
trol input and the disturbance compensation in the

DOBC scheme. The scaling factors can be derived by
analytically solving an optimization problem which is
designed to give the first priority to the disturbance

compensation.
(2) The proposed wind disturbance compensated guiding

vector field can provide airspeed direction guidance

command by integrating guiding vector field with an
explicit estimation and rejection of the wind disturbance.
Simulation results show that, compared with the original

guiding vector field,9 the proposed algorithm has better
sensor noise tolerance and consequently achieves better
following accuracy in normal wind conditions.
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(3) The proposed wind disturbance compensated guiding

vector field is also appropriate for wild winds, which is
beyond the reach of the original guiding vector field.
Compared with the geometric guidance logic,26 the pro-

posed algorithm is presented in a unified framework for
arbitrarily strong wind conditions and demonstrates bet-
ter performance in minimizing the deviation from the
desired path.

In addition, many existing studies on the path following
technique are only concerned with the outer-loop guidance

design and assume that the inner-loop controller is well-
designed to track the guidance commands (e.g., Refs. 7,9,18).
However, the specific guidance commands generated by

advanced guiding algorithms may have different requirements
on the inner-loop controller so that guidance and control are
recommended to be designed in a unified framework as stated
in Refs. 28,29. Thus, this paper constructs the overall path fol-

lowing control strategy based on a six-Degree-of-Freedom (6-
DOF) nonlinear model, and the inner-loop tracking controller
is coherently designed with the outer-loop wind disturbance

compensated guiding vector field.
The remainder of this paper is organized as follows. The

kinematics of fixed-wing UAVs and the original guiding vector

field are presented in Section 2. The detailed wind disturbance
compensated guiding vector field design is introduced in Sec-
tion 3. Section 4 is devoted to developing the inner-loop track-

ing controller. Section 5 presents the simulation results to
demonstrate the effectiveness of the proposed wind distur-
bance compensated path following algorithm, which is fol-
lowed by the conclusions drawn in Section 6.

2. Problem formulation

2.1. Kinematics of fixed-wing UAVs

To describe the kinematics of fixed-wing UAVs, four coordi-

nate frames are used: the vehicle carried North-East-Down

(NED) frame Fv, the body frame Fb, the flight-path frame

Fp, and the air-mass frame Fa, which are all defined accord-
ing to the right-hand rule. The configuration of frames and
variables are briefly shown in Fig. 1, where i, j, and k are unit
Fig. 1 Illustration of coordinate frames.
vectors along the x, y, and z axes, respectively. Subscripts are
used to denote the labels of each frame. For example, Fv

frame is specified by iv; jv; kvð Þ and Fb frame is specified by

ib; jb; kb
� �

. The i-axes of Fp and Fa point along the ground

speed vector Vg and the airspeed vector Va, respectively. Va,

Vg, and the wind speed vector W form the wind triangle.

The flight-path angle c and course angle v are used to represent

the rotations from Fv to Fp. Similarly, the air-mass-
referenced ca and va are rotation angles from Fv to Fa. w,
h, and / are Euler rotation angles.

The translational kinematics of fixed-wing UAVs can be
expressed as

_P ¼ Vg ¼ VgR
v
pi ð1Þ

When explicitly considering wind effects, Eq. (1) can be

rewritten as6,30

_P ¼ Vg ¼ VaR
v
aiþW ð2Þ

where P is the position vector resolved in Fv. i ¼ 1; 0; 0½ �T
extracts the first column of the rotation matrix, such that

Rv
pi ¼

cos c cos v

cos c sin v

� sin c

264
375; Rv

ai ¼
cos ca cos va
cos ca sin va
� sin ca

264
375
2.2. Original singularity-free guiding vector field

Consider the desired 3D path P 2 R3 described by the follow-
ing explicit equation:

P ¼ x; y; zð Þ : x ¼ f1 swð Þ; y ¼ f2 swð Þ; z ¼ f3 swð Þf g ð3Þ
where w 2 R is the variable of the path, s > 0 is a constant,

and the functions fi (i =1,2,3) belong to C2 space.
Therefore, the path following errors can be defined by the

functions

u1 nð Þ ¼ x� f1 swð Þ
u2 nð Þ ¼ y� f2 swð Þ
u3 nð Þ ¼ z� f3 swð Þ

8><>: ð4Þ

and stacking ui yields the error vector

e nð Þ ¼ u1 nð Þ; u2 nð Þ; u3 nð Þ½ �T

where n ¼ x; y; z; wð Þ is the augmented position vector with
an additional coordinate w, compared to P. A new higher-
dimensional desired path can be characterized by the zero-

following error as

Ph ¼ n 2 R4 : e nð Þ ¼ 0
� �

Following Ref. 9, the corresponding singularity-free guid-

ing vector field for Ph can be constructed as

_nd ¼ � qru1; qru2; qru3ð Þ �
X3
i¼1

kiquiqrui ð5Þ

where rui is the gradient of the function ui, q 2 0; 1ð Þ is the
coefficient of u, ki > 0 i ¼ 1; 2; 3ð Þ are constant gains, and

� �ð Þ represents the generalized cross product of ru1, ru2,

and ru3. Substituting ru1 ¼ 1; 0; 0; �sf01 swð Þ� �T
,
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ru2 ¼ 1;½ 0; 0; �sf02 swð Þ�T, and ru3 ¼ 1; 0; 0; �sf03 swð Þ� �T
.

Eq. (6) can be further derived as

_nd ¼

�q3sf01 swð Þ � k1q2u1 nð Þ
�q3sf02 swð Þ � k2q2u2 nð Þ
�q3sf03 swð Þ � k3q2u3 nð Þ

�q3 þ q2s k1u1 nð Þf01 swð Þ þ k2u2 nð Þf02 swð Þ þ k3u3 nð Þf03 swð Þ� �
26664

37775
ð6Þ
2.3. Path following control objective

The vectors in the field serve as speed direction commands to

the vehicle. The first three entries of vector field _nd can be used
to define the desired ground speed direction using the normal-
ized vector

_P
�
d ¼ V

�
g; d ¼

_nd 1 : 3ð Þ
k _nd 1 : 3ð Þ k ð7Þ

based on the condition _nd 1 : 3ð Þ–0.

Remark 1. Although _nd–0 was proved in Ref. 9, which implies
that there are no singular points in the higher-dimensional

space R4, it cannot guarantee that _nd 1 : 3ð Þ–0 is true for any

point n 2 R4. Since fixed-wing UAVs always hold a forward
speed and never stop at a specific point, we can formulate a

strategy that when coming across a point that makes

_nd 1 : 3ð Þ ¼ 0,
�_Pd will keep the last valid value to avoid

singularity.

If the vehicle follows the vector direction, it will follow the
path. Conceptually, based on Eq. (1), the path following con-

trol objective is to orient the ground speed direction Rv
pi along

�_Pd. As discussed in Section 1, the ground speed related vari-
ables derived from the external GNSS data may be degraded
due to environment or interference and airspeed measurement

is more reliable. Hence, when we want to manipulate the air-
speed direction instead of the ground speed direction, accord-
ing to Eq. (2), the control objective changes to

VaR
v
aiþW

k VaR
v
aiþW k ! �_Pd ð8Þ

Since the magnitude of the airspeed needs to be controlled
in a limited range to prevent stall, the airspeed controller is
usually designed independently and not considered in the path

following control pattern.2,3 The airspeed direction repre-
sented byRv

ai is used as the control variable to achieve the con-

trol objective. Obviously, the problems that the wind speed W

is unknown and there is a magnitude constraint k Rv
ai k ¼ 1

should be dealt with in the path following controller design.

3. Wind disturbance compensated guiding vector field

In this section, the wind disturbance guiding vector field for
the outer-loop guidance is proposed. A disturbance observer
is employed to estimate the composite wind disturbance, and

then a feed-forward compensation is added to the nominal
guiding vector field. Particularly, a dynamic scaling mecha-
nism for the wind disturbance compensation is elaborately
designed to deal with arbitrarily strong wind conditions. In

normal winds, the uniformly ultimately bounded convergence
to the desired path can be guaranteed through the stability
analysis of the path following error system.

3.1. Wind disturbance estimation

Since the air-flow angles ca and va cannot be directly measured

by the onboard sensors, the pitch angle h and the yaw angle w
are used to replace ca and va, respectively. Therefore, Eq. (2) is
rewritten as

_P ¼ Vav1 þ DfþW ð9Þ
where v1 ¼ Rv

bi is treated as the virtual control input for this

subsystem, and Df is a modeling error vector introduced by

this replacement

Df ¼ Va Rv
ai�Rv

bi
� �

¼ Va

cos ca cos va
cos ca sin va
� sin ca

264
375�

cos h cosw

cos h sinw

� sin h

264
375

0B@
1CA

Although Df is time-varying, its norm is bounded and actu-

ally small because the attack and side-slip angles are kept small
in the path following flight. We regard the modeling error and
the wind as a composite wind disturbance d ¼ DfþW. The

kinematics in Eq. (2) can be finally rewritten as

_P ¼ Vav1 þ d ð10Þ
The disturbance observer used to estimate the composite

wind disturbance d is designed as25

_z ¼ �L Vav1 þ d̂
� 	

d̂ ¼ zþ LDP

8<: ð11Þ

where z is the internal state of the observer,

L ¼ diag l1; l2; l3ð Þ > 0 is the observer gain matrix and DP
denotes the movement from the initial position, i.e.,

DP ¼ P� P0. d̂ is the estimated disturbance vector and the

estimation error vector is defined as ed ¼ d� d̂. Taking the time

derivative yields the estimation error dynamics as

_ed ¼ �Led þ _d ð12Þ
In the conventional DOBC scheme, the estimate is used as a

compensation item to reduce the unfavorable influence of dis-

turbance. Intuitively, the straightforward form of desired v1 for
Eq. (10) should be

v1; d ¼ 1

Va

_Pd � d̂
� 	

ð13Þ

However, we only know the desired direction of _Pd as given
in Eq. (7), but have no specific information about the desired
magnitude. Moreover, the practical constraint

k v1 k ¼ k Rv
bi k ¼ 1 also requires that the virtual control input

satisfies k v1; d k ¼ 1. These two problems render it infeasible to

apply Eq. (13) directly.
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3.2. Wind disturbance compensation under normal winds

Considering that the wind speed is generally in the range of
20%�50% of the airspeed,6 we make the following assump-
tion at first and call it the normal wind condition.

Assumption 1. The norm of composite wind disturbance d is

assumed to be smaller than the airspeed, namely k d k < Va.

Remark 2. Since the disturbance observer Eq. (11) is of first-
order, which does not exhibit overshoot to a step signal under

the zero initial condition, k d̂ k <¼ k d k is supposed to be

valid. Thus, the condition k d̂ k < Va can be inferred.

As discussed in Section 3.1, the virtual control input vector

v1 2 R3 is constrained as k v1 k ¼ 1. Given that the path-
following control pattern only needs to change the speed direc-

tion and has no special requirement for the speed magnitude,
to satisfy the constraint, we introduce a scaling factor s to
modify the virtual control input Eq. (13) as

v1; d ¼ s�_Pd � d̂

Va

ð14Þ

where s adjusts the proportion of
�_Pd in the constrained v1; d,

and the rest of v1; d is used to compensate for the composite

disturbance. Since v1; d contains the desired ground speed

direction and the wind disturbance compensation, it actually
provides a desired airspeed direction command according to

the wind triangle.
Substituting Eq. (14) into the magnitude constraint

k v1; d k ¼ 1 yields

k �_Pv
d k

2

s2 � 2
�_Pv
d

� 	T d̂

Va

sþ k d̂ k2
V2

a

� 1 ¼ 0 ð15Þ

which is a quadratic equation in terms of the scale factor s.

Using k �_Pv
d k

2 ¼ 1 and the following substitutions

b ¼
�_PT
d d̂

Va

; c ¼ k d̂ k
Va

Eq. (15) can be rewritten as

s2 � 2bsþ c2 � 1 ¼ 0 ð16Þ
The assumption condition k d̂ k < Va is equal to c2 � 1 < 0,

which means that this equation must have one positive solu-
tion and one negative solution. The positive one is chosen as

the scale factor.

s� ¼ c cos jþ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� c2sin2j

p
ð17Þ

where b ¼ c cos j is used and j is the angle between the two

vectors of
�_PT
d and d̂, so that actually c and j are the two inde-

pendent variables that determine the guidance law Eq. (14).

The convergence to the desired path under the wind distur-
bance compensated guiding vector field based outer-loop guid-
ance law is concluded in the following theorem.
Theorem 1. Considering the fixed-wing UAV’s kinematics Eq.

(2), the guiding vector field Eq. (6), the disturbance observer
Eq. (11), and the virtual control input Eq. (14) form the outer-
loop guidance law. Under Assumption 1, it can be guaranteed

that the path following error k e k and the disturbance

estimation error k d
�
k are uniformly ultimately bounded. The

errors converge to a residual set that can be made arbitrarily

small by adjusting the design parameters.

Proof. First, taking the time derivative of the path following
error vector e nð Þ yields

_e nð Þ ¼ Je n
:

¼ Je
Vav1 þ d

_w

� �
ð18Þ

where Je is the Jacobian matrix of e nð Þ and calculated as

Je ¼
$Tu1

$Tu2

$Tu3

264
375 ¼

1 0 0 �sf01 swð Þ
0 1 0 �sf02 swð Þ
0 0 1 �sf03 swð Þ

264
375

Using the wind disturbance compensated virtual control
law Eq. (14) and choosing the dynamics of w as

_w ¼ sVa

_nd 4ð Þ
k _nd 1 : 3ð Þ k ð19Þ

the error dynamics of Eq. (18) can be further derived as

_e nð Þ ¼ Je
Va s

_nd 1:3ð Þ
k _nd 1:3ð Þk � d̂

Va

� 	
þ d

sVa

_nd 4ð Þ
k _nd 1:3ð Þk

24 35
¼ sVa

k _nd 1:3ð Þk Je
_nd þ ~d

ð20Þ

The definition of the guiding vector field in Eq. (5) can be
rewritten in terms of Je and e nð Þ as

_nd ¼ � qru1; qru2; qru3ð Þ � q2JTe Ke nð Þ ð21Þ
where K ¼ diag k1; k2; k3ð Þ. By substituting Eq. (21), the
dynamics of the path following error e nð Þ can be finally derived

as

_e nð Þ ¼ � sVaq2

k _nd 1 : 3ð Þ k JeJ
T
e Ke nð Þ þ ~d ð22Þ

The Jacobian matrix Je 2 R3�4 has full row rank, so that the

matrix JeJ
T
e is positive-definite.

By combining the estimation error dynamics Eq. (12) and
the path following error dynamics Eq. (20), the augmented
error system is given by

_e
_
d
�

" #
|ffl{zffl}

_g

¼ �P I

0 �L

� �
|fflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflffl}

�R

e

d
�

" #
|ffl{zffl}

g

þ 0

_d

� �
ð23Þ

where P ¼ sVaq2

k _nd 1:3ð Þk JeJ
T
e K is positive-definite and I is a 3� 3

unit matrix.
Construct the Lyapunov function as

V1 ¼ 1

2
gTg ð24Þ
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Taking the time derivative of V1 yields

_V1 ¼ �gTRgþ edT _d

6 �2p0V1 þ edT _d

6 �2p0 k e k2 þ k ed k2
� 	

þ b
2
k ed k2 þ 1

2b k _d k2

6 � 1
2
4p0 � bð ÞV1 þ 1

2b k _d k2
ð25Þ

where p0 ¼ kmin Rð Þ > 0 is the minimum eigenvalue. It can be

observed that there must exist a b > 0 that renders
4p0 � bð Þ > 0. Consequently, according to Ref. 31, V1

decreases monotonically until the solution reaches the compact

set

Xf ¼ e; ed� 	
: V1 e; ed� 	

6 Vf

n o
where

Vf ¼

����� _d
�����
2

4p0b� b2

It can be concluded that the disturbance estimation error

k ed k and the path following error k e k are uniformly ulti-

mately bounded with respect to the bound Vf. Note that the

maximum value of 4p0b� b2 is 4p2
0. We can choose relatively

larger control gain K and observer gain L to increase p0. Thus,

the errors k ed k and k e k can converge to an arbitrarily small
residual set by increasing p0. This completes the proof. h

3.3. Wind disturbance compensation expanded to wild winds

In this subsection, we further consider wild wind conditions,
for example, wind speed exceeds airspeed, in which the UAV
cannot follow the desired path anymore. Assumption 1 is
removed and Eq. (14) is extended to cover arbitrarily strong

wind fields.
In order to adapt for the wild wind cases, considering the

magnitude constraint, another scaling factor r is introduced

to reduce the wind disturbance compensation, which gives
the modified virtual control input

v1; d ¼ s�_Pd � r
d̂

Va

ð26Þ

Since rejecting the composite wind disturbance is the pri-
mary purpose, r = 1 is the desired option, which means a full

disturbance compensation. The solutions of s and r can be
obtained by solving the following constrained optimization
problem

Q ¼ min
s; r

r� 1ð Þ2 ð27Þ

subject to

k s�_Pd � r d̂
Va

k ¼ 1

0 6 r 6 1

0 6 s

8><>: ð28Þ

where the first equation of Eq. (28) is equal to

s2 � 2srbþ r2c2 � 1 ¼ 0 where b and c have been defined in
the last subsection. The second equation of Eq. (28) intends

to operate the wind disturbance compensation in a positive
range. The third equation of Eq. (28) ensures keeping the
direction of the desired ground speed.

Define the Lagrangian function

L ¼ r� 1ð Þ2 þ k s2 � 2srbþ r2c2 � 1
� �� l1s� l2r� l3 1� rð Þ

ð29Þ
where k and li i ¼ 1; 2; 3ð Þ are the multipliers for Eq. (28). The

Karush-Kuhn-Tucker (KKT) conditions are given as32

k� 2s� � 2br�ð Þ � l�
1 ¼ 0

2 r� � 1ð Þ þ k� �2bs� þ 2c2r�ð Þ � l�
2 þ l�

3 ¼ 0

s�2 � 2bs�r� þ c2r�2 � 1 ¼ 0

s� P 0; r� P 0; 1� r� P 0

l�
1s

� ¼ 0; l�
2r

� ¼ 0; l�
3 1� r�ð Þ ¼ 0

8>>>>>><>>>>>>:
ð30Þ

The KKT conditions are always sufficient, so that if s�, r�, k�,
and l�

i satisfy the KKT conditions, then s� and r� are the

optimal solutions for Eqs. (27) and (28). Although generally
complicated KKT conditions can only be solved using

numerical methods, as to Eq. (30), we can find the analytical
solutions via piecewise root-finding.

Case 1. Under the conditions of 0 6 c 6 1, j 2 �p; p½ � or

c > 1, � arcsin 1
c 6 j 6 arcsin 1

c, the optimal solutions can be

derived as

s� ¼ c cos jþ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� c2sin2j

p
; r� ¼ 1; k� ¼ 0; l�

1 ¼ l�
2 ¼ l�

3 ¼ 0

In this case, r� ¼ 1 makes the full use of the composite wind

disturbance estimate d̂ and achieves the desired optimal value
Q ¼ 0. s� is the same with Eq. (17). However, compared with

the normal wind case discussed in the last subsection, this

result extends the assumption k d̂ k < Va, namely 0 6 c < 1,
to some c P 1 conditions.

Case 2. Under the conditions of c > 1, �p
2 6 j < � arcsin 1

c or

c > 1, arcsin 1
c < j 6 p

2, the optimal solutions can be derived as

s� ¼ cos j
sinjj j ; r

� ¼ 1

c sinjj j ; k
� ¼ �1þ c sinjj j

c2sin2j
; l�

1 ¼ l�
2 ¼ l�

3 ¼ 0

In this case, from 1
c
< sinjj j 6 1, we have 1

c
6 r� < 1. Thus,

the disturbance estimate d̂ can be only partially used to com-
pensate for the excess wind. The optimal value is

Q ¼ 1� 1
c sinjj j, which results in 0 < Q 6 1� 1

c
.

Case 3. Under the conditions of c > 1, �p 6 j < �p
2 or c > 1,

p
2 < j 6 p, the optimal solutions can be derived as

s� ¼ 0; r� ¼ 1

c
; k� ¼ 1

c
� 1

c2
; l�

1 ¼ �2b
1

c2
� 1

c3

� �
; l�

2 ¼ l�
3 ¼ 0

In this case, s� ¼ 0 means the excess wind as well as the
large angle j render that the entire airspeed direction control

ability must be used to cope with the wind disturbance. Corre-

spondingly, the optimal value is Q ¼ 1� 1
c
.
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It is obvious that the optimal value Q is piecewise continu-
ous. It is assumed that the composite wind disturbance is
known. Case 1 is ‘‘the normal wind case”, where r� ¼ 1 renders

that the wind disturbance can be fully compensated. The con-
vergence to the desired path in the normal wind case is proved
by Theorem 1. In Case 2 and Case 3, r� < 1 means that the

excess wind and the large angle lead to the incomplete compen-
sation for the wind disturbance. We call the two cases ‘‘the
wild wind cases”. Case 2 is a transition state where the UAV

cannot keep staying. On the contrary, the persistent excess
wind will finally push the UAV into Case 3. Under the condi-

tions of s = 0 and r ¼ 1
c
, Eq. (20) becomes _e nð Þ ¼ d� rd̂ > 0,

which theoretically explains why falling into the wild wind
cases implies the divergence of the following error k e k.

Remark 3. In this work, the proposed wind disturbance

compensated guiding vector field can deal with both normal
wind cases and wild wind cases in a unified framework, which
is why we say that the proposed method is suitable for

arbitrarily strong winds. However, given that the fixed-wing
UAV needs sufficient forward airspeed to generate lift, there
definitely should be limits on the wind. Normally, we can

assume that the wind moves mostly in the horizontal plane and
the dynamics of the wind is much slower than that of an
aircraft. Based on that assumption, the magnitude of the wind
can become arbitrarily strong.
4. Inner-loop control design for path following

The wind disturbance compensated guiding vector field, stated

in Eq. (26), provides a desired airspeed direction command to
the inner-loop. Sequentially, to fulfill the outer-loop guidance
command, an inner-loop controller is developed in this section.

The backstepping control scheme is employed due to the cas-
caded dynamics of fixed-wing UAVs.

4.1. Desired attitude angles

The desired airspeed direction guidance signal v1; d first needs
to be transformed to the desired attitude angles. According

to v1 ¼ Rv
bi in Eq. (9), v1; d can be regarded as

v1; d ¼ cos hd coswd; cos hd sinwd; � sin hd½ �T ð31Þ
So that the desired pitch angle can be obtained from the third

entry as

hd ¼ � arcsin v1; d 3ð Þð Þ hd 2 �0:5p; 0:5p½ � ð32Þ

Define the heading vector in the horizontal plane as

e ¼ cosw; sinw½ �T, the desired value of which can also be
derived from Eq. (31) as

ed ¼ coswd; sinwd½ �T ¼ v1; d 1 : 2ð Þ
k v1; d 1 : 2ð Þ k ð33Þ

To make the UAV converge to the guiding vector field, con-
sider the following Lyapunov function

V2 ¼ 1� eTed ð34Þ
Taking the time derivative yields
_V2 ¼ �_eTed � eT _ed

¼ �eT Eed _wþ _ed

� 	 ð35Þ

where E ¼ 0 1
�1 0

� �
is a skew-symmetric matrix. By choosing

Eed _wþ _ed ¼ e, _V2 ¼ �eTe ¼ �1 < 0 can be achieved. There-
fore, the desired heading rate can be designed as

_wd ¼ eTdE �eþ _edð Þ ð36Þ
For fixed-wing UAVs, the coordinated turn maneuver is

commonly used to change the heading direction. During the
coordinated turn, the side-slip angle is kept near zero to elim-
inate the lateral acceleration and the roll angle / is set so that
the horizontal component of the lift force can act as the cen-

tripetal force. Therefore, the desired roll angle /d can be
approximatively derived as6

/d ¼ arctan
Va

_wd

g
/d 2 �0:5p; 0:5pð Þ ð37Þ

From Eqs. (32), (36), and (37), the desired airspeed direc-
tion vector v1; d has been transformed to the desired pitch angle

hd and roll angle /d.

4.2. Attitude angles and angular rates tracking control

The time derivatives of Euler angles and the rigid-body rota-
tional dynamics are respectively expressed as6

_/
_h
_w

264
375

|fflffl{zfflffl}
_x1

¼
1 sin/ tan h cos/ tan h

0 cos/ � sin/

0 sin/ sec h cos/ sec h

264
375

|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
G x1ð Þ

p

q

r

264
375

|ffl{zffl}
x2

ð38Þ

J _x2 ¼ �x2 � Jx2 þM ð39Þ
where x1 ¼ /; h; w½ �T is the Euler angle vector, x2 ¼ p; q; r½ �T
is the body frame angular rate vector, J is the inertial matrix,

and M 2 R3 is the external moment vector.
Given that the roll and pitch angles are independently con-

trolled in the coordinated turn flight, the attitude angle track-
ing error vector is defined as

d1 ¼ z1 � z1; d; z1 ¼ /; h½ �T; z1;d ¼ /d; hd½ �T ð40Þ
where

z1 ¼
1 0 0

0 1 0

� �
x1 ¼ Hx1 ð41Þ

The angular rate tracking error vector is defined as

d2 ¼ x2 � x2; d ð42Þ
where x2; d denotes the desired angular rate, which is the virtual

control input for the attitude angle tracking.

Applying the backstepping design procedure, the first-step
Lyapunov function is defined as33

V3 ¼ 1

2
dT1 d1 ð43Þ

Taking the time derivative yields

_V3 ¼ dT1 _z1 � _z1; dð Þ
¼ dT1 HG d2 þ x2; dð Þ �H _x1; d½ � ð44Þ
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The desired angular rate can be designed as

x2; d ¼ G�1 �c1d1

0

� �
þ _z1; d

_wd

" # !
c1 > 0 ð45Þ

where the desired heading rate _wd is specially designed to

achieve the coordinated turn as

_wd ¼
g

Va

tan/d þ kyAy ð46Þ

where Ay is the lateral acceleration in the body frame, and the

item kyAy is used to damp the side-slip angle to zero. By sub-

stituting Eq. (45), _V3 in Eq. (44) can be further derived as

_V3 ¼ dT1HGd2 � c1d
T
1 d1 ð47Þ

In the second-step, the Lyapunov function is sequentially
chosen as

V4 ¼ V3 þ 1

2
dT2 d2 ð48Þ

Taking the time derivative yields

_V4 ¼ _V3 þ dT2
_d2

¼ _V3 þ dT2 J�1 �x2 � Jx2 þMð Þ � _x2; d

� � ð49Þ

To stabilize the error dynamics, the actual control input is
designed as

M ¼ J �c2d2 þ _x2; d � GTHTd1
� �þ x2 � Jx2 c2 > 0 ð50Þ

By substituting Eq. (50) into Eq. (49), _V3 can be derived as

_V4 ¼ �c1d
T
1 d1 � c2d

T
2 d2 6 0 ð51Þ

Since the two-step backstepping control law in Eqs. (45)
and (50) is constructed along with the control Lyapunov func-
tions, the inner-loop closed-loop system is globally asymptoti-

cally stable and the global convergence to the desired roll angle
/d and pitch angle hd is achieved.
Fig. 2 Structure of path fo
Remark 4. The time derivative values _ed, _z1; d, and _x2; d can be

calculated using the filtering methods such as the dynamic
surface,34 the command filter,20 or the differentiator.35

The overall structure of the proposed path following
control strategy combining the outer-loop and the inner-
loop can be summarized in the block diagram shown in

Fig. 2.

Remark 5. The overall system is not in the form of a chain of
integrators due to the transformation from v1; d to /d and hd.
Therefore, the cascaded controllers Eqs. (26), (45), and (50) are

constructed partially following the standard backstepping
technique. Although it is not a straightforward task to
establish the stability of the overall system by using a single

Lyapunov function, we can still guarantee the stability by
exploiting the natural time-scale separation property between
the system dynamics.
5. Simulation studies

To evaluate the performance of the proposed wind distur-
bance compensated guiding vector field, numerical simula-
tions of normal and wild wind conditions are carried out
based on the full 6-DOF model of Aerosonde UAV described

in Ref. 6.
The wind disturbance W in Eq. (2) is modeled as a steady

wind Ws 2 R3 with the added random turbulence Wr 2 R3.
The mathematical expressions for Wr are given by the Dryden
transfer functions as6

Hu sð Þ ¼ ru

ffiffiffiffiffiffi
2Va

Lu

q
� 1

sþVa
Lu

Hv sð Þ ¼ rv

ffiffiffiffiffiffiffiffi
3Va

Lv
�

q
sþ Vaffiffi

3
p

Lv

sþVa
Lvð Þ2

Hw sð Þ ¼ rw

ffiffiffiffiffiffi
3Va

Lw

q
� sþ Vaffiffi

3
p

Lw

sþVa
Lwð Þ2

8>>>>>><>>>>>>:
llowing control strategy.



Table 1 Gaussian random noise parameters.

Sensor Standard deviation of random noise

Accelerometer (m/s2) 0.025

Rate gyro (�/s) 0.13

Pressure sensors (Pa) Absolute pressure: 10

Differential pressure: 2

GNSS (m) Horizontal position: 2.5

Altitude: 5

Table 2 Simulation settings.

Sensor Parameter Value

Flight conditions Airspeed (m/s) 30

Constraints for hd (�) ±60

Constraints for /d (�) ±60

Controller parameters k1, k2, k3 0.005

q 0.1

L diag (1, 1, 3)

c1, c2 3, 6

GNSS ru, rv, rw (m/s) 1.06, 1.06, 0.7

Lu, Lv, Lw (m) 200, 200, 50
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where ru, rv, rw and Lu, Lv, Lw are the intensities and spatial
wavelengths of the turbulence along the body frame axes,
respectively.

To further illustrate the robustness of the proposed method
and make the simulation results more credible, sensor noises
are also present. By applying the error-state Kalman filter

introduced in Ref. 36, the vehicle states can be estimated from
the measurements of accelerometer, rate gyro, pitot-static
probe, and GNSS. The GNSS data are updated at 1 Hz. The

measurement errors are assumed to be Gaussian random
noises and the corresponding standard deviations are listed
in Table 1.

Table 2 lists the conditions and parameters used in

simulations.

5.1. Normal wind case for helical path

In the first scenario of normal wind, a w-parameterized 3D
helical path, according to Eq. (3), is used as the reference path

P1 ¼ x ¼ 150 cos �0:1wð Þ; y ¼ �150 sin �0:1wð Þ; z ¼ �20wf g

where the radius and the slope of this helix are 150 m and 4/3,

respectively.
The whole simulation time is set to 120 s. The steady wind

is first imposed as Ws ¼ 10; 10; 5½ �T m/s at 20 s, and then
changed to the opposite direction. Considering that the air-

speed is independently kept at Va ¼ 30 m/s, the steady wind
magnitude k Ws k ¼ 15 m/s counts for 50% of the airspeed,
which is quite severe in a normal flight. Initially, the UAV is

located on the path to eliminate the initial path following
error, for we simply want to evaluate the robustness of the pro-
posed wind disturbance compensated guiding vector field.

The original ground speed based guiding vector field pro-

posed by Ref. 9 is applied as a comparison. The inner-loop
structure of the original guiding vector field based path follow-
ing control algorithm is the same with the proposed one,

except that c takes the place of h in z1 defined in Eq. (40)
and Va is substituted by Vg in Eq. (46).

At first, an overall glance at the 3D flight paths in Fig. 3
reveals that the path following control algorithm using the
proposed wind disturbance compensated Guiding Vector Field

(GVF) achieves better following accuracy than the one using
the original GVF. To be specific, the time histories of the path
following error components, represented by functions

ui i ¼ 1; 2; 3ð Þ, are shown in Fig. 4. During the wind period,
from 20 s to 100 s, it can be observed that the curves represent-
ing the proposed GVF algorithm show smaller offset errors in

all three components. The performance indexes of the Eucli-

dean norm of the error vector e ¼ u1; u2; u3½ �T are summa-
rized in Table 3. According to the statistics, the proposed
path following algorithm using the wind disturbance compen-
sated guiding vector field improves the mean error and the

standard deviation of the path offset by 47% and 53% com-
pared with the original guiding vector field based algorithm,
which indicates that the proposed wind disturbance compen-

sated guiding vector field achieves better robustness in the nor-
mal wind condition.
Particularly, to further analyze the differences, we perform
the simulation that measurement noises are not included. That

is to say, all the true values of the states are used. The time his-
tory results are shown in Fig. 5 and the performance indexes
from 20 s to 100 s are summarized in Table 4. Although the

proposed GVF algorithm achieves slightly better performance
in the horizontal plane, the original GVF algorithm clearly
overtakes the advantage in the vertical direction. This is

because the original GVF algorithm uses the true value of c
in the inner-loop vertical control. In contrast, as stated in
Eq. (9), h is used instead of c to represent the virtual control
input in the proposed GVF algorithm, so that the modeling

error leads to the accuracy loss in the vertical direction. As a
result, the mean errors of the two algorithms are 2.94 m versus
2.70 m. Considering that the path radius is 150 m, this differ-

ence is too small to distinguish. Thus, we can say that theoret-
ically, by using the true state values, these two path following
algorithms can achieve the same level of accuracy in normal

wind conditions. However, the flight-path angle c is deter-
mined via GNSS data and actually not available on most
low-cost autopilots due to its low quality. Compare with the
results in Fig. 4 and Table 3, which are obtained with sensor

noises. The mean error of the proposed GVF algorithm
increases from 2.94 m to 9.07 m, whereas that of the original
GVF algorithm surges to 17.16 m from 2.70 m. It can be

inferred that although sensor noises amplify the path following
errors of both algorithms, the proposed wind disturbance com-
pensated guiding vector field has better noise tolerance and

achieves smaller following error, which makes it more suitable
for small-scale low-cost fixed-wing UAVs.



Fig. 4 Following error components for helical path.

Table 3 Following accuracy indexes for helical path.

Algorithm Maximum

(m)

Mean

(m)

Standard

deviation (m)

Proposed GVF

algorithm

16.52 9.07 2.99

Original GVF

algorithm

32.26 17.16 6.47

Fig. 3 3D helical ascending path following.
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The composite wind disturbance estimation is shown in
Fig. 6. It can be observed that when there are no measurement

noises, an accurate and rapid estimation can be obtained for
the composite wind disturbance. Obviously, measurement
noises degrade the estimation performance, especially in the

beginning before the Kalman filter has converged.
The time histories of the scaling factors s and r (with mea-

surement noises) are depicted in Fig. 7. As analyzed in Sec-

tion 3.3, for normal wind cases, the full compensation for
the wind disturbance can be achieved, so that the scaling factor
r is 1 all the time. As expected, the scaling factor s works prop-
erly to enlarge or reduce the normalized desired ground speed

vector.
5.2. Normal wind case for Lissajous path

The proposed algorithm is also tested on another

w-parameterized 3D Lissajous path

P2 ¼ x ¼ 320 cos �0:1wð Þ; y ¼ 280 sin �0:2wð Þ; z ¼ �50 cos �0:2wð Þf g
This path, which is also used in Ref. 9, is eight-shaped in the
horizontal plane and bent along the vertical axis.

To avoid repetitive descriptions, the simulation conditions

of time, wind disturbance, and measurement noises are set as
the same with those in the last scenario. The results of 3D flight
paths, time histories of the following error components, and

following accuracy indexes from 20 s to 100 s are demonstrated
in Fig. 8, Fig. 9, and Table 5, respectively. It can be observed
that the proposed GVF algorithm can also achieve good fol-
lowing accuracy for the following accuracy indexes do not dif-

fer significantly compared with those of the helix scenario. In
contrast, the original GVF algorithm performs much worse
for the mean error increases by about 79% from 17.16 m to

30.68 m. Especially, as shown in Fig. 9, the large error can
be seen in the vertical direction, which implies that the perfor-



Fig. 5 Following error components for helical path using true

state values.

Table 4 Following accuracy indexes for helical path using

true state values.

Algorithm Maximum

(m)

Mean

(m)

Standard

deviation (m)

Proposed GVF

algorithm

9.15 2.94 2.36

Original GVF

algorithm

6.23 2.70 1.59
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mance of the original GVF algorithm is critically dependent on
the data quality of the flight-path angle.

5.3. Wild wind case

In the third scenario, the steady wind soars to k Ws k ¼ 34 m/s,

i.e., k Ws k > Va, which means that the wild wind case defined
Fig. 6 Composite wind d
in Section 3.3 may be activated. We verify the effectiveness of
the proposed wind disturbance compensated guiding vector
field in preventing run-away from the desired path. Likewise,

the geometric guidance law for wild wind conditions proposed
by Ref. 26 is employed as a comparison, which is designed as

v1; d ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k d̂ k2 � V2

a

q
_P
�
d � d̂

k
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
k d̂ k2 � V2

a

q
_P
�
d � d̂ k

ð52Þ

Usually, the wild wind does not last long so that the UAV is
expected to stay stable during the excess wind and quickly
recover from drifting after that. In order to stimulate the wild

wind conditions c > 1 and jj j > arcsin 1
c
, we assume that the

horizontal steady wind with the speed of 34 m/s comes from
four different directions. The measurement noises are also
included.

The original guiding vector field based path following algo-
rithm used in the previous simulation cannot maintain a stable
flight in the wild winds because insisting on tracking the

desired ground speed direction will persistently give large atti-
tude commands that cause the inner-loop to lose stability.
Thus, only the results under the proposed GVF algorithm
and the geometric algorithm based on Eq. (52) are shown in

Fig. 10. It can be seen that in each condition the UAV is
pushed away from the desired path by the wild wind. Compar-
ing the time histories of the horizontal deviations from the

desired circle path given in Fig. 11, the proposed GVF algo-
rithm clearly outperforms the geometric algorithm and demon-
strates much smaller deviations in the last three wind

conditions. For the first wind condition of Ws ¼ 24; 24; 0½ �T
m/s, the proposed GVF algorithm shows larger deviation at
first, but its deviation rate is smaller than that of the geometric
algorithm so that an overturn can be seen at about 50 s. Fig. 12

shows the time histories of the scaling factors under four con-
ditions, respectively. The scaling factor r is always below 1 in
all four conditions, which explains that the wind disturbance
estimate is scaled down to satisfy the magnitude constraint

and the partial wind compensation causes the UAV to deviate
from the desired path. Meanwhile, the scaling factor s falls to 0
isturbance estimation.



Fig. 7 Scaling factors in normal wind case.
Fig. 9 Following error components for Lissajous path.

Table 5 Following accuracy indexes for Lissajous path.

Algorithm Maximum

(m)

Mean

(m)

Standard

deviation (m)

Proposed GVF

algorithm

18.87 9.74 4.35

Original GVF

algorithm

46.91 30.68 11.83

442 H. LU et al.
in all four conditions, which verifies that the wild wind Case 2
cannot hold as discussed in Section 3.3. s = 0 means that the
proposed GVF algorithm cannot spare any control effort to
track the desired ground speed direction and heading against

the wind direction is the optimal action to minimize the
deviation.

6. Conclusions

This paper proposes a novel path following control strategy
based on the wind disturbance compensated guiding vector

field to improve the performance of low-speed fixed-wing
UAVs in various wind conditions. This approach can not only
achieve better sensor noise tolerance and following accuracy in

normal winds, but also maintain a smaller deviation from the
desired path in wild winds. The reason behind the advantages
Fig. 8 3D Lissajou
lies in that the two scaling factors are introduced to dynami-
cally enlarge or reduce the nominal guiding vector field and

the feed-forward wind disturbance compensation in the DOBC
scheme for the first time. Moreover, an optimal problem is
s path following.



Fig. 10 Flight paths under four wild wind conditions.

Fig. 11 Horizontal deviations under four wild wind conditions.
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Fig. 12 Scaling factors under four wild wind conditions.
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constructed to guarantee that the limited control effort is used
in preference for wind disturbance compensation, from which

the scaling factors can be explicitly calculated based on the
KKT conditions. Numerical simulations with various perfor-
mance comparisons are carried out to validate the effectiveness
of the proposed algorithm. This method may be of particular

interest in the flight control application for low-speed, low-
cost fixed-wing UAVs.
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