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Abstract 

The research presented in this thesis uses equilibrium molecular dynamics (MD) 

simulations to investigate some processes found in the energy industry. Interfacial 

fluids, such as water, CO2, hydrocarbons and H2, play a vital role in these processes 

because of the existence of distinct phases on mineral substrates. Therefore, it is 

important to understand and control the interfacial properties to achieve the process 

objectives. The studies were carried out at atomic scales, at relevant temperature, 

pressure, and salinity conditions.  

A key problem that has plagued crude oil exploration and extraction is the aggregation 

of asphaltenes which negatively affects oil production, transportation, and processing. 

Asphaltenes increase the viscosity of crude oil, and its colour changes from clear to 

dark brown. This effect is of great industrial interest for paving roads and for coating 

materials. Asphaltenes can also negatively impact the economic value of crude oil. 

However, their mere presence in crude oil does not lead to asphaltene-related 

production problems. For example, heavy oils with high asphaltene concentrations are 

usually stable during production and do not promote clogging. However, lighter oils 

containing minor percentages of asphaltenes tend to have asphaltene precipitation 

problems, which impede crude oil processing. In some circumstances, it may be 

advantageous to promote asphaltene agglomeration into small colloidal particles that 

can be removed by shear forces exerted by fluid flow. Therefore, to gain insights into 

the aggregation mechanisms, the effects of a hypothetical cyclohexane chain on the 

aggregation and deposition of asphaltenes on kaolinite clay surfaces were 

investigated. The results showed that the chemical composition of asphaltenes 

contribute to the complex aggregation mechanisms observed and accounted for the 

difference in aggregation observed near kaolinite and in the bulk.  

Emphasis has also been placed on geological CO2 sequestration as a method of 

alleviating the effects of global warming. Confining CO2 in 2ï3 nm wide slit-shaped 

calcite nanopores filled with brine revealed that narrower calcite pores reduce the 

solubility of CO2 in brine, whereas monovalent (NaCl and KCl) and divalent (MgCl2) 

salts had varying effects on the solubility. These results complement the in-depth 
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analysis of the structure of water on calcite, which showed that water forms distinct, 

well-organised hydration layers on calcite and that the presence of monovalent and 

divalent salt ions perturbs this organised structure to different extents. Hence, the 

interactions between water and calcite, which become stronger as the width of the 

pore decreases, could be responsible for the observed reduction in solubility.  

Finally, temporary underground hydrogen storage has been proposed to facilitate the 

large-scale use of hydrogen to store energy from intermittent renewable power 

sources. The performance of CO2 and CH4 as cushion gases that allow efficient 

injection and extraction of hydrogen was evaluated by quantifying the wettability of 

kaolinite clay surfaces and brine-gas interfacial tensions. The results suggest that 

these gases affect the sealing capacity of kaolinite for hydrogen storage in geological 

formations while potentially improving hydrogen recovery. Overall, the observations 

made in this thesis highlight the importance and consequences of multiphase 

interactions on several processes in the energy industry. 

  



iv 
 

Impact Statement 

Multiphase flows in porous media strongly affect important applications in the energy, 

environmental, chemical processing, and health care sectors. In the energy industry, 

these flows are found in processes such as oil production, coal combustion, power 

generation, and carbon capture and sequestration. Thus, the work presented in this 

thesis is expected to have an impact both within and outside academia.  

A critical issue pertinent to the oil industry is the deposition of asphaltene, which 

constitutes the heaviest fraction of crude oil. These molecules block pipelines during 

crude oil extraction process and pose serious risks to the safety of many operations. 

Remediating this can cost oil companies millions per year. However, because of their 

complexity, the mechanism responsible for the aggregation of these heavy fractions 

is not fully understood. Hence, it is imperative to understand the complex mechanism 

of asphaltene aggregation, to allow oil companies to improve crude oil extraction from 

conventional and unconventional reservoirs and reduce the economic consequences 

of asphaltene deposition. 

A comprehensive study of the effect of salts on the properties of interfacial water on 

calcite was carried out. This will provide a foundation for understanding the CO2 

sequestration and enhanced oil recovery methods. Moreover, water-solid interfaces 

are relevant to the molecular processes found in geoscience, chemistry, and biology. 

Although the energy industry is essential for economic development, it is widely 

accepted that carbon emissions are affecting the climate. Hence, governments have 

outlined ambitious plans to bring greenhouse gas emissions to net-zero by 2050. To 

achieve this, geological CO2 storage must be explored critically. The solubility of CO2 

in brine found in mineral formations determines their solubility trapping capacity of 

CO2. For this reason, knowledge of the solubility of CO2 in mineral pores is necessary 

because the leakage of CO2 into the atmosphere would render any sequestration 

scheme ineffective. Moreover, previous research has shown that fluid properties in the 

bulk phase differ from those confined in porous media, and the difference in solubility 

has not been widely studied, particularly in carbonate reservoirs. Consequently, 

determining the effects of confinement in brine-filled calcite nanopores on CO2 
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solubility will provide knowledge on the amount of CO2 that can dissolve in hydrated 

pores, which will help in the development of long-term sequestration plans.  

Also related to global efforts towards reducing carbon emissions, the use of hydrogen 

as an energy carrier offers an alternative approach to help reduce global fossil fuel 

consumption. With the growing capacity of renewable energy sources exceeding the 

demand, an energy storage system is required. Recently, industry has been investing 

in large-scale hydrogen production technologies, and this hydrogen must be stored 

efficiently in the short term via underground storage methods. The wettability of 

geological rock formations, which is influenced by the fluid-fluid and fluid-rock 

interfacial properties, is a key determinant of successful hydrogen storage and 

recovery. Carbon dioxide and methane have been identified as potential cushion 

gases to ensure that the reservoir pressure is sufficient for adequate injection and 

withdrawal of hydrogen. Thus, understanding the effects of these cushion gases on 

the wettability of kaolinite clay surfaces will contribute to a successful transition to 

large-scale renewable energy technologies. This could also allow for the combination 

of long-term CO2 and natural gas storage with intermittent hydrogen storage.  

Generally, this project can benefit the research community by serving as a basis for 

advancing scientific research and investment. The work in this thesis clarifies some of 

the behaviour of multi-component systems and was disseminated through peer-

reviewed journal publications. In the long term, companies can exploit these results to 

develop efficient technologies and reduce the environmental impacts associated with 

the energy and environmental sectors. This could also allow the government to realise 

its environmental sustainability commitments and develop stronger policies. 

Eventually, the quality of human life can be improved by developing efficient CO2 

sequestration, hydrogen storage, and recovery strategies.  
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CHAPTER 1: INTRODUCTION 

The energy industry is a diverse, dynamic industry that contributes significantly to the 

global economy. And so, there is an utmost scientific need to ensure efficient 

processes. In 2019, BPôs Energy Outlook predicted that oil demand will continue to 

increase in the next 20 years. Although the world is strongly promoting the 

development of renewable energy, oil consumption will still account for ~30% of the 

total energy consumption by 2040.1 Consequently, emphasis is placed on improving 

the efficiency of the oil production chain to meet the increasing demand.  

One of the most problematic and least understood issues in the oil and gas sector is 

the aggregation of asphaltenes during exploration, extraction, and chemical 

processing of crude oil. These asphaltenes, characterised by their solubility in 

aromatic solvents and insolubility in aliphatic solvents, are the heaviest and most polar 

fraction of crude oil. Changes in the composition of the crude oil, properties of the 

injected fluids, and variation in environmental conditions (temperature and pressure) 

can cause these asphaltene molecules to destabilise, aggregate and deposit in the 

pipelines, wells, valves, and porous media. As a result, operational costs increase, 

and hydrocarbon recovery reduces remarkably due to restricted flow.2-4 Several 

experiments have revealed that asphaltenes form nanosized colloids in crude oil.5,6 

Thus, it is imperative to control asphaltene aggregation, to prevent dire implications. 

However, the chemical structure of asphaltenes remains elusive, thus there are 

numerous molecules defined as asphaltenes. Several models have been developed 

to provide a standard method to encompass all the different asphaltene chemical 

structures suggested. The island, continental and archipelago models have been 

proposed to describe the molecular structure of asphaltenes. Several experimental 

techniques have suggested that a typical asphaltene molecule is characterised by a 

single dominant polycyclic aromatic hydrocarbon (PAH) core, consisting of 4ï10 fused 

rings per asphaltene molecule, attached to several aliphatic side chains. This matches 

the description of the island model, and the mean molecular weight is 750 Da, with a 

range of approximately 500ï1000 Da.7 The continental model is similar to the island 

motif, but with larger PAH cores. The archipelago model is made up of several 

aromatic rings connected through aliphatic chains. The continental and archipelago 

models can have molecular weights up to 1500 Da.8 Schular et al.9 used Atomic Force 
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Microscopy (AFM) and Scanning Tunnelling Microscopy (STM) to study asphaltene 

molecules and their findings aligned with the island and archipelago structure of 

asphaltenes, with the island structure encountered more frequently. Asphaltenes can 

contain heteroatoms, such as nitrogen, oxygen, and sulphur, which are responsible 

for hydrogen bonding between asphaltene molecules due to enhanced electrostatic 

interactions. Asphaltenes may also contain metals, such as nickel and vanadium. 

These metals are usually present at ppm levels, primarily in porphyrin organometallics, 

and can be responsible for the high aggregation tendencies of some asphaltenes.10 

An illustration of the three asphaltene models is presented in Figure 1.1. 

 

Figure 1.1. Examples of molecular models of (a) Continental (b) Archipelago (c) Island 

asphaltenes found in crude oil.8 Black = carbon; White = hydrogen; Red = oxygen; 

Yellow = nitrogen; and Blue = sulphur.  

 

One of the most widely accepted asphaltene aggregation model is the Yen-Mullins 

model, illustrated in Figure 1.2. In this model, the asphaltene structure is described 

based on size and behaviour as a function of the crude oil that contains the asphaltene. 

In light oils, the asphaltenes will present as small poly-aromatic hydrocarbon 

molecules with an average diameter of 1.5 nm. In black oils, the asphaltene 

concentration increases to nanoaggregates with an average diameter of 2 nm. In 

heavy oils, the asphaltenes start to form clusters, reaching an average diameter of 5 

nm. This model allows the chemical properties and stability of asphaltene in crude oil 

to be studied.11-13 Eyssautier et al.14 also reported, experimentally, asphaltene 

aggregate structures consistent with the Yen-Mullins model.  
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Figure 1.2. The Yen-Mullins Model.11,15 

 

A common method for characterising heavy crude oils according to their polarity and 

polarizability is the saturates, aromatics, resins, and asphaltenes (SARA) fractionation 

method. This analysis will give the percentage compositions of various crude oil 

components in the sample. It also allows further analysis of the chemical structure of 

asphaltenes through methods such as mass spectrometry, and nuclear magnetic 

resonance (NMR). The saturates fraction consists of nonpolar (linear, branched, and 

cyclic) saturated hydrocarbons. Aromatics contain one or more aromatic rings and are 

more polarizable than the saturates. The remaining two fractions, resins and 

asphaltenes, have polar substituents. Resins are polar fractions that have lower 

molecular weights (99ï750 Da), more aliphatic side chains and fewer heteroatoms 

than asphaltenes.16 Their presence in crude oil stabilises asphaltene molecules. The 

aromatic resins will interact with similar aromatic regions in asphaltenes. Furthermore, 

asphaltenes are insoluble in an excess of alkanes such as n-heptane and n-pentane, 

whereas resins are soluble in heptane (or pentane) but insoluble in propane.17-19   

There are the three main SARA analysis methods: gravity adsorption chromatography 

(ASTM), high-pressure liquid chromatography (HPLC), and thin-layer chromatography 

(TLC). In ASTM, excess alkane (n-pentane, n-hexane, or n-heptane) solvents are 

used to separate asphaltenes from the crude oil, followed by the adsorption of the 

maltenes (saturates, aromatics, and resins) on a clay-packed and/or silica gel column. 
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A clay-packed column adsorbs the resins while a second column packed with 

activated silica gel adsorbs the aromatics from the saturates. Subsequently, the 

saturates, aromatics and resins are extracted by washing the absorbed sample on the 

column with solvents of a particular polarity (such as toluene or benzene). Some 

volatile components of the sample can be lost during the evaporation procedure for 

removing the solvents from the fractions. This method is time-consuming and difficult 

to automate. It also requires a large oil sample, and large quantities of solvents.20-22  

Normal-phase HPLC uses a polar stationary phase with a less polar mobile phase to 

separate crude oil components. This method involves the separation of maltenes, 

based on polarity, into saturates, aromatics, and resins using high performance liquid 

chromatography. It is based on the use of polar amino, cyano, alumina or silica 

columns as stationary phases, and n-heptane or n-hexane as mobile phases. HPLC 

techniques are faster, more reproducible, and more readily automated than the ASTM 

column technique. However, it is necessary to remove the asphaltene fraction before 

the chromatography because asphaltenes are either irreversibly adsorbed or 

precipitated during the saturate elution step and quantitative recovery cannot be 

achieved.20-23   

A popular technology combines TLC with flame ionisation detection (TLC-FID) to 

automate quantitative SARA separations. In this technique, asphaltenes are not 

separated from other crude oil components before the chromatographic analysis. The 

method uses silica rods coated with sintered silica particles as the stationary phase. 

The elution solvents are evaporated, and the rods are passed through flame ionisation 

detection (FID) to determine the relative amounts of the crude oil fractions. In FID, the 

ionisation detector interacts with solutes from TLC to produce a current that is 

proportional to the amount of carbon atoms burned. By logging the data, it is possible 

to determine which components were present in the original sample, and their 

quantities. TLC-FID significantly accelerates the measuring speed and uses only a 

small amount of crude oil.20-22,24,25  

The SARA method is simple and can be performed in several laboratories. However, 

laboratory methods vary, and the solubility of asphaltenes varies with the type of n-

alkane used to precipitate them. This means that a single crude oil could have two or 

more SARA results, depending on the precipitant used. 
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Whilst the use of oil and gas will remain relevant for many years, it has led to obvious 

impacts on climate change.26,27 On a sectorial basis, the energy sector is responsible 

for 45% of anthropogenic greenhouse gas emissions, with CO2 accounting for 64% of 

the enhanced greenhouse effect.28 In 2022, global energy-related CO2 emissions grew 

by 0.9% and reached a historic high of 36.8 Gt CO2, which is 70% higher than the 

average increase since 2010. Emissions from energy consumption is largely 

responsible for this trend.29 Since the use of fossil fuels will still be relevant in the near 

future, it is crucial to mitigate these emissions. In addition to reducing energy 

consumption and switching to renewable energy, capturing, and storing the CO2 

emitted from the use of fossil fuel is a technically viable option.  

Geological CO2 sequestration (GCS) involves storage of CO2 in depleted oil reservoirs, 

deep saline aquifers, and coal bed reservoirs. These formations are deep enough for 

the temperature and pressure to surpass the critical point of CO2 (31.1ÁC and 7.38 

MPa). Therefore, CO2 will be stored in its supercritical state, allowing for significant 

mass storage per volume.26 The main risk considered for GCS is the leakage of CO2 

through natural (e.g., faults and fractures) or man-made (e.g., wells) routes to the 

atmosphere, due to the buoyancy of CO2. To prevent this, there are different trapping 

mechanisms involved in the storage of CO2. The four main mechanisms to trap gases 

in subsurface formations are structural trapping, residual trapping, dissolution 

trapping, and mineral trapping. In structural trapping, CO2 is trapped as a supercritical 

fluid in impermeable rock formations while residual trapping means CO2 is rendered 

immobile in the porous media.30,31 Structural and residual trapping rely on the 

assumption that the capillary forces are enough to hold CO2 back, by exceeding the 

pressure due to buoyancy.32,33 

Additionally, the gas can dissolve in the brine or undergo geochemical reactions with 

the formation water. As dissolution proceeds, the water phase density will increase, 

resulting in downward convective flow of CO2 saturated water. The last and most 

permanent mechanism is mineral trapping, which is predicted to occur in hundreds or 

thousands of years. It involves the reaction of CO2 with water, salt ions dissolved in 

water and formation minerals to produce minerals such as calcite.30,31 

Steele-MacInnis et al.34 reported that the accessibility of CO2 to brine determines 

which mechanism dominates. Compared to structural trapping, solubility trapping 
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reduces the volumetric requirements by 50%. Also, structural trapping mechanism 

presents the highest risk of leakage because CO2 can move through the caprock. CO2 

stored as a soluble component in brine will only come out of solution if there is a 

substantial drop in pressure, which is unlikely in large aquifers.35,36 However, CO2 is 

weakly soluble in salt water so it will dissolve slowly, remaining as two separate fluid 

phases of supercritical CO2 and brine for a long time.26 The efficiency of gas storage 

also depends on conditions such as pressure, temperature, water salinity, porosity, 

permeability, injection rate, number of injection wells, and injection strategy.37 

Another feasible option to reduce the harmful effects of greenhouse gases is switching 

to renewable energy such as solar and wind. Yet, these renewable power sources are 

weather and location dependent, leading to potential imbalances between peak 

demand and production.38 Conversion of surplus energy to green hydrogen, via 

electrolysis, is required to bridge the energy gap. Therefore, green hydrogen is a 

promising energy carrier. To reach the large scale required, temporary underground 

hydrogen storage (UHS) of compressed hydrogen in geological formations is 

essential. Potential host sites include salt caverns, rock caverns, saline aquifers, and 

depleted oil and gas reservoirs. When energy demand rises, the stored hydrogen can 

be recovered and combusted to generate electricity, with little to no carbon 

emissions.39,40 The trapping mechanisms of hydrogen are similar to CO2 storage, 

although permanent trapping is not desired.  

In salt caverns, large quantities of hydrogen can be stored at relatively low costs, with 

an efficiency of ~98%.41 However, because salt caverns are restricted to areas with 

high salt deposits, they are not as common as the other options.42 The impermeable 

cap rock in hydrocarbon reservoirs prevent leakage of H2. The drawback associated 

with this option is the possible contamination with other gases like methane.40 

Geological storage of H2 in porous media filled with fresh or saline water could provide 

sufficient capacity at a large-scale, with good recovery performance. In this option, 

hydrogen is injected into an aquifer displacing the liquid downward due to density 

differences and increase in the pressure. However, the liquid can be produced with 

the gas during withdrawal process.43-46 

One of the sources of uncertainties of hydrogen storage is the amount of cushion gas 

required to maintain reservoir pressure and desired production levels. Ideally, the 
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cushion gas does not participate in the production of H2 but is stored permanently. 

Cushion gases also prevent excess water inflow during production. It is important to 

know the volume of cushion gas required as it depends on the reservoir permeability, 

porosity, and depth, and it affects the success of hydrogen storage and the associated 

costs.47-50  

Interfaces exist in rock formations containing immiscible fluid phases, and each 

interface has an associated energy per unit surface area, which is described by the 

interfacial tension. The capillary pressure prevents the migration of the stored gas by 

determining the sealing efficiency of the caprock. It is defined as the point in which the 

non-wetting phase penetrates the largest pore of a caprock previously saturated with 

the wetting phase (brine or water). Described by the Young-Laplace equation, this 

pressure is related to the gas-brine interfacial tension and the contact angle between 

the gas, brine, and mineral surface. This pressure can be positive or negative, 

depending on the wettability of the rock. The wettability of a mineral surface describes 

the preference of one fluid over the other for the mineral surface and is expressed as 

contact angles between the fluid and the mineral surface at the gas-brine-mineral 

interface.33,51 

ὖ ὴ ὴ 
ςÃÏÓ —

ὶ
 

(1.1) 

where Pc is the capillary pressure, r is the effective pore radius corresponding to the 

largest pore, pw is the pressure in the wetting phase saturating the seal rock, pnw is the 

pressure in non-wetting phase and ɔ is the gas-brine interfacial tension.  

 

The three-phase contact angle (ɗ), measured at the fluid-fluid-solid interface, is 

dependent on the balance of interfacial forces between fluid-fluid and fluid-solid 

interfaces and is expressed by the Youngôs equation52: 

ÃÏÓ —
ȟ  ȟ
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(1.2) 

where the subscripts s, w and nw refer to the solid, wetting fluid and non-wetting fluid 

phases, respectively. The wetting phase has a stronger affinity for the rock surface. 
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There are several minerals found in geological rock formations. In conventional 

reservoirs, which are porous and permeable, these formations are mostly sandstones 

or carbonates (limestone or dolomite).53 Clay minerals (e.g. kaolinite, smectite, illite, 

and chlorite) are also found in rocks targeted for oil and gas exploration.54 

Unconventional reservoirs, such as shale, have low porosity and permeability. Shale 

formations are one of the most abundant sedimentary rocks in the crust of the Earth.55 

The composition of shale is complex, consisting of minerals, such as calcite, clays, 

and quartz, and organic matter.56-61 Organic matter in shale is derived from biological 

materials (dead plants, algae, and other microorganisms) that are compressed and 

heated by geological processes and become incorporated into sediments during 

deposition. Some of the organic matter in shale are soluble in organic solvents. This 

soluble organic matter (SOM), which is either free in the pores or physically adsorbed 

on mineral surfaces, is important in the exploration and development of 

unconventional oil and gas resources. More than 80% of the organic matter in shale 

is the insoluble fraction termed kerogen. It is tighter than the surrounding materials 

and can adsorb and absorb a large amount of hydrocarbons. Physically, the molecular 

structure of kerogen is complex. It initially consists of carbon, hydrogen, oxygen, 

sulphur, and nitrogen. Kerogen is the major source of oil because the hydrocarbon in 

shale is mostly in the micropore of organic matter.62-67 Liu et al.68 showed that 

asphaltene molecules tend to adsorb on the kerogen matrix. Clay minerals can also 

adsorb organic matter, which enriches the organic matter and catalyses its 

transformation into hydrocarbons. Shale oil reservoirs can also store a substantial 

amount of CO2, as a result of CO2-kerogen interactions. Dong et al.69 found that 

supercritical CO2 can displace hydrocarbons from the organic matter of shale 

formations. However, there is also a concern for the long-term CO2 sequestration in 

shale, due to the change in the microstructure of the organic matter of shale. The 

research presented in this thesis is limited to the study of fluid behaviour on mineral 

surfaces. 

The behaviour of fluid flow in porous media is very complex due to chemical reactions, 

diffusion and advection occurring in a pore space that is heterogeneous in terms of 

flow properties and mineral composition. The characteristics of fluids near surfaces 

can be vastly different to their bulk properties. Previous research has shown that the 
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physical and chemical properties of fluids change in the presence of a mineral surface. 

For example, Ghasemi et al.70 studied the diffusion of hydrogen in clay minerals and 

found that confinement significantly reduces the diffusion of hydrogen in 

montmorillonite and beidellite clays, because of the effects of mineral walls and the 

charge of the clays. Through X-ray computed tomography and contact angle 

measurements, Wu et al.71 reported that water confined in mineral pores has different 

behaviours than in the bulk and this difference is dependent on the chemistry of the 

minerals. In this thesis, the effects of mineral surfaces such as calcite, silica, and 

kaolinite clay on varying the properties of water, hydrogen, CO2, and hydrocarbons 

are reported. 

Thesis Outline 

 In an attempt to study the aggregation of asphaltene on mineral surfaces, equilibrium 

MD simulations were conducted in Chapter 3 to investigate the effects of a 

hydrocarbon chain on the aggregation of model asphaltene molecules on kaolinite clay 

surface and in the bulk. The aim of the study was also to compare the aggregation of 

island asphaltene molecules to archipelago structures. MD simulations were 

conducted to present an atomistic baseline study to introduce the effects of a specific 

compound on the interactions between model asphaltene molecules. The results of 

this study can serve as a basis for coarse-grained and other mesoscopic models, 

which will provide a more detailed description of the asphaltene aggregation process.  

In Chapter 4, the effects of salts on the properties on interfacial water was determined 

by analysing the structural properties of water on calcite as well as the dynamical 

properties. This served as a basis for the study in Chapter 5 performed to contribute 

to the understanding of the solubility trapping of CO2 in porous media. The solubility 

of CO2 in the bulk was compared to the solubility of CO2 confined in calcite nanopores 

and the impacts of the interactions of water with the mineral surface was noted.  

In Chapter 6, results on hydrogen storage in saline aquifers are reported. This method 

has not been adopted at the scale required because there is a knowledge gap in the 

understanding of the multiphase flows involved. This flow is controlled by the 

interactions of the physical properties of the rocks and fluids. A key factor influencing 

the trapping process is the wettability of the mineral surface in the presence of gases 
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and brine. Thus, brine/gas/kaolinite contact angle and gas-brine interfacial tension 

calculations were carried out to determine the effects of CO2 and CH4 gases on 

hydrogen storage efficiency.  

Finally, in Chapter 7, a summary of the results is presented, and ideas for further work 

relating to the energy industry are also discussed. 
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CHAPTER 2: METHODOLOGY 

Computer simulations have become a powerful tool in scientific research because of 

high experimental costs, extreme experiment conditions, and limitations of equipment. 

Simulation bridges the gap between theory and experiment by allowing better process 

control and saving time. This chapter highlights the simulation methods used 

throughout the thesis. 

2.1 Introduction 

Atomistic simulations are important within the scientific research community because 

they allow detailed modelling of systems at the atomic scale. This contributes to the 

understanding of the relationship between the properties of matter and the underlying 

interactions between its constituent atoms or molecules. One group of atomistic 

simulations are quantum mechanics-based methods (ab initio calculations), which rely 

on the calculations of interatomic interactions directly from the first principles of 

quantum mechanics, without using quantities derived from experiments as 

parameters. This leads to highly accurate results; however, this method can be 

computationally inefficient for large systems. Force field-based methods, such as 

Monte Carlo, lattice energy calculations and molecular dynamics (MD), can be applied 

to study large molecular systems. Moreover, in modern atomistic simulation methods, 

ab initio calculations can be combined with Monte Carlo simulations and MD 

simulations. In these methods, ab initio calculations are used to directly provide a 

detailed description of atomic interactions, rather than relying on empirical force 

fields.72 

MD simulations are used to investigate the properties of systems by calculating the 

motion of atoms or molecules. MD simulations were first performed by Berni J. Alder 

and Thomas E. Wainwright in 1957 for a system of hard spheres.73 Several years later, 

other scientists successfully solved the equations of motion for the first simulations of 

a set of Lennard-Jones particles, liquid water, and proteins. One of the advantages of 

MD simulations is the ability to perform equilibrium and non-equilibrium simulations. 

Equilibrium molecular dynamics (EMD) provides a constant distribution of properties, 

such as temperature, density, and pressure, across a given part of the system. 

Non-equilibrium molecular dynamics (NEMD) is required when the system does not 
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satisfy equilibrium conditions, such as systems driven from thermodynamic equilibrium 

by wall motion or thermal gradients. These NEMD simulations can be used to 

investigate properties such as shear viscosity, thermal conductivity, friction and 

transport diffusivities.74-82 EMD simulations were conducted in subsequent chapters in 

this thesis to predict the structural, thermodynamic and transport properties required 

to meet the aims of each chapter. The fundamentals of equilibrium MD simulations are 

presented in this chapter.  

2.2 Molecular Dynamics Simulations 

Molecular Dynamics (MD) simulations can be performed to provide a molecular-level 

understanding of the microscopic properties observed in systems. It is a technique 

that relies on classical Newtonian mechanics to describe the movement of atoms and 

obtain properties of the system.  

In a system containing N particles, the position and momentum vectors are denoted 

by ri (xi; yi; zi) and pi (pix; piy; piz), respectively. This environment is called the phase 

space and the motion of the phase points (trajectory of the system) in this space is 

governed by the Hamiltonian function. The total energy (potential and kinetic energies) 

can be expressed as the Hamiltonian of the system: 

꞊ Ὗ►ȟȣ►╝  
▬

ςά
 

(2.1) 

where mi is the mass of each particle, pi is the momenta vector of the particles, and 

r1é,rN represent the spatial coordinates of all particles.  

 

The time derivative of ri is the velocity, which means that the particleôs velocity is equal 

to the derivative of the kinetic energy part of the Hamiltonian equation with respect to 

momentum. The time derivative of the momentum pi is the Newtonian force, and so 

the force equals to the negative gradient of the potential energy: 
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where Fi is the force acting on the ith atom at a time t and N is the total number of 

atoms in the system. 

 

Newtonôs equations of motion (Equation 2.4) are derived by taking the time derivative 

of both sides of Equation 2.2 and substituting into Equation 2.3: 
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(2.4) 

 

Based on the assumption that after a sufficiently long time, all possible phase points 

are explored by the system, the desired properties can be estimated on a 

time-averaged basis. The conservation law can be applied to the Hamiltonian, and 

consequently the total energy of the system. Notably, the equations of motion are time 

reversible, therefore changing the signs of all the velocities or momenta will cause the 

molecules to retrace their trajectories. 

2.3 Atomic force fields 

MD is a force field based numerical method. The force field acting on the system is 

conservative in nature, denoting that the forces acting on each particle in the system 

can be quantified based on the negative derivative of the potential energy of the 

system with respect to the position of the particle: 
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(2.5) 

 

Equations 2.4 and 2.5 can be solved simultaneously in small time steps. If the potential 

energies describing the interactions between particles are known, forces and then 

acceleration can be estimated. Subsequently, numerical integration reveals the 
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velocities and positions of particles at the next time step, and the process is repeated 

until equilibrium is reached. Other outputs include energies, temperature, and 

pressure. 

2.3.1 Atomic interactions 

The forces considered during MD simulations include bonded and non-bonded 

interactions. Bonded interactions relate to atoms that are covalently bonded in a 

molecule while non-bonded interactions account for the electrostatic and Van der 

Waals (repulsion and attractive) interactions between any pair of atoms. 

As reported in Table 2.1, the bonded interactions include bond stretching, bond angles, 

proper, and improper dihedrals from atoms that are covalently bonded. The bond 

stretching and angles can be expressed as the harmonic potential energies of 

deformation of the bond lengths and bond angles. There is also the torsional potential 

accounting for proper and improper (out of plane) dihedrals in molecules with more 

than three atoms. The former prevents the rotation of bonds by constraining the angle 

between two planes that pass through four consecutive bonded atoms (ijk and jkl). 

The improper dihedral forces planar groups (such as aromatic rings) to remain planar 

and prevent molecules from flipping over to their mirror images.  

The Van der Waals interactions can be represented as Lennard-Jones (6-12 

interactions) or Buckingham potentials. The first term of the Lennard-Jones potential 

represents the repulsive forces at distances shorter than ůij (distance at which potential 

energy is zero), while the second term accounts for the attractive force dominant at 

distances above ůij. Electrostatic interactions between charged atoms are defined by 

the Coulomb term. 

These parameters and equations form the force field for each atom or molecule, which 

is included in the input at the start of the simulation. At the start of each simulation, the 

force fields chosen are validated by comparing the bulk densities predicted to 

experimental values. Throughout the analyses, where possible, the results obtained 

are compared to experimental data. 
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Table 2.1. Expressions for the potential energy of bonded and non-bonded 

interactions. 

 Potential energy Parameters  

Bonded   

Bond stretching (Two-body)   

Harmonic ρ

ς
Ὧ ὶ ὦ  

kij
b: Force constant (kj mol-1nm-2) 

bij: equilibrium bond length (nm) 

Bond angle (Three-body)   

Harmonic ρ

ς
Ὧ — —  

kijk
ɗ: force constant (kj mol-1 rad-

2) 

ɗ0
ijk: equilibrium bond angle 

(degrees) 

Torsional Potential 

Proper dihedral 

Periodic kū[1+cos(nū-ūs)] kū: proper dihedral coefficient 

(kj mol-1) 

n: multiplicity 

ū: angle formed between the 

planes formed by atoms i, j, k, 

and l (degrees) 

ūs: Phase shift angle 

Ryckaert-Bellemans 

function 

 

ὅ ÃÏÓɲ ρψπ 

Cn: constants (depends on atom 

type) 

Non-Bonded   

Van der Waals 

Lennard-Jones 12-6 
τ‐  

„

ὶ
 
„

ὶ
 
Ů: well depth of potential energy 

well (kJ mol-1) 

ů: the distance at which zero 

potential energy is obtained 

(nm) 

Buckingham 
ὃ ÅØÐὄὶ

ὅ

ὶ
 
Aij (kJ mol-1), Bij (nm-1), and Cij (kJ 

mol-1 nm-6) are constants. 

 

Electrostatic (Coulombic) 

 Ὢ
ήή

ὶ
 Ὢ ȡ Coulomb constant 

qi, qj: partial atomic charges 

ⱦr: relative dielectric constant 

Ůo: permittivity of free space 
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2.3.2 Constraints 

The bond lengths and angles can be constrained to given values by applying 

constraint algorithms. SHAKE algorithm is an iterative method that resets the bonds 

and angles to the set value by moving the bonded particles parallel to the old bond 

directions. The procedure is repeated until the required level of accuracy is achieved.83 

SHAKE is simple and numerically stable since it resets all constraints within a 

prescribed tolerance. The drawback with SHAKE is that when displacements are 

large, because coupled bonds are handled one by one, correcting one bond may tilt a 

coupled bond very far that the method does not converge. Another algorithm, LINCS, 

is three to four times faster and more stable than the SHAKE algorithm. It is a non-

iterative process that resets bonds to their correct lengths after an unconstrained 

update. Resetting coupled constraints after an unconstrained update is a nonlinear 

problem because bonds in molecules are coupled. The constraints themselves are 

reset, instead of the derivative of the constraints. This eliminates drift, making the 

method more stable than SHAKE.84 SETTLE algorithm is an analytical version of the 

SHAKE algorithm which is faster for small molecules like water. This algorithm resets 

the positions and velocities. For rigid water molecules, two real O-H bonds of equal 

lengths and one fictitious H-H bond are constrained.85  

2.4 Periodic Boundary Conditions and Long-range interactions 

A finite sized simulation box is specified at the start of an MD simulation. Due to edge 

effects, the atoms at the boundaries of the box have fewer neighbours than the rest, 

which alters their behaviour. Because of this, the results could differ from those 

observed at macroscopic scale. To solve the problem, Periodic Boundary conditions 

(PBC) are imposed by surrounding the simulation box with translation copies of itself 

in all three dimensions, to form an infinite system, as illustrated in Figure 2.1. The PBC 

is accounted for when calculating the interactions of the image atoms with the 

representative atoms inside the primary cell. An additional advantage of applying PBC 

is when an atom in the primary simulation cell moves out from one side, an image 

atom in the neighbouring cell with the same properties enters the simulation cell from 

the other side.  
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Figure 2.1. Schematic of an artificial atomic system created when PBC is applied. 

 
As a result of PBC, the number of interaction pairs becomes arbitrarily large, which 

poses an unrealistic computing task in practical MD simulations. Because most atomic 

interactions diminish rapidly with distance, the interaction between two atoms become 

sufficiently weak. Thus, a spherical cutoff is applied, where the interactions between 

atoms separated by a distance greater than the cutoff distance (rc) are excluded. To 

safely truncate a potential, the spatial interactions should fall off at a rate no lower than 

r-d, where d is the dimensionality of the system. Since Van der Waal potential decays 

to negligible values at short distances (proportional to r-6), the cutoff method can be 

applied. Conversely, electrostatic interactions decay slowly with distance (r-1) and only 

approaches zero at very large distances. Hence, if a small cutoff distance is applied, 

it will lead to inaccurate simulation results. Alternatively, the electrostatic interactions 

are divided into short-range and long-range contributions. The short-range component 

represents the real space sum and can be calculated with Coulombic interactions 

while long-range components (imaginary sums) are calculated using Fourier 

transforms. Some methods with high accuracy and low computational costs include 

the Particle-Mesh-Ewald (PME)86 and the Particle-Particle-Particle-Mesh (PPPM).87  

To reduce the complexity of MD simulations further, the minimum image convention is 

imposed with PBC. This criterion states that the ith atom in the simulation box interacts 

with either atom j or one of its images nearest to atom i. Therefore, only one pairwise 

interaction for each pair of atoms is considered in the calculation of the forces. It is 
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important to ensure that the dimensions of the simulation box are not below 2rc; 

otherwise, an atom can interact with multiple images of another atom. 

2.5 Thermodynamic Ensembles  

In statistical mechanics, an ensemble is a collection of many virtual copies of a system 

(microstates) under the same macroscopic condition, and each copy is independent 

of the other. Different macroscopic constraints correspond to distinct types of statistical 

ensembles with distinct statistical characteristics. Common statistical ensembles 

involved in MD simulations include the microcanonical (NVE) ensemble, canonical 

(NVT) ensemble, isothermal-isobaric (NPT) ensemble, and grand canonical (ɛVT) 

ensemble. Table 2.2 shows the properties kept constant in each ensemble. 

 

Table 2.2. Constraints applied to common ensembles. 

Ensemble Constraints 

Microcanonical Number of atoms N, system volume V, total energy E 

Canonical Number of atoms N, system volume V, temperature T 

Isothermal-isobaric Number of atoms N, system pressure P, temperature T 

Grand canonical Chemical potential Õ, system volume V, temperature T 

 

Two or three ensembles can be adopted successively for one MD simulation system 

or be applied separately to its subsystems simultaneously. In this thesis, NVT and NPT 

ensembles are used. If a system is ergodic, the average quantities along the trajectory 

generated by the MD simulation (i.e. time average) are equivalent to the ensemble 

averages. According to this principle, the system spends an equal amount of time, 

over a long period, in each of the available classical states. This is true for the 

microcanonical ensemble. However, the ergodic hypothesis is not necessarily 

expected to be valid in an arbitrary system.88  

2.6 Temperature Control 

The temperature (T) of a simulated system can be kept constant with a thermostat, 

allowing temperature dependent properties to be investigated. Moreover, an effective 

thermostat prevents the simulated system from unrealistic heating due to the energy 



19 
 

drift caused by the accumulation of numerical errors over a long simulation period. 

Derived from the Maxwell-Boltzmann distribution, Equation 2.6 shows that the kinetic 

energy of the system is directly proportional to the temperature at that time. This 

provides the means for controlling the temperature in constant temperature ensembles 

and assigning initial particle velocities. Since the temperature is a time-dependent 

variable, the instantaneous temperature is rarely equal to the target temperature, but 

fluctuates around it: 

ộὺỚ
σὯὝ

ά
 

(2.6) 

where ᾇi is the velocity of atom i, mi is its atomic mass, and kB is the Boltzmann 

constant. 

 
 

One thermostat developed for temperature control is the Berendsen thermostat,89 

which involves introducing a weak coupling of the simulated system to an external 

heat bath. In this algorithm, shown in Equation 2.7, the system temperature T decays 

exponentially towards the target temperature T0: 
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where † is the coupling constant.  

 

The drawback of the Berendsen thermostat is that the atomic dynamics produced does 

not always represent an accurate ensemble. For example, in the canonical ensemble, 

the equipartition theorem states that molecules have the same kinetic energy (KE) 

associated with each degree of freedom that appears in the total energy expression, 

and this KE is equal to 1/2kBT. The Berendsen thermostat causes a violation of this 

theorem by pumping KE from high-frequency to low-frequency degrees of freedom. 

The accumulation of KE in these degrees of freedom will effectively cool down the 

internal ones, leading to the instability known as the ñflying ice cube effectò. This affects 

the structure and dynamics of the molecules.90-92 Braun, Moosavi, and Smit93 
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determined the partitioning of kinetic energies among the translational, rotational, and 

vibrational degrees of freedom and found that the Berendsen thermostat causes a 

violation of the equipartition theorem, by having all the kinetic energy flowing to 

translational motion. For example, in an ethane molecule, the KE corresponding to the 

3 translational modes, 2 rotational modes and 1 vibrational mode should be equal to 

3/2kBt, 2/2kBT, and 1/2kBT, respectively (based on the equipartition theorem). The 

Berendsen thermostat overestimates the translational and rotational KE while 

underestimating the vibrational KE. However, the Berendsen thermostat has high 

efficiency in controlling the temperature and can be adopted to produce relatively 

accurate estimations of statistical properties of an MD simulation system, particularly 

when the system contains many atoms. Therefore, most ensemble averages will not 

be affected significantly.  

A more appropriate thermostat is the Nose-Hoover thermostat.94,95 In this method, the 

equation of motion is redefined by introducing a dynamic friction parameter ɝ, as 

expressed in Equation 2.8. This allows the acceleration of the particles to change until 

the temperature T approaches the set value To: 
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Ὕ Ὕ                                                  (2.9) 

                                      

where Q is a constant that determines the relaxation dynamics of the friction and pɝ is 

the momentum of the friction expressed as Equation 2.9.  ɝ is the friction factor that 

controls the motion of particles so that temperature T approaches the set value T0.  

2.7 Pressure Control 

Like thermostats, barostats can be employed to keep the system pressure constant. 

The pressure (P) of an MD system is governed by the virial equation given by Equation 

2.10. Since the virial term is a function of the atomic positions and their interaction 

forces, which are both time-dependent, the system pressure is also a time-dependent 

variable.  
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where V is the system volume, and the virial term W is defined as: 
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(2.11) 
where Fij is the force imposed on atom i due to its interaction with atom j. 
 

 
The Berendsen barostat89 is a weak coupling method which directly rescales the 

system volume by remapping the atomic coordinates. Like the Berendsen thermostat, 

pressure changes in increments proportional to the difference between the target 

pressure and instantaneous pressure. Although the Berendsen barostat allows the 

system pressure to approach the target value realistically, it does not result in a proper 

thermodynamic ensemble. Hence it is a desirable choice for initial equilibration of the 

system but may lead to inaccuracies when investigating atomic dynamics under 

constant pressure. 
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where ŰP is the coupling parameter that determines how closely the system is coupled 

with the barostat.  

 

The Parrinello-Rahman barostat96 represents a more accurate ensemble by allowing 

the simulated system to change both its shape and volume. The volume of a simulation 

box can be described by three vectors a, b, and c. The position ri of atom i can be 

written in terms of h and a row vector si with components li, mi, and ni and is given by: 
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(2.13) 

where 0 Ò li, mi, ni Ò 1. 
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The square of the distance between atoms i and j is:  
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(2.14) 

where the metric tensor G is defined as: 
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(2.15) 

The equations of motion are obtained as: 
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where W is the ómassô of the barostat, a matrix parameter determining the coupling 

strength and its inverse is expressed as ὡ  , with ɓ the isothermal 

compressibility, †ὴ the time constant for the pressure coupling, and L the largest box 

matrix element. In most cases, the Parrinello Rahman barostat is coupled with the 

Nose-Hoover thermostat. 

2.8 Integration of Newtonôs Equations of Motion 

There are different numerical integration methods used for the integration of the 

equations of motion. Verlet algorithm uses positions (r) at time t to evaluate the 

acceleration.97 This algorithm is derived from a 3rd order Taylor expansion of the 

position vectors at time t ± ȹt. It is also possible to calculate the current velocity. 
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Error in the atomic positions is in order of t4.  

The simplicity of the Verlet algorithm is an advantage because the force only needs to 

be calculated once. Moreover, the calculation of the velocity and position is time-

reversible because in Equation 2.18, t + ȹt and t ï ȹt play symmetrical roles. However, 

the atomic positions are independent of the velocity so the system will not work with 

an external thermal bath.  

 

To avoid issues, the Leap-frog method,98 a modified more accurate version of Verlet, 

was used throughout this thesis. In this algorithm, atomic velocities and positions are 

calculated as follows: 
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Velocity always lags behind position update by one timestep. The midstep velocities 

are used to calculate the positions at t + ȹt. Velocities at time t are calculated as an 

average of the velocities at t ï 1/2ȹt and t + 1/2ȹt: 
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Other methods, such as the Runge-Kutta fourth order, can be used to solve differential 

equations. However, this method cannot be applied to the Hamiltonian equations 

because it does not conserve energy.99  

2.9 Limitations 

One of the advantages of MD simulations is that it also allows careful control of 

conditions such a temperature, pressure, and initial atomic positions to probe 

molecular properties that are difficult to access through experiments. For example, the 

dynamic behaviour of individual molecules can be explored at every point in time, 
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which is challenging to obtain experimentally. However, simulations on very large 

systems are computationally intensive. A typical simulation can involve billions of time 

steps; therefore, most simulations can only reach nano or microsecond timescales. If 

longer timescales are required, MD simulations might not be appropriate. Additionally, 

the results of the simulations are limited by the force fields implemented, which can be 

inherently approximate. MD simulations do not account for the breaking or forming of 

covalent bonds, so the protonation states of the molecules and mineral surfaces 

cannot be changed. It is also a requirement that the system being studied has a net-

zero total charge. MD simulations are appropriate here because of the system size 

studied and properties investigated.  

2.10 Experiments 

The results in Chapters 3ï6 were compared to experimental data where relevant. 

Some experimental methodologies include X-ray reflectivity (XRR), Atomic Force 

Microscopy (AFM), and experimental contact angle measurements. AFM can be used 

to probe the physical properties of a sample. In Chapter 3, AFM results were used to 

corroborate the adsorption of asphaltenes on kaolinite clay surface.  AFM imaging is 

performed by placing a sharp tip on the sample surface and sensing the force between 

them. The sample is mounted on a piezoelectric scanner to allow three-dimensional 

positioning with high resolution. The force is monitored by attaching the tip to the 

cantilever and optically measuring the deflection of the cantilever. This can be 

achieved by focusing a laser beam on the free end of the cantilever, and the position 

of the reflected beam is detected by a photodiode. A schematic diagram of an AFM is 

shown in Figure 2.2. When the tip is close to the sample, it experiences an attractive 

force. The force then becomes repulsive at a certain point. By pushing the tip close to 

the sample and pulling it back, the cantilever deflection can be measured, which is 

proportional to the interaction force between the tip and the sample, based on Hookeôs 

law. The image is generated by recording the force changes as the tip is scanned in 

the x and y directions and generating force-distance curves. The approach portion of 

the force-distance curve can be used to measure surface forces, including van der 

Waals and electrostatic forces, solvation, hydration, and steric/bridging forces. 
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Figure 2.2. General principle of AFM.100  

 

 The most widely used imaging mode in AFM is contact mode, in which the sample 

topography can be measured in two ways: constant height or constant force. In the 

constant-height mode, the cantilever deflection is recorded while the sample is 

scanned at a constant height. However, to prevent sample damage, it is crucial to 

maintain the applied force at small values by minimising large cantilever deflections. 

The constant-force mode achieves this by using a feedback loop to adjust the sample 

height to ensure cantilever deflection. Subsequently, a constant force is applied to the 

tip. AFM can achieve atomic-level resolution in all three directions, providing three-

dimensional images of the sample surface. Also, this technique requires minimal 

sample preparation and allows for simultaneous measurement of multiple properties 

such as topography, mechanical properties, and electrical conductivity. However, AFM 

imaging can be time-consuming due to the slow scanning speeds. The interaction 

between the tip and sample may also cause deformations in delicate samples. 

Moreover, the shape and condition of the tip can influence image quality.100-104 

X-ray scattering is ideal for probing mineral-fluid interface structures because X-rays 

can penetrate microscopic quantities of fluids, such as water, with limited attenuation, 

and it is a non-destructive analytical technique. XRR is an X-ray scattering technique 

which reflects a beam of X-rays entering a surface by Total External Reflection (TER) 

when the incident angle is below the critical angle. This X-ray scattering method 
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measures the reflected X-ray intensity as a function of incidence angle over a range 

of angles close to the critical angle for TER. The X-ray reflectivity is the ratio of the 

reflected to incident X-ray flux, which is related to the averaged electron density profile 

perpendicular to the reflecting interface. This technique provides accurate information 

about the interface/surface roughness, thin film thickness and layer density for 

crystalline or amorphous thin films and multilayers. An advantage of this method is the 

minimal sample preparation required. Moreover, it is useful for layers of thickness 5ï

350 Å. Xray scattering at small diffraction angles allows the characterisation of electron 

density profiles of thin films. However, due to the very low incidence angles, it requires 

relatively large sample areas. Moreover, XRR cannot identify the distribution of 

hydrogen atoms because X-rays interact with electron clouds. Since hydrogen has 

only one electron, it is almost invisible to XRR.105-107 In Chapter 4, the density profile 

of water on calcite was compared to experimental X-ray reflectivity data.  

In Chapter 6, the contact angles of water on kaolinite were compared with 

experimental contact angle measurements. The three most common experimental 

techniques used to measure contact angles are the sessile drop, captive bubble, and 

tilted plate methods. The sessile drop technique is a method that involves using a 

syringe to dispense a drop of liquid on the sample surface. The contact angle is then 

measured optically as the angle created between the droplet and the surface. The 

limitation of this method is that data analysis is dependent on the software used. Some 

models require the user to estimate the angle, which can be particularly difficult when 

small angles are analysed. Also, the surface and water droplet are prone to 

dehydration from exposure to air. In addition, a smooth, homogeneous, surface is 

necessary for this method.108  

In the captive bubble technique, the solid surface is submerged in water, and a syringe 

is used to place either a small air bubble or another liquid with a lower density on the 

surface. The contact angle is measured optically as the angle formed between the 

surface and air bubble or liquid with the lower density. In this method, the sample is 

not susceptible to dehydration because of the submerging in liquid. However, this 

method is time-consuming because it is difficult to align the bubble with the solid 

surface and the volume of liquid required is higher.109  
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The tilted plate method involves conducting contact angle measurements on a tilted 

stage to rotate the substrate and the droplet. As the rotation increases, the droplet 

starts to move due to the downward pull from gravity. The tilted angle is measured at 

the point where the droplet starts moving. The advancing (maximum) contact angle is 

measured at the front of the droplet while the receding (minimum) contact angle is 

measured at the back of the droplet. The difference in the two contact angles depends 

on the drop volume and converges as the volume increases. The tilted plate method 

gives the overall wettability of the substrate but requires a relatively larger surface of 

the substrate, compared with the optical methods.110 

2.11 Summary 

This chapter provided an overview of the MD simulation method and highlighted 

several technical aspects involved in utilising this method for scientific research. The 

steps applied to perform the simulations in this thesis are summarised schematically 

in Figure 2.3. 

In step 1, the initial atomic positions, initial velocities, simulation box dimensions, 

periodic boundary conditions, constraints, temperature, pressure, and potential energy 

functions are specified. In step 2, energy minimisation is performed to readjust the 

initial structure to reflect the equilibrium structure predicted by the potential energy 

function, which allows a smooth MD simulation. If the MD simulation is a continuation 

of a prior simulation that has already achieved equilibrium, or the initial atomic 

structures are close to the equilibrium structures corresponding to the potential energy 

functions selected, the energy minimisation in step 2 is not necessary. When the 

simulation begins, the forces acting on each atom or molecule are calculated (Step 3). 

Subsequently, the equation of motion (Equation 2.4) is solved for each particle, and 

the atomic positions and velocities are updated accordingly in step 4. Based on this, 

the physical properties of interest are calculated (step 5). When the current simulation 

time exceeds the specified maximum simulation time, the simulation will end. 

Otherwise, the simulation continues by repeating steps 3ï5 until the total simulation 

time is reached. The simulation time is chosen to ensure that the system reaches 

equilibrium. The properties of the systems calculated to determine equilibrium are 

specified in the next chapters. 
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Figure 2.3. Schematic of a typical Equilibrium MD Simulation.72 
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CHAPTER 3: UNDERSTANDING THE AGGREGATION OF 

MODEL ISLAND AND ARCHIPELAGO ASPHALTENE 

MOLECULES NEAR KAOLINITE SURFACES 

The solubility of asphaltenes found in crude oil changes with pressure, temperature, 

and composition. This chapter contributes to the understanding of asphaltene 

aggregation by investigating the control of the aggregation of model asphaltene 

molecules in toluene, by adding a chemical additive inspired by cyclohexane. The 

effects of the presence and absence of a kaolinite surface are also determined. Cluster 

size analyses, radial distribution functions, angles between asphaltenes, radius of 

gyration, and entropic and energetic calculations are used to provide insights on the 

behaviour of the systems. The material presented in this chapter was published in 

2023 in volume 37, pages 11662ï11674 of Energy & Fuels. 

3.1 Introduction 

Asphaltenes, the heaviest and most polar fraction of crude oil, pose a flow assurance 

problem in the oil industry due to their tendency to form aggregates upon changes in 

temperature, pressure, and physical-chemical environment. The resultant aggregates 

can clog wells, pipelines, surface facilities, and subsurface formations, leading to a 

significant reduction in productivity, as well as to safety issues.12,111-114 Asphaltenes 

are generally defined as a solubility class depending on their solubility in aromatic 

solvents (such as toluene and xylene) and insolubility in aliphatic solvents (such as n-

pentane and n-heptane).11,115 Therefore, their molecular structure is highly variable 

and strongly depends on the crude oil of interest.  

In general, asphaltenes are represented either by the island structure, consisting of 

polycyclic aromatic hydrocarbon (PAH) rings attached to aliphatic chains, or by the 

archipelago structure, that consists of several aromatic cores loosely bonded by 

aliphatic chains. Chemical analysis has shown that PAH cores can contain 

heteroatoms such as nitrogen, oxygen, and sulphur, which often control aggregation, 

and sometimes lead to hydrogen bonds.15,116-118  

To interrogate the mechanism of asphaltene precipitation, molecular simulations 

studies have been attempted. Of these, several molecular dynamics (MD) studies 

showed that asphaltenes aggregate assuming face-to-face (parallel), T-shaped, or 

offset stacking structures. Interactions between PAH cores (ī́́  stacking) are 
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frequently identified as the main driving force for aggregation. The size of PAH cores 

controls the formation of  ́stacks and other aggregate types. Higher aromaticity and 

shorter side chains lead to greater aggregation.119-123 

In addition to aggregation in the bulk, many practical applications are also affected by 

asphaltene adsorption on surfaces, a process likely controlled by both surface features 

and asphaltene characteristics. Adsorption of asphaltenes has been documented on 

mineral surfaces such as calcite, mica, and silica,124-132 which affects both asphaltene 

aggregation and wettability of the mineral surfaces. Liu et al.126,133 concluded from their 

experiments and MD simulations that polar silica surfaces are more attractive to 

asphaltene than non-polar silica. They showed that the arrangement of heteroatoms 

on asphaltene contributes to the strength and mechanism of their adsorption. Xiong et 

al.134 determined that the asphaltene model they used adsorbs on silica surface in 

heptane through hydrogen bonds with the hydroxyl groups on the surface whereas in 

toluene, aggregates form and mostly stay in the bulk oil phase. Compared to silica, 

adsorption on muscovite is weaker and the molecules adsorb somewhat 

perpendicularly to the surface by interacting with the polar groups in the side chains 

or the edge of the PAHs.135 Mohammed and Gadikota124,136 revealed that asphaltenes 

adsorb as small nanoaggregates on calcite and silica surfaces compared to the 

aggregates observed in bulk systems. The authors also demonstrated that CO2 

increases the aggregation of asphaltenes while displacing them from calcite, due to 

the strong affinity between CO2 and the surface. Fang et al.137 observed, via MD 

simulations, that CO2 causes asphaltenes to first form dimers and then aggregate and 

adsorb onto silica surfaces. Increasing pressure was found to weaken the interactions 

between asphaltenes as well as their adsorption on silica. Li et al.138 experimentally 

observed CO2ïinduced asphaltene deposition on quartz. The aggregation and 

deposition were enhanced by increases in temperature, resulting in a less water-wet 

surface. Li et al.139 also reported that flooding with CO2 (as opposed to flooding with 

methane and propane) leads to high asphaltene aggregation and found that the 

degree of aggregation increases with decreasing temperature. On quartz, the time 

taken for Violanthrone-79 (VO-79), a PAH frequently used as a model for 

asphaltene,140 to adsorb on the surface increased with temperature, even though the 

number of stably adsorbed VO-79 molecules remained relatively constant.141 

Moreover, the adsorption was more stable in heptane than in toluene, which allowed 
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the PAH to desorb back into the bulk.141 Nassar et al.130 found that asphaltene adsorbs 

more strongly on acidic alumina surfaces than on basic or neutral ones. These studies 

highlight the important contribution of the chemical composition of mineral surfaces in 

determining asphaltene precipitation. 

To control and possibly prevent asphaltene precipitation, chemical inhibitors or 

dispersants are commonly used. Simulations have been utilised in identifying the 

mechanistic behaviour of these additives. For example, employing MD simulations, 

Headen and Boek142 showed that the presence of 50wt% limonene reduces the 

aggregation of asphaltene in CO2. Alkylphenols have also been identified as possible 

inhibitors.143-146 According to Aminzadeh et al.,143 nonylphenols slightly reduce the size 

of asphaltene aggregates, with stronger effects resulting from nonylphenol added at 

the nucleation stage as opposed to being added earlier. Further increase in the 

concentration of nonylphenol can lead to their aggregation, a result ascribed to high 

dipole moments and the ability to form hydrogen bonds. Octylphenol also reduces 

interaction energies and hydrogen bonds between asphaltenes. However, in terms of 

aggregation number, this inhibitor only delays asphaltene aggregation, rather than 

preventing it 144. The experiments reported by Lin et al.146 showed that alkylphenols 

with longer alkyl tails increase the steric repulsion between aggregates, although the 

dispersants reduce the aggregate size leading to higher deposition rate. Strong 

repulsive forces between asphaltenes lead to the formation of ñsofterò aggregates that 

are readily eroded when shear flow is applied after deposition. Using MD, Jiang et 

al.147 found that dodecylbenzenesulfonic acid (DBSA) reduces the rate and extent of 

asphaltene aggregation by reducing -́́  stacking. When added after aggregation, 

DBSA weakens the aggregates by breaking the polar group bonds between the 

molecules, but not the -́́  stacking. Another study explored the effects of temperature 

on the performance of chemical inhibitors dodecyl benzene sulfonic acid (DBSA), 

benzoic acid (BA), and salicylic acid (SA) in the temperature range between 25 and 

65ÁC. DBSA was found to be the most effective inhibitor due to acid-base interactions 

with asphaltenes. The increase in temperature accelerated asphaltene aggregation, 

reducing the effectiveness of inhibitors. Salicylic acid caused the aggregates to 

increase at 65ÁC as a result of strong hydrogen bonds.148 The results obtained for 

salicylic acid are comparable to those reported by Madhi et al.,149 where increasing 

the concentrations of cetyl trimethyl ammonium bromide (CTAB) and sodium dodecyl 
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sulphate (SDS) led to self-assembly of the inhibitors, reducing their effectiveness. 

These studies, in general, show that the efficacy of a chemical inhibitor is determined 

by the strength of the interactions between asphaltenes and inhibitors relative to those 

between two inhibitors. How this balance will be affected by the presence of a surface 

has not yet been fully quantified. 

In addition to MD simulations, other methods, such as Density Functional Theory 

(DFT), Monte Carlo (MC) simulations, and Computational Fluid Dynamics (CFD), have 

also been applied to study the behaviour of asphaltenes.150-163 For example, Gao et 

al.154 used CFD to predict the effects of oil viscosity, oil density, wall roughness and 

pressure gradient force on the deposition rate of asphaltene in oil wells. They reported 

that the rate of deposition of asphaltene is larger in low viscosity crude oils. They also 

showed that asphaltenes are more likely to precipitate in light oils than in heavier oils. 

Zirrahi et al.155 applied an MC simulation-based technique to stochastically model the 

aggregation of asphaltene compounds consistently with experimental data. The model 

was able to predict the onset of precipitation, number of aggregated particles, and their 

particle size distribution. Ekramipooya et al.156 combined MD and DFT to investigate 

the effects of different heteroatoms on the model asphaltene self-aggregation. They 

found that the aggregation depends on the heteroatom types as well as their positions. 

The presence of heteroatoms in the aliphatic side chain proved to be more effective in 

increasing the self-aggregation process, compared to the aromatic ring position. The 

presence of nitrogen increased the electrostatic interactions between asphaltenes, 

while sulphur increased the Van der Waals interactions. Oxygen led to hydrogen bond 

formation. Through DFT calculations, Quazi and Kundu160 studied the interactions 

between a model asphaltene and some deep eutectic solvents (DES) on sandstone 

(SiO2) and carbonate (CaCO3) surfaces. They reported that DES containing choline 

chloride acts as a hydrogen bond acceptor (HBA) when interacting with asphaltenes. 

The authors also demonstrated the effects of the chemistry of the surface on 

intermolecular interactions. 

Despite this extensive body of work, the mechanism of action of asphaltene inhibitors 

is not well understood. For example, Kuang et al.164 suggested that although 

conventional dispersants reduce the size of asphaltene aggregates, they do not 

necessarily alleviate asphaltene deposition. This leads to the possibility that enhancing 

the aggregation of asphaltenes into small structures could be a better strategy for 
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preventing large plugs. Accordingly, the research presented in this chapter explores 

on an atomic and molecular level, the use of a hydrocarbon chain to increase the 

aggregation of two asphaltene structures (island and archipelago), in combination with 

the proximity to a kaolinite surface. Kaolinite, a clay, is chosen because it is one of the 

common minerals found in reservoirs.165,166 Kaolinite is a layered aluminosilicate with 

chemical formula Al2O32SiO2.2H2O. It has a 1:1 uncharged layered structure, 

consisting of alternating sheets of silica (SiO4) tetrahedra and octahedral alumina 

oxyhydroxides, joined by apical oxygen atoms. In the simulations, kaolinite was 

cleaved along the 001 basal plane, normal to the Z axis, to create the alumina surface 

terminated with a plane of surface hydroxyl groups.167-169  

3.2 Simulation Methodology 

3.2.1 Molecular models 

The asphaltene models used in this study are presented in Figure 3.1. Violanthrone-

79 (712.9 g/mol),135,170 which consists of a large central poly-aromatic core connected 

to two aliphatic side chains, represents the island structure (indicated as ASPH in what 

follows, shown in Figure 3.1 (a). This compound has been used experimentally to 

conduct controlled tests; it shows a tendency to aggregate in heptane to a larger extent 

than in toluene, which supports the choice of Violanthrone-79 as a model for 

asphaltene.171 As for the representative archipelago (ARCH) structure, a molecule with 

two aromatic cores, with a molecular weight of 792.2 g/mol, was chosen (Figure 3.1 

b).172 Although there have been several models proposed for asphaltenes, the focus 

of this study is on one island model and one archipelago model to test the effects of 

the cyclohexane oligomer, as a proof of principle for the potential of a putative chemical 

additive to increase the aggregation of asphaltenes with different structures. Of note, 

Violanthrone-79 is a real polycyclic aromatic compound, allowing the results to 

potentially be compared to experiments. Because previous research showed that 

asphaltenes are almost insoluble in cyclohexane,173 a cyclohexane oligomer (Figure 

3.1 c) was constructed to investigate its effects on the aggregation of the asphaltene 

models. 

Although crude oil is a mixture of several hydrocarbon components, for the purpose of 

this study, the oil model was represented by only toluene. By definition, toluene is a 

good solvent for asphaltenes. It is chosen here because the aim is to test whether 



34 
 

additives can be used to promote asphaltene aggregates formation. In other words, it 

was assumed that this system represents a starting point to quantify increased 

aggregation of asphaltenes due to chemical additives. 

 

 

Figure 3.1. Models of asphaltene molecules used in this study. (a) Island structure (b) 

Archipelago structure (c) Cyclohexane chain. Cyan = carbon; White = hydrogen; Red 

= oxygen; Yellow = sulphur; and Blue = nitrogen. 

 

3.2.2 Simulation Systems 

Three simulation systems were constructed for each asphaltene model, as shown in 

Table 3.1. Two of these (Systems 1 & 4) contain only toluene and asphaltene to 

benchmark the other simulations. The second group (Systems 2 & 5) and third group 

(Systems 3 & 6) of systems contain varying amounts of toluene and cyclohexane 

oligomer. In all systems, 12 asphaltene molecules maintain the percentage by mass 

of asphaltene at ~ 8wt%,120,123,174,175 which is representative of asphaltene fraction in 

crude oil.176,177 Because of the difference in the molecular masses of the island and 

archipelago asphaltenes, different number of molecules of toluene and cyclohexane 

chain were inserted in the simulated systems. For example, since the archipelago 

model used has a slightly higher molecular mass, it requires more toluene and 

cyclohexane chains to maintain the three systems at comparable weight fractions.  
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Table 3.1. Composition of the bulk and kaolinite systems used in simulations 

conducted at 300 and 400 K. ASPH represents the island model asphaltene while 

ARCH is the archipelago model. Only systems 1, 3, 4, and 6 were simulated at 400 K. 

System 

# 

Asphaltene 

type 

Number of 

asphaltene 

molecules 

Number of 

toluene 

molecules 

Number of 

cyclohexane 

chains 

Asphaltene 

weight 

fraction 

1 ASPH 12 1000 0 8.5 

2 ASPH 12 1000 22 7.8 

3 ASPH 12 600 87 8.8 

4 ARCH 12 1130 0 8.5 

5 ARCH 12 1130 25 7.8 

6 ARCH 12 670 100 8.8 

 

 

For all systems shown in Table 3.1, simulations were conducted in the bulk, and near 

a kaolinite surface. In the latter case, the simulation box was created by placing a thick 

slab of asphaltene, toluene and cyclohexane oligomers on the kaolinite clay surface 

with dimensions 5.198 x 8.982 x 1.410 nm3 parallel to the X-Y plane, resulting in a 

simulation box of size 5.198 x 8.982 x 9.500 nm3. The asphaltene molecules were 

inserted randomly into the box, ensuring there is little aggregation at the start of the 

simulation. Figure 3.2 shows the snapshot of the initial configuration of the system. 

The hydrocarbon phase is sandwiched in between two parallel solid surfaces, at a 

distance ranging between 3.7 and 4.5 nm. For simple fluids, confinement effects are 

pronounced within one ï two molecular layers from the solid-liquid interface. The size 

of the system chosen is larger than that, but it cannot be excluded a priori that 

confinement effects impact the results observed. Unfortunately, at the resolution 

considered for this study, larger distances between the kaolinite surfaces quickly 

become prohibitive because of the increased computational costs. The geometry 

chosen prevents the formation of a liquid-gas interface, which could compete for 

asphaltene adsorption with the solid-liquid interface.  

The bulk simulation boxes were constructed in a similar manner, except without the 

kaolinite surface. The size of the simulation box used for bulk simulations was 5.198 

x 8.982 x 6.500 nm3. The resultant density of the hydrocarbon was approximately 3.39 

molecules/nm3. In all systems, periodic boundary conditions were applied in all 

directions in the simulation box. 
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Figure 3.2. Representative snapshots of the initial configuration of the systems with 

hydrocarbons on kaolinite surface. Cyclohexane chain = purple. Toluene = grey. 

 

3.2.3 Force fields 

The Optimized Potentials for Liquid Simulations All Atom (OPLS-AA) force field178 was 

used to describe all hydrocarbons considered, following numerous related works in 

the literature.120,121,177,179,180 OPLS-AA has been shown to reproduce reasonably well 

experimental data for aromatic liquids.181,182 No bonds in the asphaltene were kept 

rigid. The hydroxylated kaolinite surfaces were modelled using the CLAYFF force 

field,183 following prior research on clay minerals from the group.184,185 The interfacial 

system of hydrocarbons interacting with clay surfaces has been studied previously by 

the combination of OPLS-AA and CLAYFF force fields.186-188 Prior studies confirmed 

that by combining CLAYFF and OPLS-AA force fields, it is possible to achieve 

simulation results consistent with experimental observations. For example, 

Schampera et al.189 studied the interactions of organic cations on montmorillonite clay 

surface and their results were consistent with experimental XPS data. As another 

example, Ren and Liu190  and Phan et al.191 studied the structure of ethanol on alumina 
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surfaces and found that the combination of these force fields compares well with 

experimental adsorption data. 

Dispersive forces were modelled by the 12-6 Lennard-Jones (LJ) potential. 

Electrostatic forces were described by the Coulomb potential. The LJ parameters for 

unlike atomic interactions were obtained using the geometric mixing rules, commonly 

used with the OPLS family of force fields. In all non-bonded interactions, the cut off 

radius for short-range interactions was set to 14¡. Corrections for long-range 

electrostatic interactions were obtained by the particle mesh Ewald (PME) 

algorithm.86,192 

3.2.4 Algorithms 

Atomistic MD simulations were conducted using the GROMACS package, version 

5.1.4.193,194  After energy minimisation, NVT canonical simulations were carried out for 

1 ns to relax the initial configuration, with the positions of the kaolinite surface kept 

fixed. The simulations were then conducted in isobaric-isothermal (NPT) ensemble for 

200 ns to ensure the densities and energies reached a stable state and enough for 

aggregation to be observed within a reasonable time scale. A timestep of 1 fs was 

used for all simulations. During the NPT simulations, the kaolinite surface was 

restrained with a force constant of 1000 kJ / mol nm2 while asphaltenes, toluene and 

the cyclohexane oligomer were allowed to move.  

Subsequently, the time-averaged properties of the system (such as densities and 

radial distribution functions) were analysed by conducting two additional 4 ns 

simulations for each system. The coordinates of the simulated systems were extracted 

every 0.5 ps to construct the simulation trajectories. The results were then quantified 

using the techniques described in the Results section. The temperature was set to 

either 300 K or 400 K, with a relaxation time of 100 fs and was controlled by the 

Berendsen thermostat. These temperatures are representative of depths of up to 

approximately 2 ï 3 km.195-197 To probe the possible mechanisms responsible for 

agglomeration, only Systems 1 and 3 (see Table 3.1) were simulated at 400 K. The 

pressure was maintained at 15 MPa by the Berendsen barostat. This pressure 

represents that found in reservoirs.142,198 The combination of the Berendsen 

thermostat and barostat can be used to provide relatively accurate estimations of the 

properties of large systems. In the systems with kaolinite surface, pressure coupling 
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was applied only along the Z direction of the simulation box, perpendicular to the 

surface. This ensures the surface area (X and Y dimensions) is constant for all 

systems.  

3.3 Results and Discussion 

3.3.1 Density Profiles 

The density profiles of the centre of mass of toluene, island asphaltene (ASPH) and 

the cyclohexane oligomer (HEX), computed along the perpendicular (Z) direction at 

300 K and 400 K, are presented in Figure 3.3. The top plane of the hydroxyl ions 

represents the reference position for the vertical distance Z. From the results at both 

temperatures, toluene adsorbs closest to the kaolinite surface, forming three layers 

with peaks at distances corresponding to 2.1, 3.7, and 7.3 ¡ from the surface. At 300 

K, the first toluene layer achieves almost twice the density of the second and third 

layers. The island asphaltene adsorbs further from the surface from ~ 3.1 ¡ up to 12 

¡, with a pronounced peak at 3.9 ¡, suggesting that toluene forms a óprotectiveô layer 

on kaolinite. It is inferred that toluene has stronger interactions with the kaolinite 

surface than the island asphaltene does. In contrast, the cyclohexane oligomer (HEX) 

yields no obvious layering on kaolinite. The simulations show that adding HEX has no 

distinct effect on the structure of toluene and asphaltene. Increasing the temperature 

from 300 to 400 K leads to a reduction in the toluene density peaks and a slight 

increase in the first asphaltene density peak. This observation is consistent with recent 

AFM measurements conducted to study the adsorption of a model ASPH molecule, 

dissolved in toluene, and deposited on quartz. The AFM data showed that increasing 

temperature leads to a more direct adsorption of the poly-aromatic hydrocarbon on the 

mineral surface.141 
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Figure 3.3. Centre of mass profiles along the Z direction, vertical from the kaolinite 

surface, for island asphaltene (ASPH), toluene and cyclohexane oligomer (HEX) at (a) 

300 K and (b) 400 K. For system composition, refer to Table 3.1. 

 

Although the centre of mass of the asphaltenes seems further from the kaolinite 

surface than toluene, the presence of oxygen atoms could lead to bonds with the 

hydroxyl groups on the surface. The atomic density distribution of 2 oxygen atoms 

present in the asphaltene structure was calculated to confirm this. The results are 

highlighted in Figure 3.4. The density profiles are characterised by a sharp peak at ~ 

1.5 ï 1.7 ¡, which is closer to the surface than the density peaks computed for the 

centres of mass of both asphaltene and toluene. The height of the peak increases with 

temperature, in agreement with the observations from the centre of mass density 

profiles of asphaltene. From the positions of these oxygen atoms, it is clear that the 

main interactions of asphaltene with the surface are due to the presence of 

heteroatoms, which could potentially form hydrogen bonds with the hydroxyl ions on 

the mineral surface.  
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Figure 3.4.  Atomic density profiles of two oxygen atoms (circled) located on island 

asphaltene (ASPH) along the Z direction, vertical from the kaolinite surface. Results 

are for simulations conducted at 300 K and 400K. 

 

The centre of mass density profiles obtained for the systems containing the 

archipelago-structured asphaltene (ARCH) are provided in Figure 3.5. The position of 

the toluene and HEX peaks correspond approximately to the positions shown in Figure 

3.3. However, the archipelago-structured asphaltene adsorbs somewhat closer to 

kaolinite, with a distinct peak at 2.5 ¡ compared to the island asphaltene, whose first 

peak appears at 3.9 ¡. A possible explanation is that the presence of sulphur, oxygen 

and nitrogen atoms in the archipelago structure increases electrostatic and van der 

Waals interactions with the kaolinite surface (note in Figure 3.1 that the island model 

used here does not contain sulphur nor nitrogen atoms). At 300 K, a second 

asphaltene peak can be observed at 12.9 ¡ (System 4) and 12.1 ¡ (System 5); this 

peak disappears upon adding HEX or upon increasing the temperature to 400 K. This 

is due to the asphaltene packing at a closer distance to the surface, as observed from 

the noticeable increase in the height of the first asphaltene peak at 2.5 ¡. It is worth 

noting that at 400 K, HEX does not significantly affect the density distribution of 

asphaltene near the surface. 

To probe the mechanisms responsible for the preferential adsorption, the density 

profiles of the nitrogen and oxygen atoms found in the archipelago asphaltene 

structure were computed and are presented in Figure 3.6, where it is shown that the 

relevant density peaks are found between 1.5 and 1.7 ¡ from kaolinite. These results 

highlight the interactions between the heteroatoms and the clay mineral surfaces. It is 

worth noting that there was no strong influence of HEX on the positions or intensity of 
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the peaks observed, which could be due to the complex nature of the aggregation of 

archipelago asphaltenes. 

 

 

Figure 3.5. Centre of mass density profiles along the Z direction, vertical from the 

kaolinite surface, for the archipelago asphaltene (ARCH), toluene and cyclohexane 

chain (HEX) at (a) 300 K and (b) 400 K. System compositions are shown in Table 3.1. 

 

 

Figure 3.6.  Atomic density profiles of oxygen atoms (panel b) and nitrogen atoms 

(panel c) found on archipelago asphaltene (ARCH) along the Z direction, 

perpendicular to the kaolinite surface. Simulation results are obtained at 300 K and 

400 K. In panel a, the oxygen atom is highlighted by the red circled sphere, while 

nitrogen by the blue circled sphere. 
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3.3.2 Cluster Size Analysis 

To quantify the aggregation of asphaltene molecules, the average cluster size was 

estimated by calculating the number of asphaltene molecules in each aggregate and 

taking the average of the results obtained over the simulated trajectories. Also, the 

maximum number of asphaltenes in an aggregate was quantified. Following several 

studies in the literature,120,124,136,144 asphaltene molecules are considered clustered if 

the distance between them (distance of closest approach) is less than 3.5 ¡. The cutoff 

chosen is commonly used in asphaltene aggregation studies. However, it is worth 

noting that the value of the cutoff could affect the results of the analysis. For example, 

a smaller cutoff could lead to underestimating the formation of asphaltene aggregates. 

As shown in Figure 3.7 a, at 300 K, the average cluster size of the island asphaltene 

(ASPH) increases as the number of HEX oligomers in the system increases. In the 

last 50 ns of the simulation, the average aggregate size in the system with only toluene 

(System 1) is ~6ï7. This increased to ~7ï8 and ~8ï9 in Systems 2 and 3, respectively. 

In System 3, asphaltenes yield one unstable aggregate, which breaks off repeatedly. 

The results in Figure A.1, panel a, in Appendix A show that adding HEX leads to an 

increase in the maximum number of asphaltenes seen in any aggregate.  

 

 

Figure 3.7. Average cluster (aggregate) as a function of time for the island 

asphaltene (ASPH) on kaolinite surface at (a) 300 K and (b) 400 K. System 

compositions are shown in Table 3.1. 

 

When the temperature is increased to 400 K, Figure 3.7 (b) shows that there are more 

frequent fluctuations in the aggregate size, which is likely a consequence of the 

increase in kinetic energy within the system. It is also interesting to note that the 
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average size of the aggregates in systems 1 and 3 are ~ 6.3 and ~7.1, respectively. 

These results suggest that increasing the temperature increases the number of HEX 

required to cause a marked increase in the average cluster size, a result which is likely 

due to an increase in disorder of the system. 

Similar trends like those just discussed are observed in the simulated bulk systems. 

In Figure 3.8, the cluster size of ASPH asphaltenes in the bulk are presented. In 

System 1 (only toluene), the average size of the aggregates is ~3ï4, which increases 

to 4ï5 with the addition of 22 HEX oligomers (System 2) and 5.8 in the presence of 87 

HEX oligomers (System 3). In System 1, the maximum cluster size stabilises at 6 

asphaltenes while this value increases to 7 and 8 in Systems 2 and 3, respectively. 

These results suggest that asphaltene aggregates in bulk systems are more stable 

and on average, smaller than aggregates forming near kaolinite. 

 

Figure 3.8. (a) Average cluster (aggregate) size and (b) Maximum cluster size as a 

function of time for the island asphaltene (ASPH) structure in the bulk systems at 300 

K.  

 

The effects due to the cyclohexane oligomer on the aggregation of archipelago 

asphaltene (ARCH) at 300K are similar to those discussed above for island asphaltene 

(see Figure 3.9). In the last 50 ns, the average aggregate size increases from 6 to 10 

when 100 HEX oligomers (System 6) replace some toluene in the system. 

Correspondingly, the maximum aggregate size increase from ~7.9 to ~10.9. The 

aggregate sizes observed here are slightly larger than the aggregates formed by the 

island asphaltene. 
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Figure 3.9. Average cluster (aggregate) size and (b) Maximum cluster size as a 

function of time for the archipelago asphaltene (ARCH) on kaolinite at 300 K. 

 

In the bulk, the clustering algorithm shows that all the asphaltenes aggregate (see 

Figure A.2 of Appendix A), even without HEX. The same is observed when the 

temperature is increased from 300 K to 400 K in proximity of kaolinite. Snapshots of 

the fully aggregated asphaltenes are reported in Figure A.3. This result can be 

attributed to the difference in the size of the poly-aromatic cores, length of the side 

aliphatic chains, and to the presence of heteroatoms, compared to the relevant 

features of the island asphaltene structure. In the island asphaltene, the aromatic core 

contains 8 aromatic rings, whereas the archipelago asphaltene has 2 poly-aromatic 

cores each of 5 and 6 aromatic rings, which could increase the ˊī ́interactions.  

3.3.3 Radial Distribution Functions (RDF) 

The RDF between the centre of mass of the aromatic cores of the island asphaltene 

(ASPH) at 300 and 400 K for the systems in proximity of the kaolinite surface are 

reported in Figure 3.10. Because only layers occupied by asphaltenes (up to ~ 1.5 

nm), shown by the atomic density distributions, were considered for the RDF analyses, 

the systems are nearly planar. Because interfacial systems such as those considered 

here are not isotropic, the RDFs were computed in 2 dimensions. In system 1, panel 

a, the first most prominent peak is found at a radial distance of ~ 5.3 ¡. This suggests 

offset stacking of the aromatic cores or a slant orientation between asphaltene pairs. 

Carauta et al.199 reported from experiments that asphaltene dimers bind face-face at 

a distance of Ḑ3.6 ¡ in heptane and Ḑ5 ¡ in toluene. The peak distance is slightly 

greater than the ́-́ stacking distance of 5 ¡. In the presence of HEX, the height of 

the first peak increases and is observed at a slightly closer radial distance of 4.8 ¡, 

indicating stronger -́́ interactions and a higher tendency to form aggregates. For all 
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the systems, there are additional peaks observed at 10.6 ¡ (System 1), 11.3 ¡ (System 

2) and 8.6 ¡ (System 3), suggesting the presence of multiple stacked structures. 

By comparison, the RDF at 400 K (Figure 3.10 panel b) shows a similar trend due to 

the HEX increasing the interactions between asphaltenes. In System 1, the most 

pronounced peak is found at a radial distance of ~6.3 ¡, which agrees with the 

possibility that at a higher temperature the island asphaltene forms loose aggregates. 

However, in the presence of 87 HEX, the peak shifts to smaller radial distance of ~4.8 

¡ even at the higher temperature simulated. Comparing RDF of the same system at 

two temperatures implies that increasing temperature reduces the probability of 

observing asphaltene cores close to each other.  

 

 

Figure 3.10. RDFs between the centre of the aromatic cores of the island asphaltene 

(ASPH) pairs found in proximity of the kaolinite surface at (a) 300 K and (b) 400 K. 

System compositions are shown in Table 3.1. 

 

The toluene-island asphaltene (ASPH) RDF, presented in Figure 3.11, reveals the 

effects of HEX on the interactions between asphaltene and toluene. Interestingly, the 

results show that the presence of the HEX in the layers occupied by asphaltene has 

no strong effects on the structure of toluene around asphaltene at the two 

temperatures considered even though in some systems, some HEX are present in the 

same layer as asphaltene and toluene. At both temperatures (panels a and b), the first 

and second peaks are located at ~ 6.5 ¡ and 11.3 ¡, respectively, although the height 

of the peak is slightly higher at the lower temperature (panel a). The g(r) in the first 

coordination shell of the toluene-ASPH RDF is slightly less than unity, indicating that 
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there is a reduced probability of finding a toluene molecule within ~7.5 ¡ from the 

island asphaltene. This suggests that there are weak interactions between the 

asphaltene and toluene molecules. 

 

  

Figure 3.11. RDFs between the centre mass of island asphaltene (ASPH) and the 

centre of mass of toluene in proximity of kaolinite at (a) 300 K and (b) 400 K. System 

compositions are shown in Table 3.1. 

 

For bulk systems containing the island asphaltene, Figure A.4 of Appendix A 

demonstrates that the three-dimensional RDF for asphaltene pairs is similar to the 

results obtained for the systems simulated in proximity of kaolinite; HEX is also found 

to increase the height of the peak located at 4.8 ¡. Moreover, the toluene-asphaltene 

three-dimensional RDF in the bulk is unaffected by the presence of HEX. 

For the archipelago asphaltene (ARCH), the RDFs between the centre of mass of the 

asphaltene pairs were computed. Because the multiple aromatic cores and the 

heteroatoms present in the archipelago-like asphaltenes lead to more complex 

stacking and aggregation, the RDF between the aromatic cores was not used to 

analyse stacking between asphaltene molecules. The results, in Figure 3.12, show 

that the presence of the cyclohexane chain leads to closer interactions between the 

archipelago asphaltene. In Systems 5 and 6 at 300 K (panel a), multiple peaks are 

observed, with the first peak found at ~ 1.9 ¡ whereas in system 4 with only toluene, 

there are no sharp peaks. This suggests compact aggregates form in the presence of 

the cyclohexane chain. A similar trend is found at 400 K (panel b) where the first broad 

peak of system 4 is found at 5.1 ¡ and upon the replacement with the cyclohexane 

oligomer, the peak shifts to a smaller distance of 2.8 ¡. The asphaltene-toluene RDF, 

presented in Figure A.5 in Appendix A, shows no visible differences between the 

system with only toluene and the systems with toluene and cyclohexane oligomer. In 
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the RDFs at the two temperatures, there are no significant spikes, indicating that no 

well-defined aggregate forms between toluene and asphaltene molecules within the 

systems considered here. 

 

Figure 3.12. RDFs between the centre of the archipelago asphaltene (ARCH) pairs 

at (a) 300 K and (b) 400 K. System compositions are shown in Table 3.1. 

 

3.3.4 Orientation and Number of -́́  Contacts of Island Asphaltene Molecules   

The angle formed between the poly-aromatic planes of two asphaltenes in an 

aggregate on the kaolinite surface (illustrated in Figure 3.13) gives insights on the 

structure of the asphaltene aggregates. The angle between aromatic rings ranges from 

0ï90Á and could be face-face or T-shaped. In the face-face stacking, the centre of 

aromatic cores could be aligned (parallel) or slightly displaced (offset). The orientation 

gives more information on the interactions between the aromatic cores of the 

asphaltene, with the parallel orientation being the strongest. 

 

 

Figure 3.13. Possible stacking configurations of island asphaltene (ASPH) during 

aggregation. 
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The angles between island asphaltene pairs at close contact (as identified by the first 

peaks in the RDFs of Figure 3.10) at 300 K (panel a) and 400 K (panel b) for the 

kaolinite systems are reported in Figure 3.14. As the number of HEX oligomers 

increases, the asphaltene pairs adopt a parallel orientation, suggesting a more 

compact aggregate structure established through -́́  interactions. In System 1 at 300 

K (panel a), there are two peaks at 5.7Á and 23.7Á. As the number of HEX increases, 

the probability of the angles between asphaltene pairs being less than 20Á increases, 

with a pronounced peak at 5.7Á in System 3. These results show that HEX oligomers 

shift the stacking between asphaltene from offset towards either parallel or offset 

structures. In the first RDF sphere of System 1 at 400 K (panel b), there is the highest 

probability of finding two asphaltene molecules oriented in a way to form angles 

between 40Á and 50Á, corresponding to a more T-shaped orientation. However, adding 

HEX oligomers shifts the peak to a smaller offset angle at 9.9Á. The difference in the 

angles observed corroborates the findings that increasing temperature yields less-

compact aggregates. Similar trends are observed in bulk systems (Figure A.6). 

 

 

Figure 3.14. Angle between the poly-aromatic planes of the island asphaltene (ASPH) 

pairs at (a) 300 K and (b) 400 K on the kaolinite surface.  

 

As the distance between the asphaltenes increases, the orientation tends towards 

offset or T-shaped, as shown in Figure 3.15. In System 1, asphaltene molecules found 

at distances less than 7.1 ¡ are mostly offset, whereas those found at larger distances 

show a preference for T-shaped orientations.  
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Figure 3.15. Angle between the poly-aromatic planes of the ASPH pairs versus 

distance between them in (a) System 1 and (b) System 3 on kaolinite surface.  

 

To complement this analysis, the number of -́́ contacts between aromatic cores of 

the island asphaltenes are quantified in Figure A.7 of Appendix A. A contact was 

considered established when the distance between the centre of mass of the aromatic 

cores is less than ~ 4.8 ¡ (the radial distance at which peaks are observed on the 

RDF). The results show that the HEX oligomers increase the number of compact -́́  

contacts in the aggregated asphaltenes. In the presence of the kaolinite surface, at 

300 K (panel a), the number of contacts in the absence of HEX mostly fluctuates 

between 0 and 1; this value increases to 2ï4 in System 3. At 400 K (panel b), the 

number of contacts decreases, in agreement with the previous observations that 

increasing the temperature leads to less compact aggregates. In panel c, the number 

of -́́  contacts is higher in the bulk phase than in the presence of the kaolinite slab. 

The number of contacts in System 1 is mostly between 0 and 2 while in System 3, the 

value increases to 6, indicating more rigid aggregates in bulk systems compared to 

the systems near kaolinite.  

3.3.5 Compactness of Archipelago Asphaltenes 

The asphaltenes of the archipelago type show more complex aggregation because of 

their extended molecular structure. To evaluate their structure, the distance between 

nitrogen (N) and sulphur (S) atoms in individual asphaltenes are quantified in Figure 

3.17 (see Figure 3.16 for illustration). The results show that in proximity of kaolinite at 

300 K (panel a), although the asphaltene seems to completely unfold, the distance 

between the N and S atoms reduces slightly from ~ 51 ¡ in System 4 to ~ 43 ¡ in 
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System 6, yielding slightly more compact molecules. Increasing the temperature to 

400 K (see Figure A.8 in Appendix A) reduces these values to ~ 34 ¡, which is 

consistent with high degree of aggregation, for both systems considered. In contrast 

to the effects of temperature on the island asphaltene, increasing temperature makes 

the archipelago asphaltenes more compact. The corresponding results for bulk 

systems are presented in Figure 3.17 (panel b). The presence of HEX leads to a 

reduction in the distance, but it is worth noting that the effect is not very pronounced 

near kaolinite.  

 

Figure 3.16. Illustration of the distance between sulphur and nitrogen atoms 

calculated for the archipelago asphaltene (ARCH) molecules. 

 

 

Figure 3.17. Distance between sulphur and nitrogen atoms calculated for the 

archipelago asphaltene structure (ARCH) (a) on kaolinite surface and (b) in the bulk 

at 300 K. System compositions are shown in Table 3.1. 
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The radius of gyration (Rg) computed to support the analysis above show that in the 

bulk phase (Figure A.9 in Appendix A), Rg fluctuates within a wider range than in 

proximity of kaolinite (Figure A.10). On kaolinite at 300K, Rg reduces from ~38 ¡ in 

System 4 to ~31 ¡ in System 6 upon adding HEX oligomers. At 400 K, Rg remains 

~35 ¡ in both systems. 

3.3.6 Interaction Energies and Entropy 

The van der Waals (ȹ EVDW) and electrostatic interaction potentials (ȹ EELEC) between 

the ASPH asphaltene molecules in the systems studied are shown in Table 3.2. The 

interactions between asphaltenes are dominated slightly (~55%) by electrostatic 

interactions, due to the presence of heteroatoms, which increase molecular polarity. 

The presence of HEX oligomers has greater effect on the van der Waal interactions, 

which complements the observations of increase in -́́  interactions. The interactions 

of the archipelago-structured asphaltenes vary in a similar manner and are shown in 

Table A.1 in Appendix A. 

 

Table 3.2. Asphaltene-asphaltene interactions between island asphaltenes (ASPH) on 

kaolinite surface and in bulk systems. Only short-range contributions to potential 

energies are considered. System compositions are shown in Table 3.1. Dashes 

indicate that the values were not calculated, because system 2 was not simulated at 

400 K. 

 Kaolinite at 300 K Kaolinite at 400 K Bulk at 300 K 

System Asp-Asp  

(ȹ EVDW) / 

kJmol-1 

Asp-Asp 

(ȹEELEC)/ 

kJmol-1 

Asp-Asp 

(ȹEVDW)/ 

kJmol-1 

Asp-Asp  

(ȹEELEC)/ 

kJmol-1 

Asp-Asp 

 (ȹEVDW)/ 

kJmol-1 

Asp-Asp 

(ȹEELEC)/ 

kJmol-1 

1 -834 Ñ 3  -1053 Ñ 4 -770 Ñ 2 -1086 Ñ 10 -825 Ñ 21 -1075 Ñ 

27 

2 -871 Ñ 2 -1060 Ñ 1 - - -880 Ñ 15 -1047 Ñ 

25 

3 -1128 Ñ 55 -1047 Ñ 3 -891 Ñ 1 -1088 Ñ 3 -945 Ñ 1 -1082 Ñ 

15 

 

The configurational entropy of asphaltene in toluene in the presence of HEX oligomers 

was estimated by applying the method described by Schlitter.200 The entropy of 3 
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asphaltenes with similar mass percentage to those used in the above systems was 

determined with this method. Even though the uncertainty is large as consequence of 

the small number of molecules considered for this calculation, the results in Table 3.3 

suggest that the presence of HEX oligomers reduces the entropy of the asphaltenes, 

indicative of a more ordered structure. As expected, increasing the temperature leads 

to more disordered systems (higher entropy), which is consistent with results 

discussed above.  

 

Table 3.3. Configurational entropy of 3 asphaltenes in bulk systems at 300 K and 400 

K. System compositions are shown in Table 3.1. 

System (TȹS) / kJmol-1 Island Archipelago 

System 1/4 at 300 K 803 Ñ 3 811 Ñ 4 

System 3/6 at 300 K 798 Ñ 3 792 Ñ 6 

System 1/4 at 400 K 1129 Ñ 1 1190 Ñ 4 

System 3/6 at 400 K 1114 Ñ 5 1178 Ñ 10 

 

 

3.4 Conclusions 

Molecular dynamics simulations were conducted to study the aggregation of 

asphaltene, a major component of heavy crude oils, in proximity of a kaolinite surface 

and in the bulk. As a proof of concept, to determine the effects of a cyclohexane 

oligomer on model island and archipelago asphaltenes, the aggregation of asphaltene 

in toluene, in the presence or absence of the oligomer was analysed at 300 K and 400 

K temperatures, at the pressure of 15 MPa. The results suggest that the cyclohexane 

oligomer slightly increases the aggregation of asphaltene. In the island asphaltene, 

this was evident by the increase in the number of parallel -́́  orientations of the 

aggregates whereas in the archipelago structure, more compact asphaltenes are 

observed.  

In terms of effects due to the presence of a kaolinite surface, the aggregation of the 

island model was more pronounced near kaolinite compared to the aggregation in the 

bulk phase while the aggregation of the archipelago model was less pronounced. It is 

possible that the difference in the interactions between asphaltene molecules and the 
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kaolinite surface, mediated with the formation of a dense toluene layer near the solid 

surface contribute to this observation. The energetic and entropic analyses align with 

these observations. It should however be noted that confinement effects cannot be 

ruled out, given the relatively small distance between the two kaolinite surfaces 

confining the system investigated. 

Overall, this study contributes to the understanding of the aggregation of asphaltenes 

near kaolinite clay surface and the influence of the structure on aggregation behaviour.  
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CHAPTER 4: SALT EFFECTS ON STRUCTURE AND 

DYNAMICS OF INTERFACIAL WATER ON CALCITE 

It is important to understand the properties of interfacial water at mineral surfaces. 

Since calcite is one of the most common minerals found in rocks and sedimentary 

deposits, and since it represents a likely phase encountered in reservoirs dedicated to 

carbon sequestration, it is crucial to understand the behaviour of fluids on its surface. 

In this chapter, the impacts of monovalent and divalent salts on the structure and 

dynamics of water on the calcite interface is investigated. Two force fields are 

compared to model calcite. The resultant properties of interfacial water are quantified 

and compared in terms of atomic density profiles, surface density distributions, radial 

distribution functions, hydrogen bond density profiles, angular distributions, and 

residence times. The material presented in this chapter was published in 2020 in 

volume 124, pages 24822ï24836 of The Journal of Physical Chemistry C. 

 

4.1 Introduction 

The properties of interfacial fluids are important in a wide range of biological and 

chemical processes. In the energy industry, for example, such properties play a crucial 

role in nuclear waste storage, CO2 sequestration, and enhanced oil recovery, as they 

relate to interfacial tension, wettability alterations, and interfacial mass transfer of CO2, 

water, and oil mixtures. Because these properties govern fluid distribution and 

behaviour in porous media, they control the capillary sealing efficiency, with respect to 

CO2, of the cap rock as well as the transport properties of water, brine, and CO2 

phases.201-203 Because water-wet reservoirs yield higher oil recovery than oil-wet 

reservoirs,204 the study of interfacial fluids on mineral substrates could enable the 

identification of conditions in which reservoirs are attractive for exploitation. 

The effects of ions on the bulk properties of water have been widely researched. It has 

been shown that ions generally lead to changes in the bulk water properties, such as 

the hydrogen bonding network, with different ions having varying effects.205-208 The 

structure of water in salt solutions is the result of subtle balances between electrostatic 

and dispersive interactions, mediated by the ability of water molecules to form 

hydrogen bonds. Ions have been classified as kosmotropes and chaotropes based on 

their perceived ability to promote or disrupt the order among water molecules, 
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respectively.209,210 For example, Conte211 found, through NMR relaxometry 

measurements, that NaCl, CaCl2, and KCO3 are kosmotropes, while KCl is a 

chaotrope. Nag et al.212 and Riemenschneider et al.213 conducted molecular dynamics 

simulations for NaCl and CsCl in water. They found a replacement of water-water 

hydrogen bonds with ion-water interactions in aqueous NaCl,212,213 while CsCl 

enhanced the water hydrogen bond network.213 Neutron diffraction and Raman 

experimental studies showed that the effects of ions on the structure of water is 

equivalent to the effects of high pressures, in terms of the distortion of hydrogen bonds 

through the fluids.205 Through a detailed comparison of experimental Raman spectral 

measurements with classical Monte Carlo (MC) simulations, Smith et al.206 reported 

that anions exert electric fields on the adjacent hydrogen atoms of water molecules as 

opposed to structural rearrangements in the hydrogen-bond network.206 Ions have also 

been shown to sometimes accelerate, as well as slow down the water dynamics, 

depending on experimental conditions.208 For example, NMR measurements revealed 

that Na+ ions have a retarding effect on water, while K+ ions accelerate water 

dynamics.214 It would be of interest to quantify how these phenomena are affected by 

the proximity to a solid surface.  

One of the most abundant minerals found on earth is calcium carbonate (CaCO3), with 

calcite being the most common (approximately 4% of the Earthôs crust consists of 

calcite). Calcite is an anhydrous calcium carbonate polymorph.215 Many conventional 

hydrocarbon reservoirs are also based on calcium carbonate, and such reservoirs 

have been considered as potential engineered reservoirs for carbon sequestration. 

Because interactions between calcite and water relate to the wettability of this mineral, 

it is essential to understand the interfacial water structure on calcite, as well as how it 

is affected by salt ions. Such results could also help to constrain the effects of salts on 

confined fluids from a fundamental point of view.  

Several molecular dynamics studies carried out on interfacial water on mineral 

substrates such as alumina,216 silica,217,218 quartz,219,220 mica,221,222 and calcite,223-229 

found that the structural and dynamical properties of interfacial water depend on the 

properties of the mineral substrate, and in general they differ from properties observed 

in bulk water. Such studies are in some cases supported by experimental 

observations, as was the case for Fenter et al.,223,224,228 who included experimental X-

ray reflectivity data in their study on calcite. There have also been molecular dynamics 
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studies on the effects of ions in aqueous solutions on interfaces. Ho et al.230 and 

Argyris et al.231 compared the behaviour of aqueous NaCl and CsCl confined in narrow 

silica pores. These studies focused on the transport properties of water and ions, 

which depend on the cation type and degree of protonation of silica. Ma et al.232 

conducted a study on aqueous Na2SO4 confined in quartz pores and found through 

atomic and radial density profiles that there are stronger interactions between Na+ ions 

and water with the surface than with SO4
2-. Dello Stritto et al.233,234 studied the effects 

of Na+, Rb+, Mg2+ and Sr2+ ions on the hydrogen bond structure and dynamics of 

quartz-water interface and reported that divalent cations adsorb more strongly than 

monovalent ions at this surface. They also found that the cation type determines the 

degree of ordering of interfacial water with the ions promoting intra-surface hydrogen 

bonding. Kerisit et al.235 investigated the adsorption of NaCl, CsCl and CsF on neutral 

goethite. They reported strong adsorption of water on the surface and noted the 

influence of the ions size on the location and extent of adsorption, which determines 

the rearrangement of interfacial water. Simonnin et al.236 studied the clay-water 

interface in the presence of NaCl and CsCl ions; they found that structure, diffusion, 

and hydrodynamic properties of aqueous solutions on clay depend on the nature of 

the clay, the nature of the counter ions, and the salt concentration. 

Predota et al.237,238 investigated, through molecular dynamics studies and X-ray 

reflectivity experiments, the effects of Rb+, Na+, Sr2+, Zn2+, Ca2+, and Cl- ions on the 

structure of interfacial water on rutile (TiO2) surface. They found that the structure of 

interfacial water is independent of the cations but dependent on the surface charge. 

They reported the formation of inner-sphere complexes of cations with surface 

oxygens for all cations studied, although the preferential adsorption sites varied 

according to the cationsô ionic radius. These results are consistent with the studies by 

Zhang et al.,239-241 who applied X-ray reflectivity, X-ray standing wave measurements, 

and Density Functional Theory (DFT), in addition to molecular dynamics simulations, 

to study the adsorption of ions (Na+, Rb+, Ca2+, Sr2+, Zn2+,Y3+, Nd3+) at the rutile-water 

interface. Santos et al.242 studied the electrical double layer (EDL) formed by Na+, K+, 

and Cl- ions near the walls of calcite mesopores. They found that the cation type and 

cation concentration affect their mobility and adsorption on the surface, which has an 

impact on the water structure. Koleini et al.243 conducted molecular dynamics 

simulations for the calcite/brine interface in the presence of Na+, Mg2+, Cl-, and SO4
2-. 
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They found that monovalent Na+ and Cl- ions form an EDL at the interface, while 

divalent ions do not. However, they did not discuss in detail the effect of specific ion 

concentration on the properties of interfacial water on calcite. 

In a prior work, Le et al.229 studied the wetting properties of water on calcite as a 

function of CO2 pressure. Two force fields were implemented to describe the water-

calcite interactions, and the simulations predicted rather different contact angles. To 

complement that study, as well as to further investigate the properties of aqueous salt 

solutions at contact with mineral surfaces, in this chapter, the effects of varying 

concentrations of NaCl, KCl, and MgCl2 on the structure and dynamics of interfacial 

water on calcite were analysed. The results from implementing the force fields 

developed by Xiao et al.244 and Raiteri et al.245 to describe water-calcite interactions 

were compared. The calcite force field from Raiteri et al.245 employs Buckingham-type 

potentials for carbonate-water interactions. In order to enable the use of standard 

mixing rules when it is desired to describe in simulations the interactions of calcite with 

other species, Shen et al.246 fitted the Buckingham potentials to Lennard-Jones 

functional forms by reproducing the hydration energies of calcium and carbonate ions, 

allowing simulations with salts dissolved in water to be performed. 

4.2 Simulation Methods and Algorithms 

4.2.1 Force fields 

The calcite surface was obtained from a calcite crystal terminated at the 101←4 plane.225 

In this model, calcium and carbon atoms were kept rigid, while the oxygen atoms were 

allowed to move. The rigid simple point charge extended (SPC/E)247 and Joung-

Cheatham (JC)248 force fields were used to describe water and monovalent (NaCl and 

KCl) ions, respectively. Electronic Continuum Correction (ECC) forcefields developed 

for magnesium249 and chloride250 ions were applied to describe MgCl2. These force 

fields were developed consistently with the SPC/E model of water. Standard force 

fields using full charges to describe divalent ions do not capture accurately ion pairing 

in aqueous solutions and overestimates the strength of ion-ion interactions with 

respect to ion-water interactions.251,252 ECC forcefields scale the charges of all 

multivalent ions by the inverse square root of the electronic part of water dielectric 

constant and reduce the radius of each ion to achieve the required ion-water 

distances.249,253 This method improves the description of the structure of the 
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multivalent ions in electrolyte solutions significantly compared to standard 

approaches.249-251 In the development of the force field by Xiao et al.,244 the 

transferable intermolecular potential three-point model (TIP3P)254 was used to treat 

water. TIP3P is part of the CHARMM simulation package, and it is often used in 

simulations of biological systems.255 In a prior investigation, the structure of SPC/E 

water on the model of calcite described by the Xiao et al.244 was very similar to that 

obtained when the TIP3P water model is used.229 Further, when combined with SPC/E 

water, the JC force field gives reasonable results for the solubility of NaCl in water at 

ambient temperature, compared to experimental values.256 Therefore, the SPC/E 

water model was chosen here. 

In these simulations, dispersive forces were modelled by the 12-6 Lennard-Jones (LJ) 

potential and electrostatic forces were considered for non-bonded interactions. The 

cut-off distance for all interatomic interactions was set at 12 ¡. The particle mesh 

Ewald (PME)86 method was applied for long-range electrostatic interactions. The 

Lorentz-Berthelot mixing rule257 was applied for the calculation of the LJ parameters 

for unlike atoms. 

4.2.2 Simulation Setup 

 An illustration of the simulation box is presented in Figure 4.1. The simulation box was 

periodic in the three directions, and it contained a thin film of fluid on a slab of calcite. 

The initial configuration consists of 14,000 water molecules placed on the calcite 

surface. The x, y and z dimensions of the simulation box were 97.14, 90.0, and 158.9 

¡, respectively. In the simulations, the calcite substrate, with a thickness of 14.1 ¡, 

was placed parallel to the x-y plane. The number of salt ions inserted was adjusted to 

vary the concentration between 1ï3 M. These concentrations are below the solubility 

limit for the various simulated electrolytes at ambient conditions.249,256,258-260 The 

thickness of the aqueous film on calcite was 45ï50 ¡, depending on composition. The 

remaining space in the z direction, above the film, was left empty. The dimensions of 

the box and the relatively large amount of water included in the simulations were 

chosen to ensure that the periodic boundary conditions did not affect the results, and 

to allow for establishing óbulk-likeô water in the middle of the thin film, whose properties 

differ from those of the two interfacial regions (solid-liquid and liquid-gas), respectively. 
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4.2.3 Algorithms 

The simulations were carried out with the packages GROMACS (version 5.1.4) 193,194 

and LAMMPS (version 20180818),261 using the canonical NVT ensemble. GROMACS 

is fast software with a more common input data format than LAMMPS. However, 

GROMACS does not allow the combination of LJ potentials and Buckingham 

potentials. LJ interaction potentials were applied in the force fields used to describe 

water and salts. However, in the calcite force field developed by Raiteri et al.,245 the 

interatomic interactions in calcite were described as Buckingham potentials while the 

interactions between calcite and water were described as LJ interactions. To 

effectively combine the LJ and Buckingham potentials, simulations with the calcite 

force field proposed by Raiteri et al.245 were carried out on LAMMPS because the 

software allows this.  

The temperature was maintained at 298 K by implementing the Nos®-Hoover 

thermostat 94,95 with a relaxation time of 100 fs. The SETTLE algorithm85 was used to 

keep bonds and angles within the water molecules fixed. The total simulation time was 

60 ns. The system was considered equilibrated when the atomic densities stabilised, 

and both energy and temperature of the system remained within 10% of their average 

values. The last 2 ns of the simulations were used for production. Each simulation was 

repeated twice to increase reliability. 

 

 

 

Figure 4.1. Representative simulation snapshots of the initial configuration of the 

system (a) and (b) and top view of the calcite substrate surface (c). Ca = purple; C = 

cyan; O = red; H = white; Na, K, Mg = yellow; Cl = blue. 
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4.3 Results and Discussion 

4.3.1 Atomic Density Profiles 

The atomic density distributions of oxygen and hydrogen atoms of water molecules, 

as well as those of cations (Na+, K+, and Mg2+) and Cl- at different salt concentrations 

were calculated as a function of the perpendicular distance (z) from the calcite surface. 

The top plane of calcium atoms was used as the reference point (z = 0). The results 

shown in Figure B.1 in Appendix B indicate that the density profiles in the z direction 

do not depend significantly on the cation and salt concentration, thus only the atomic 

density profiles obtained at 2 M salts concentration are presented for brevity. The 

atomic density distribution of water oxygen (solid red line) and water hydrogen (broken 

brown line), monovalent (Na+ and K+) cations (solid blue line) and Cl- ions (solid green 

line) for systems with 2 M NaCl and 2 M KCl are provided in Figure 4.2. 

The density profile for oxygen atoms shows the formation of four hydration layers near 

the surface, with two distinct layers at distances 2.5 and 3.5 ¡, respectively. The first 

hydration layer contains approximately 15% (55) more water molecules than the 

second layer, indicating that a large number of water molecules accumulate near the 

surface. The results are in agreement with previous molecular dynamics studies of 

interfacial water on calcite,227 as well as with experimental X-ray reflectivity data.228 

The first three peaks in the hydrogen atomic density profile appear at 2.5, 3.1 and 3.9 

¡, respectively. Comparing the intensities and widths of hydrogen and oxygen density 

peaks suggests that most water molecules in the first hydration layer maintain one of 

the OH bonds either parallel to or pointing away from the surface. The second water 

oxygen peak at 3.5 ¡ is accompanied by water hydrogen peaks at 3.1 and 3.9 ¡. This 

suggests some of the water molecules in the second hydration layer have some of 

their OH bonds pointing towards the calcite surface, while others point away from it.  
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Figure 4.2. Atomic density profiles along the z direction, vertical from the surface, for 

(a) water and salt ions at 2 M NaCl (b) water and salt ions at 2 M KCl. The reference 

(i.e., z = 0) is defined by the z-position of the plane of the top calcium atoms on the 

calcite surface. These simulations were conducted using the force field proposed by 

Xiao et al.244 to describe calcite and they were conducted at 298 K.  

 

The Na+ density profile in Figure 4.2 (a) shows a pronounced peak at 3.1 ¡ in between 

the first and second hydration layers. This peak is closer to the second hydration layer 

than the first, suggesting stronger interactions between the Na+ ions and the water 

molecules in the second layer than with water in the first hydration layer. This could 

also be due to the strong interactions between calcite and water molecules in the first 

hydration layer, making it more difficult for salts to penetrate the first hydration layer. 

By comparison, the K+ ion profile in panel (b) is characterised by a peak at 3.3 ¡. Due 

to their larger ionic radius, K+ ions adsorb 0.2 ¡ further from the surface compared to 

Na+. The Na+ and K+ peaks are close to the surface, as observed in Figure 4.2 (a) & 

(b), whereas the Cl- peaks are less dense and are found further from the surface at 

5.1 ¡. These results, as highlighted from simulation snapshots in Figure 4.3 (a) & (b), 

suggest that the ions form an EDL on the surface, with Na+ and K+ ions in the Stern 

layer and Cl- ions in the diffuse layer. It is worth noting that in all the density profiles, 

as the distance from the surface becomes greater than 10 ¡, smooth bulk water/salt 

density profiles are observed, reflecting the uniform salt concentration expected in bulk 

water. 
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Figure 4.3. Simulation snapshots illustrating the electrical double layer (EDL) formed 

by aqueous NaCl (a), KCl (b) and MgCl2 (c) ions on calcite. Ca = purple; C = cyan; O 

= red; Na = yellow; K = grey; Mg = green; Cl = blue. Water molecules are present but 

are not shown for visualisation purposes. The simulations were conducted using the 

force field proposed by Xiao et al.244  

 

The density profiles in the system with 2 M MgCl2 are reported in Figure 4.4. Despite 

being the smallest ion in the study, the profile for Mg2+ is characterised by a wider peak 

~ 5.3 ¡ from the surface, where it is almost fully hydrated, due to its high charge 

density. This means most of the Mg2+ ions maintain their strong hydration shells and 

remain further from the surface, as a result of strong interactions with water. In 

addition, both the density profiles in Figure 4.4 and the simulation snapshot in Figure 

4.3 (c) show that Mg2+ and Cl- ions occupy the same layer. The results indicate that 

monovalent ions have stronger interactions with calcite, as suggested by the formation 

of inner-sphere complexes of Na+ and K+ ions at the calcite-water interface while Mg2+ 

ions adsorb as outer-sphere complexes. These results highlight the importance of a 

balance between ion hydration and ion-surface interactions in determining the salt ions 

distribution near the calcite-water interface.  
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Figure 4.4. Atomic density profiles along the z direction, vertical from the surface, for 

water and salt ions at 2 M MgCl2. The reference (i.e., z = 0) is defined by the z-position 

of the plane of the top calcium atoms on the calcite surface. These simulations were 

conducted using the force field proposed by Xiao et al.244 to describe calcite and they 

were conducted at 298 K. 

 

The results discussed so far were obtained using the force field proposed by Xiao et 

al.244 to describe calcite. Figure 4.5 provides a comparison of the oxygen and 

hydrogen density profiles obtained when the force field developed by Raiteri et al.245 

is implemented instead. There is a slight difference in the predicted structure of water. 

The first two hydration layers in the system simulated using the Buckingham potentials 

proposed by Raiteri et al.245 to describe calcite are less dense and found at ~ 2.15 and 

3.25 ¡, respectively, from the calcite substrate whereas the peaks in the density profile 

for hydrogen atoms are at ~ 2.35 and 3.05 ¡, respectively. When the fitted LJ 

parameters developed by Shen et al.246 are applied instead of the Buckingham 

potential, the peaks of the first and second hydration layers are located at 2.15 and 

3.45 ¡, respectively, and their intensity changes somewhat as well, suggesting that 

the LJ parameterisation does not fully reproduce the properties of interfacial water on 

calcite as described by the potential proposed by Raiteri et al.245 There is also a 

difference in the directions of the OH bonds depending on the force field implemented. 

Specifically, when the force field of Raiteri et al.245 and Shen et al.246 are implemented, 

the results suggest the water molecules in the first hydration layer point their OH bonds 

away from the calcite substrate. In contrast, they predict some of the water molecules 
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in the second hydration layer adopt a hydrogen-down orientation, while the others 

project their hydrogen atoms away from the surface. The experimental X-ray 

reflectivity data224,228 only provide the position of the hydration layers, as identified by 

the position of the absorbed layer of the oxygen atoms of water on calcite. Within the 

uncertainty of both experiments and simulations, the experimental data do not allow 

us to discriminate whether the force field of Xiao et al.,244 or that of Raiteri et al.,245 is 

more reliable for predicting the structure of interfacial water. In comparing the Na+ 

density profile from both force fields (Figure B.2 in Appendix B), we observe that the 

force field of Raiteri et al.245 leads to a peak ~ 0.2 ¡ closer to the surface and 

approximately five times denser than that proposed by Xiao et al.244 This could be due 

to a strong difference in terms of electric double layer forces exerted by calcite wetted 

by concentrated brines. 

 

Figure 4.5. Atomic density profiles along the z direction, vertical from the surface, for 

oxygen atoms (a) and hydrogen atoms (b) of water molecules in systems with no salt. 

These results were obtained from simulations in which calcite is described by the force 

field developed by Xiao et al.244 or Raiteri et al.245 The top plane of calcium atoms on 

the calcite surface was used as the reference (z = 0). The simulations were conducted 

at 298 K. 

 

4.3.2 Planar Density Distributions 

To relate the structure of interfacial water to the properties of the solid substrate, 

surface density distributions of water oxygen and hydrogen atoms within the first two 

hydration layers were computed within the x-y plane parallel to the surface, at different 

salt concentrations. In the simulations conducted with the force field of Xiao et al.,244 
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the positions of the hydration layers are identified from the peaks in the atomic density 

profiles of oxygen atoms in Figure 4.2 and Figure 4.4. The first hydration layer is 

located at ~ 2.9 ¡ from the surface; the second hydration layer is located at ~ 3.9 ¡. 

For clarity, only results for systems with no salts and 2 M salt concentrations are 

shown. The results presented in Figure 4.6 show the preferential distribution of oxygen 

atoms, with well-defined areas of very high densities, in the first and second hydration 

layers. The oxygen atoms in the first hydration layer manifest a somewhat more 

organised structure than those in the second hydration layer, evident from the slightly 

more concentrated areas of high water densities. This could be attributed to the 

stronger interactions of water molecules with the calcite substrate. Adding NaCl and 

KCl ions leads to a distortion in the arrangement of water molecules in the hydration 

layers. As highlighted by the circles in panels (f) and (g), the effect is somewhat more 

pronounced in the second layer than in the first, confirming stronger interactions 

between Na+ and K+ ions with water molecules in that layer, as suggested by the 

atomic density profiles (Figure 4.2). The presence of divalent Mg2+ ions produces no 

significant difference in the surface distribution of water oxygen, consistent with the 

density profiles shown in Figure 4.4, which suggests Mg2+ ions accumulate further 

from the surface compared to Na+ and K+ ions.  

 

 

Figure 4.6. Surface density distributions of water oxygen atoms in the first (panels 

(a) ï (d)) and second (panels (e) ï (h)) hydration layers on calcite for systems with 

no salts (panels (a) and (e)), 2 M NaCl (panels (b) and (f)), 2 M KCl (panels (c) and 
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(g)) and 2 M MgCl2 (panels (d) and (h)). The simulations were conducted using the 

force field of Xiao et al.244 to describe calcite. The colour bar expresses density in the 

units of 1/¡3. The black circles highlight regions where the water structure is affected 

by the salt ions (see text for details). 

 

In Figure 4.7, the positions of the atoms on the top plane of the surface are compared 

with the planar density distributions of oxygen atoms for systems with no salts, in the 

first and second hydration layers (panels (a) and (b), respectively). The results suggest 

the calcium atoms on the substrate provide adsorption sites for water molecules in the 

first hydration layer, which is consistent with the observations reported by Zhu et al.227 

in their study of aqueous biomolecules near calcite. In the second layer, however, 

oxygen atoms seem to accumulate in regions corresponding to the planar location of 

the carbon atoms of the carbonate ions in calcite. The configuration of water molecules 

in the second hydration layer interacting with the surface C atoms is highlighted in 

panel (c) of Figure 4.7. 

 

 

Figure 4.7. Simulation snapshots of the adsorption of oxygen atoms of water in the 

first (a) and second (b) hydration layers on the calcium atoms of calcite and 

interactions between water in the second hydration layer and carbonate ions. Ca = 
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purple; O = red; C = cyan; H = white. These simulations were conducted using the 

force field proposed by Xiao et al.244 

 

The positions of the first and second layer of hydrogen atoms, as identified in Figure 

4.2, are ~ 2.7 ¡ and 3.5 ¡ from the surface, respectively. Figure 4.8 shows that the 

arrangement of the hydrogen atoms is less organised compared with that of the 

oxygen atoms, with the hydrogen atoms in the second layer presenting a more uniform 

planar distribution than those in the first hydration layer. As the salinity increases, there 

is greater distortion of the planar distribution, as highlighted by areas with little to no 

hydrogen atoms. KCl clearly causes greater disruption in the arrangement of water 

molecules than NaCl, as observed by the increased number of areas with no oxygen 

and hydrogen atoms, which is consistent with the observations reported by Marcus,262 

according to whom K is more of a óstructure breakerô than Na. In the presence of Mg2+, 

we observe little difference in the surface distribution of water oxygen and hydrogen 

atoms compared to when no ions are present in the system, in agreement with the 

vertical density profiles shown in Figure 4.4.  

 

Figure 4.8. Surface density distributions of water hydrogen atoms in the first (panels 

(a) ï (d)) and second (panels (e) ï (h)) hydration layers on calcite for systems with no 

salts (panels (a) and (e)), 2 M NaCl (panels (b) and (f)), 2 M KCl (panels (c) and (g)) 

and 2 M MgCl2 (panels (d) and (h)). The simulations were conducted using the force 

field proposed by Xiao et al.244 to describe calcite. The colour bar expresses density 

in the units of 1/¡3. 
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The disparity between the results of the planar density distributions predicted by the 

two force fields applied to model calcite was calculated. It should be noted that the 

Raiteri et al.245 force field yields first and second hydration layers at ~ 2.65 ¡ and 3.85 

¡, respectively whereas the first of two layers from the hydrogen atom density profile 

is located at ~ 2.75 ¡ and 3.35 ¡ from the surface. In the results shown in Figure 4.9, 

positive values correspond to the positions where the force field proposed by Xiao et 

al.244 predicts higher densities than that of Raiteri et al.,245 while the opposite holds for 

negative values. In general, the force field of Raiteri et al.245 leads to different structure 

of water on the first and second layers, although it should be recognised that the planar 

distributions of Figure 4.9 show that, in most of the interfacial area, the atomic densities 

predicted by the two force fields are very similar. 

To complement these planar density profiles results, In Figure B.3, the surface density 

distributions of oxygen and hydrogen atoms in the second hydration layer for pure 

water and 2 M NaCl systems when calcite is represented by the Raiteri et al.245 force 

field are presented. The focus is on the second hydration layer because the simulation 

results suggest that the ions accumulate in its proximity. The results suggest that the 

presence of 2 M NaCl ions has a more profound effect on interfacial water when the 

force field proposed by Raiteri et al.245 is implemented, as observed from the difference 

compared to the results obtained in Figure 4.6 (panel f), when the Xiao et al.244 force 

field is used. This is probably because the Raiteri et al.245 force field predicts a 

substantially larger accumulation of Na+ ions near calcite compared to the Xiao et al.244 

force field (see Figure B.2). 
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Figure 4.9. Difference in surface density distributions from simulations carried out 

implementing the force fields by Xiao et al.244 and Raiteri et al.245 to describe the water-

calcite interactions. The results are shown for water oxygen (panels (a) and (b)) and 

hydrogen (panels (c) and (d)) atoms in the first (panels (a) and (c)) and second (panels 

(b) and (d)) hydration layers. The colour bar expresses density in the units of 1/¡3. 

 

4.3.3 Radial Distribution Functions 

The radial distribution function (RDF) is used to quantify the structure of interfacial 

water. In Figure 4.10, the in-plane oxygen-oxygen and hydrogen-hydrogen RDFs 

within the first two hydration layers are reported. The results are compared to those 

obtained for water molecules found at distances greater than 13 ¡ from the top plane 

of calcium atoms on the surface, which were considered representative of bulk water 

for the present study. The latter results are found to be similar to those reported from 

previous studies at ambient conditions.263-266 

The RDF results within the first two hydration layers are consistent with ordered 

structure, which is attributed to the interactions between water molecules in these 

layers and calcite. There is a small peak on oxygen-oxygen RDF for water in the 

second hydration layer at radial distance ~ 2.8 ¡, which is in the same position as the 

first peak observed for bulk water. In contrast, the first peak observed in the first 

hydration layer is close to 5 ¡, suggesting water molecules in this layer are not close 
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enough to form hydrogen bonds. The distance between the peaks observed in the 

RDFs corresponds approximately to the distance between the high-density areas 

observed in the planar density distribution of oxygen atoms shown in Figure 4.6. 

Although calcite clearly perturbs the water structure in the first two hydration layers, 

the results in Figure B.4 in Appendix B suggest that the radial density distributions do 

not depend strongly on the force field implemented to describe the solid substrate, nor 

on the cation types or on the overall salt concentration. The latter is because none of 

the ions simulated strongly perturbs the hydration layers, with Na+ and K+ only 

distorting, to a small extent, the second hydration layer. 

 

Figure 4.10. Oxygen-Oxygen (a) and Hydrogen-Hydrogen (b) radial distribution 

functions for water molecules in the first and second hydration layers, as well as in the 

bulk (>13 ¡) for systems with 2 M NaCl. These simulations were conducted using the 

force field proposed by Xiao et al.244 to describe calcite. The simulated temperature 

was 298 K. Similar results were obtained when the Raiteri et al.245 force field was used 

to describe water-calcite interactions. 

 

The RDFs for ions-oxygen atoms of water (OW) in the first and second hydration 

layers, as well as in the bulk are reported in Figure 4.11. The results clearly show that 

the interactions between water and Na+ ions in the second hydration layer are bulk-

like.267,268 Conversely, the RDF is highly distorted for the first hydration layer, 

presumably because the proximity to the calcite substrate affects the structure of water 

as well as its ability to interact with other species. The interactions of Na+ and oxygen 

atoms in the second hydration layer are bulk-like, whereas the RDFs between K+ or 

Mg2+ and water in the second hydration layer are similar to those obtained for the first 

hydration layer. The positions of the peaks in the RDF involving bulk water and KCl 



71 
 

agree with previous observations.267,269-271 The Mg-OW (bulk) RDF is also in 

agreement with previous studies.272,273  The solvation shell of Mg2+ is the tightest, as 

shown by the sharp peak at ~ 2.06 ¡, because of the three cations considered, it has 

the smallest ionic radius. The peaks of Na-OW and K-OW are at found at 2.31 ¡ and 

2.81 ¡, respectively. As the ionic radius of the cation increases, the peaks in the RDF 

are found at larger distances and are smaller and wider, suggesting that smaller ions 

are bound more strongly to water molecules than larger ions. In Figure B.5 (Appendix 

B), there is a slight difference in the radial distribution functions obtained from the 

implementation of the two force fields to describe water-calcite interactions.  

 

 

Figure 4.11. Radial distribution functions between water oxygen atoms and Na+ (a), 

K+ (b), and Mg2+
 (c) ions in the first and second hydration layers and bulk (>13 ¡) for 

systems with 2 M salts. These simulations were conducted using the force field 

proposed by Xiao et al.244 to describe calcite and they were conducted at 298 K. 

 

From the RDFs, the coordination number of Na+ ions in the first two hydration layers, 

as well as in the bulk were calculated by integrating the first peak on the relevant 

RDFs267: 
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(4.1) 

where ɟ is the average density, r is the radial distance, and R is the upper limit of the 

radial distance in the first peak of the RDF.  

 

The coordination number of one Na+ ion in the first and second hydration layers and 

in bulk water are presented in Table 4.1, which is consistent with literature data.267,268 

The coordination number of Na+ reduces slightly as the NaCl concentration increases. 

The higher hydration number in the first layer could be due to the increased number 

of water molecules in this layer and the lower number of Na+ ions, when compared to 

the second hydration layer. 

 

Table 4.1. Coordination number of Na+ in the first solvation shell of water in the first 

and second hydration layers and bulk (>13 ¡) for systems with 1 ï 3 M NaCl, 

conducted using the force field proposed by Xiao et al.244 to describe calcite. 

NaCl 

Molarity 

1st Layer 2nd Layer Bulk 

1 M 6.6 4.7 5.9 

2 M 6.5 4.7 5.7 

3 M 6.2 4.7 5.6 

 

 

The results provided in Table 4.2 show that K+ ions have the largest hydration number 

while Mg2+ has the smallest, which is consistent with other simulations.267,268,272 The 

force field by Raiteri et al.245 yields smaller hydration shells around Na+ compared to 

the outcome determined from Xiao et al.244 This could be due to the very dense layer 

of Na+ observed in Figure B.2. 
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Table 4.2. Coordination number of cations in the first solvation shell of water in the 

first and second hydration layers and bulk (>13 ¡) at 2 M. These simulations were 

conducted using the force field proposed by Xiao et al.244 and Raiteri et al.245 to 

describe calcite. 

 
1st Layer 2nd Layer Bulk 

Na+ 6.5 4.7 5.7 

K+ 6.7 3.9 6.9 

Mg2+ - - 5.6 

Na+ 

(Raiteri LJ) 

4.2 2.9 5.7 

 

 

4.3.4 Molecular Orientation 

The orientation of interfacial water molecules was quantified based on the angle (ɗ) 

between the water dipole moment and the vector perpendicular to the surface. Angles 

of 0Á and 180Á correspond to OH bonds pointing away from, and towards the surface, 

respectively. When the angle is 90Á, one of the OH bonds in a water molecule is 

projected away from the surface while the other is projected towards the surface. 

Figure 4.12 and Figure 4.13 present the probability distributions P[cos(ɗ)] for water 

molecules in the first and second hydration layers, which are compared to the results 

obtained for bulk water. Although the effects of ions were observed at 1ï3 M salts, only 

results for systems with no salts and 2 M salts are presented.  

The results for bulk water show a uniform distribution of orientation, while water 

molecules in the first two hydration layers show pronounced preferential orientations. 

When no salt is present, the results obtained from the two force fields implemented for 

the solid substrate are similar, although some differences are evident. When the force 

field by Xiao et al.244 is used, a pronounced peak near cos(ɗ) ~ 1, suggests the water 

molecules in the first hydration layer have a strong preference to form 10Á angles 

between their dipoles and the vector normal to the surface, corresponding to OH 

bonds pointing away from the surface. In this layer, oxygen atoms interact with calcium 

ions of calcite while hydrogen atoms from hydrogen bonds with oxygen atoms in the 

second hydration layer. The force field by Raiteri et al.245 and Shen et al.246 also predict 
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higher percentage of water in the first hydration layer having their dipoles ~ 45 ï 90Á 

to the surface normal. These results differ from those obtained for water at the 

interface with other substrates. For example, Argyris et al.217 predicted that water 

molecules near silica surface point some of their OH bonds towards the surface. The 

addition of NaCl and KCl (Figure 4.13) increases the probability of finding water 

dipoles at ~ 10Á to the vector normal to the surface and causes a reduction in the 

probability of water molecules maintaining their dipoles at angles ~ 47Á ï 90Á to the 

vector normal to the surface. 

In contrast, for both force fields, the probability distribution for the orientation of water 

in the second hydration layer is characterised by a wider peak at angles corresponding 

to ~ 110Á ï 120Á. At least one OH bond of water in this layer points slightly towards the 

surface to form hydrogen bonds with water in the first hydration layer and to interact 

with the carbonate ions of calcite. For the force field proposed by Xiao et al.,244 the 

addition of NaCl and KCl ions leads to a shift in the preferential orientation of water to 

a slightly smaller angle. The implementation of the LJ parameters proposed by Shen 

et al.246 yields more water molecules having their OH bonds pointing away from the 

surface as 2 M NaCl is added to the system. The difference in the molecular orientation 

within the two hydration layers suggests calcite strongly restricts the orientation of 

interfacial water especially within the first hydration layer.  

 

Figure 4.12. Orientation of water molecules displayed as probability distribution of the 

cosine of the angle for systems with no salts and 2 M NaCl simulated by implementing 
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the force field developed by Xiao et al.244, Raiteri et al.245 and Shen et al.246 to model 

calcite. The simulated temperature was 298 K. 

 

Figure 4.13. Orientation of water molecules displayed as probability distribution of the 

cosine of the angle for systems with no salts and 2 M NaCl, 2 M KCl and 2 M MgCl2, 

simulated with the force field developed by Xiao et al.244 to model calcite. The 

simulated temperature was 298 K. 

 

4.3.5 Hydrogen Bond Network 

To further evaluate the effects of salts on the structure of interfacial water, the 

hydrogen bond density profiles for water molecules as a function of the distance (z) 

perpendicular to the calcite surface, at various salt concentrations were computed. 

Following the geometric criterion defined by Marti,274 water molecules were considered 

hydrogen bonded if the distance between a hydrogen atom in one water molecule and 

the oxygen atom in another water molecule was less than 2.4 ¡, and the 

correspondent HīOĿĿĿO angle was less than 30Á. To calculate the hydrogen bond 

density profiles (Figure 4.14), the position of a hydrogen bond was taken as mid-

distance between the positions of the oxygen and hydrogen atoms in the hydrogen 

bond. 

There are three pronounced peaks evident in Figure 4.14 (a), with a reduction in the 

hydrogen bond densities as the concentration of NaCl increases. The density profiles 

discussed above (e.g., Figure 4.5) suggest that interfacial water yields four hydration 

layers, with the first two being well pronounced, and the latter two being less evident. 
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The hydrogen bond density profiles in Figure 4.14 (a) seem to confirm the presence 

of four hydration layers. In fact, the first peak at 3.1 ¡ suggests hydrogen bonds formed 

between water molecules in the first and second hydration layers or between water 

molecules within the second hydration layer. The second peak in the hydrogen bond 

density profiles, found at 3.9 ¡, is likely representative of hydrogen bonds between 

water molecules in the second and third hydration layers. The less intense peak at ~ 

6.3 ¡ indicates hydrogen bonds between the third and fourth hydration layers. Being 

third and fourth hydration layers not well pronounced, also the peak in the hydrogen 

bond density profile is less intense than those closer to the surface. At distances 

greater than ~ 10 ¡, the hydrogen bond density distribution becomes uniform, 

representative of bulk water.  

 

Figure 4.14. Density profiles of water-water hydrogen bonds along the distance 

perpendicular to the surface for systems with pure water and 1ï3 M NaCl (a) and 

number of hydrogen bonds per water molecule as a function of perpendicular distance 

from the surface for systems with pure water, 2 M NaCl, 2 M KCl and 2 M MgCl2 (b). 

The reference (i.e., z = 0) is defined by the z-position of the plane of calcium atoms on 

the calcite surface. These simulations were conducted using the force field proposed 

by Xiao et al.244 to describe calcite and at 298 K.  

 

The number of hydrogen bonds (HBs) per water molecule, as a function of distance 

(z) perpendicular to the calcite surface were calculated to compare the effects of 

cations and the force field implemented to describe calcite on the hydrogen bond 

network. The results in Figure 4.14(b), from the implementation of the force field of 

Xiao et al.,244 show the number of hydrogen bonds per water molecule in the first and 

second hydration layers do not vary significantly with the type of cations in the system, 
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in comparison to the bulk. The average number of hydrogen bonds per water 

molecules in the first two hydration layers and the bulk are presented in Table 4.3. 

While there is a reduction in the number of hydrogen bonds per water in the first and 

second hydration layers upon the addition of ions, Mg2+ ions reduce the number to a 

lesser extent due to most of the ions being found further from the surface, as observed 

in Figure 4.4. In bulk water, there are approximately 3.53 hydrogen bonds per water 

molecule in the pure water system, consistent with literature values.275-277 This value 

reduces to ~ 3.04, 3.01 and 2.75 in systems with 2M K+, Na+ and Mg2+, respectively. 

Although similar trends in the hydrogen bonds were observed from the force field of 

Raiteri et al.,245 there are lower number of hydrogen bonds per water molecules in the 

first and second hydration layers, for pure water and 2 M NaCl systems, consistent 

with the force field proposed by Raiteri et al.245 showing a dense layer of Na+ ions 

closer to the surface.  

 

Table 4.3. Number of hydrogen bonds per water molecule in the first and second 

hydration layers, and bulk, for systems with pure water, 2 M NaCl, 2 M KCl and 2 M 

MgCl2. These simulations were conducted using the force field proposed by Xiao et 

al.244  and Raiteri et al.245  to describe calcite and at 298 K. 

 
Pure 

water 

2 M 

NaCl 

2 M 

KCl 

2 M 

MgCl2 

Pure water 

(Raiteri LJ) 

2 M NaCl 

(Raiteri LJ) 

1st Layer 1.71 1.40 1.37 1.53 1.61 0.99 

2nd 

Layer 

3.01 2.64 2.57 2.78 2.83 2.39 

Bulk 3.53 3.01 3.04 2.75 3.53 3.01 

 

 

To achieve a better understanding of the interactions of water with the calcite surface, 

hydrogen bonds between hydrogen atoms in water and oxygen atoms in the 

carbonates of calcite were quantified following Wolthers et al.276 Table 4.4 shows that 

most water molecules do not form hydrogen bonds with the carbonate surface 

considered here and that the number of hydrogen bonds is higher in the second 

hydration layer than the first, which is consistent with the orientation of water in these 
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layers. The presence of ions reduces the number of hydrogen bonds formed, with KCl 

having the biggest impact in the first hydration layer while NaCl affects the hydrogen 

bonds in the second layer. In the implementation of the force field developed by Raiteri 

et al.,245 carbonates form more hydrogen bonds with water in the first hydration layer 

but less with water in the second layer.  

 

Table 4.4. Number of hydrogen bonds formed with oxygen atoms of surface carbonate 

groups, per water in the first and second hydration layers, for systems with pure water, 

2 M NaCl, 2 M KCl and 2 M MgCl2. These simulations were conducted using the force 

field proposed by Xiao et al.244  and Raiteri et al.245  to describe calcite and at 298 K. 

 
Pure 

water 

2 M 

NaCl 

2 M 

KCl 

2 M 

MgCl2 

Pure water 

(Raiteri LJ) 

2 M NaCl 

(Raiteri LJ) 

1st Layer 0.15 0.14 0.13 0.15 0.20 0.16 

2nd Layer 0.67 0.64 0.68 0.67 0.57 0.52 

 

4.3.6 Residence Times 

Residence autocorrelation functions CR(t) for water molecules have been used to 

describe the dynamical properties of interfacial water.278,279 CR(t) quantifies the 

average time water molecules remain continuously within a particular hydration layer. 

CR(t) for a given molecule starts at 1 if the molecule is in the hydration layer, and it 

remains at 1 as long as the molecule stays in the hydration layer. It decays to 0 when 

the molecule leaves the hydration layer. The algorithms are described in detail 

elsewhere.278-280  

The calculations suggest water molecules occupy the first hydration layer longer than 

water molecules in the second hydration layer. This is due to the interactions between 

water molecules in the first hydration layer and calcite, as previously observed. In fact, 

most water molecules did not leave the first hydration layer during the analysis. 

Therefore, the residence time decays for water molecules in the second hydration 

layer are investigated in detail to reveal the effects of NaCl concentration, cation type 

and the force field applied. The results shown in Figure 4.15 and Figure 4.16 reveal 

complex trends perhaps represented by 2 timescales. 
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With the force field proposed by Xiao et al.,244 at times less than ~ 14 ps, the rate of 

decay of CR(t) increases with NaCl concentration, indicating a smaller time constant 

as the NaCl concentration increases to 3 M. However, at times greater than ~ 14 ps, 

we observe slower CR(t) decay with increasing NaCl concentration. These results are 

consistent with those reported in the literature for the hydrogen bond dynamics of 

aqueous LiCl in the bulk.207 Analysis of the results suggests that the decay curves of 

the corresponding residence autocorrelation functions can be fitted to the sum of two 

exponential decay equations by least squares fitting281: 

ὅ ὸ ὃὩ  ὃὩ        

(4.2) 

where Ű1 and Ű2 are decay constants, and A1 and A2 are coefficients, which were 

arbitrarily set to 0.5 assuming that the two decaying functions have equal weight on 

the auto-correlation function.  

The values of the fitted time constants are displayed in Table 4.5.  

 

Figure 4.15. Residence autocorrelation functions CR(t) for oxygen atoms in the second 

hydration layer on the calcite surface. Results obtained for systems with pure water 

and 1ï3 M NaCl. Results were obtained from simulations conducted using the force 

field proposed by Xiao et al.244 to describe calcite. The simulations were conducted at 

298 K.  
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The effects of cations and that of the force field used to simulate calcite on CR(t) are 

analysed in Figure 4.16. The dynamics of water in 2 M NaCl and 2 M KCl are similar. 

For 2 M MgCl2, at all times considered, the dynamics of water in the second hydration 

layer is slower than that for pure water. Compared to Na+ and K+, Mg2+ yields the 

slowest dynamics at times less than ~ 25 ps. However, after this time, water in MgCl2 

shows the fastest dynamics. CR(t) for water in the systems when the Raiteri et al.245 

force field was implemented show similar trends of biexponential decay with increased 

NaCl concentration, however it is characterised by faster decay than Xiao et al.244 

through the whole timeframe considered. It is worth noting that the force field using 

original parameters from Raiteri et al.245 produce water with slower dynamics than in 

the implementation of LJ parameters from Shen et al.246 The bi-exponential decay 

constants for these systems are reported in Table 4.5. The differences in residence 

times as predicted by the two force fields could be used to discriminate which of the 

two force fields yields more realistic results, but unfortunately the correspondent 

experimental data are not available.  

 

Table 4.5. Time constants for bi-exponential fit for the residence autocorrelation 

function of water at 0ï3 M NaCl, 2M KCl and 2M MgCl2. The simulations were 

conducted at 298 K. 

Salt 

Concentration 

Ű1 (ps) Ű2 (ps) 

Pure Water 14.5 28.9 

1 M NaCl 12.4 35.6 

2 M NaCl 11.1 42.2 

3 M NaCl 9.8 46.9 

2 M KCl 11.1 42.5 

2 M MgCl2 15.6 34.1 

Pure Water 

(Raiteri LJ) 

6.5 

 

12.1 

2 M NaCl 

(Raiteri LJ) 

4.6 22.4 
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Figure 4.16. Residence autocorrelation functions CR(t) for oxygen atoms in the second 

hydration layer on calcite. Results obtained for systems with pure water, 2 M NaCl, 2 

M KCl and 2 M MgCl2 are compared. Solid lines represent results from simulations 

conducted using the force field proposed by Xiao et al.244 Dashed lines represent the 

results from the implementation of the force field by Raiteri et al.245 The simulations 

were conducted at 298 K. 

 

4.4 Conclusions 

Molecular dynamics simulations were conducted to investigate the role salts play on 

the interactions between calcite and interfacial water. The atomic density profiles, 

surface density distributions, radial distribution functions, hydrogen bond networks, 

and orientation of interfacial water molecules were determined to understand the 

structural properties of water for 0ï3 M NaCl, 2 M KCl and 2 M MgCl2. The dynamical 

properties of water were quantified in terms of the residence autocorrelation functions. 

Two force fields used to model calcite were compared for systems with pure water on 

the calcite surface. The results confirmed the formation of distinct hydration layers on 

the solid substrate. The addition of electrolytes had discernible effects on the surface 

density distributions, hydrogen bond network, and residence times, with the second 

hydration layer being affected more by the presence of salts than the first hydration 

layer. This could be due to the strong interactions between calcite and water, which 

make it more difficult for salts to perturb the first hydration layer. The effects of the 
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cations depend largely on the size of the cation. Two timescales in the residence times 

of water molecules were observed, which was quantified with a bi-exponential model. 

The hydration layers obtained from the implementation of the force field developed by 

Raiteri et al.245 are closer to the surface, with slightly different orientation. The most 

significant difference in the two force fields is the residence times of water, with the 

force field proposed by Xiao et al.244 yielding slower dynamics of interfacial water. The 

results presented here will provide a dataset on which to compare future experimental 

studies, towards the understanding of fundamental properties of relevance to large 

scale applications such as enhanced oil recovery or carbon sequestration. 
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CHAPTER 5: CO2 SOLUBILITY IN AQUEOUS ELECTROLYTE 

SOLUTIONS CONFINED IN CALCITE NANOPORES 

Geological CO2 sequestration in deep saline aquifers can play a key role in the 

successful mitigation of greenhouse gas emissions. Several conditions affect the 

solubility of CO2 in water, including temperature, pressure, pH, and salinity. The 

solubility trapping capacity of calcite is investigated in this chapter by determining the 

solubility of CO2 in water confined in slit-shaped calcite pores. The effects of NaCl and 

MgCl2 are also studied.  Adsorption energy calculations are performed to support the 

results. The material presented in this chapter was published in 2021 in volume 125, 

pages 12333ï12341 of The Journal of Physical Chemistry C. 

 

5.1 Introduction 

Dissolution of CO2 in saline aquifers is recognised as one of the viable options for 

subsurface storage of large quantities of CO2. The efficiency of dissolution depends 

on several conditions such as temperature, pressure, and ionic composition.282,283 

Salts can induce either salting-out or salting-in effects in relation to the reduction or 

increase, respectively, in the gas solubility. These effects, dependent on the ionic size 

and charge, are generally attributed to the difference in the interactions between ions 

and water in comparison to the gases and water. Several experimental studies 

reported that salts generally reduce solubility of CO2 in bulk water, with divalent ions 

having stronger effects than monovalent ions.284-289  

Ho and Ilgen290 used MD simulations to provide a different perspective on the origin 

of the electrolyte's effects on the solubility of CO2 in a bulk solution. They presented 

the free energy of dissolution (hydration energy) as the sum of the work required to 

form a cavity to accommodate the gas molecule and the interaction energy between 

CO2 and the solvent. Although increasing salinity leads to more negative interaction 

energies between CO2 and the aqueous solutions, they found that the formation of 

cavities is the main mechanism controlling CO2 dissolution. In particular, increasing 

the concentration of salts reduces the probability of cavity formation (which leads to 

salting out). They also reported that the magnitude of the interaction energies in 

solutions containing monovalent ions were lower than in those containing divalent 

ions, alluding to stronger interactions between CO2 and divalent ions. 
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It is also known that confinement affects solubility. Phan et al.291,292 employed MD 

simulations to study the methane solubility in water confined in silica, alumina and 

magnesium oxide (MgO) nanopores. They found higher solubility in confinement, 

which was related to the higher probability of ócavity formationô within confined water. 

Ho et al.293 reported over-solubility of CO2, N2, and CH4 in water confined in ZSM-5, 

MCM-41, and MIL-100 nanopores, compared to the bulk fluid. They attributed the 

extent of increase in solubility to the strong affinity of the gases for the solid, as well 

as to the polarizability of the gases. Other possible mechanisms leading to over-

solubility in systems with weak gas-adsorbent interactions are the presence of gases 

(solute) in regions of low solvent densities and the adsorption of gases at the gas-

liquid solvent interface of partially filled pores, which was found to affect the free 

energy of solvation. Diaz Campos et al.294 observed an enhancement in the solubility 

of methane in water confined in graphene pores and they reported that the solubility 

is very sensitive to the wettability of the pore walls. Luzar and Bratko295,296 also 

reported an increase in the solubility of CO2, O2, Ar and N2 in hydrophobic confinement. 

Pera-Titus et al.297 experimentally observed the increase in the solubility of H2 in 

CHCl3, CCl4, n-hexane, ethanol, and water when confined in ɔ-alumina, silica, and 

MCM-41. In contrast, Badmos et al.298 found that confinement reduces the solubility 

of hydrogen sulphide (H2S) in water confined in silica nanopores. It should be pointed 

out that in many molecular simulation studies, CO2, H2S and other species are not 

allowed to protonate upon dissolution in water, and that the mineral surfaces are not 

allowed to respond to system pH via protonation/de-protonation of their surface sites, 

which constitute approximations necessary because of the high computing cost 

required to account for such physical phenomena within the molecular models. The 

validity of these approximations can be assessed by comparing simulation results to 

experiments. For example, Liu et al.299 reported, through Monte Carlo simulations, that 

the prediction of CO2 solubility in water is within reasonable margins from experimental 

data. The deviations were linked to accuracy of the cross-term interaction parameters. 

Moreover, the concentration of H2CO3 and other species are at least two orders of 

magnitude smaller than the dissolved CO2 concentration.300,301 Gadikota et al.302 

documented, via simulations and experiments, the increase in the solubility of CO2 

and noble gases (Ne, Ar and Kr) in water confined within Na-montmorillonite clay 

nanopores. Similar observations were reported by Botan et al.303 in their study of CO2 

in water in Na-montmorillonite clay interlayers. Li et al.304 studied the solubility of CO2 
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in water confined in kaolinite nanopores and found CO2 under-solubility in hydrophilic 

pores and over-solubility in hydrophobic pores. On the hydrophilic face of kaolinite, 

water adsorbs strongly on the pore surfaces, preventing the adsorption of CO2. In 

hydrophobic pores, both CO2 and water can adsorb. This observation is consistent 

with observations reported by Tenney and Cygan,305 according to which CO2 can form 

a non-wetting droplet on the hydrophilic surface of kaolinite while both CO2 and H2O 

interact directly with the hydrophobic surface of the mineral. Li et al.306 found that CO2 

is generally more soluble in water confined in silica pores than in bulk and that solubility 

decreases as the concentration of NaCl and system pH increase. 

Despite the importance of depleted hydrocarbon reservoirs hosted by carbonate-

bearing formations, a possible target for geological carbon sequestration, there have 

been only a limited number of studies on the solubility of gases in water confined within 

these porous materials. To fill this knowledge gap, this chapter explores the influence 

of monovalent and divalent salts (NaCl and MgCl2) and pore width on the solubility of 

CO2 in water confined in calcite. Na and Mg salts are chosen because the simulation 

results in Chapter 4 suggest that they accumulate preferentially at different locations 

with respect to the hydrated calcite surface. The interpretation of a variety of 

experimental and molecular dynamics simulation data in the literature also suggests 

that NaCl is a óstructure breakerô, while MgCl2 is considered a óstructure makerô 

suggesting perhaps different effects on CO2 solubility in confined water.262,270,307-309 

The results are compared to bulk CO2 solubility in aqueous electrolyte solutions, as 

well as to literature results for CO2 solubility in water confined in other materials.  

5.2 Simulation Models and Methodology  

5.2.1 Confined Systems 

The calcite slab, with thickness 1.366 nm, was obtained from a calcite crystal 

terminated at the 101←4 plane.225 In this model, calcium and carbon atoms were kept 

rigid, while the oxygen atoms were allowed to vibrate. The slab was placed within the 

simulation box in an orientation parallel to the X-Y plane, with X and Y dimensions of 

the surface 9.714 x 9 nm2. The calcite pore was obtained by placing two calcite slabs 

at distances corresponding to the pore width. The distance between the top plane of 

calcium atoms in the bottom slab and the bottom plane of calcium atoms in the top 

slab was defined as the pore width. The Z dimensions of the simulation box were 
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4.732, 5.232, 5.532 and 5.732 nm for pores of width 2.0, 2.5, 2.8 and 3.0 nm, 

respectively. Note that the pore is in contact with the bulk reservoir along the Y 

direction, while it is infinite (because of periodic boundary conditions) along the X 

direction. The initial configuration of the confined system was created by placing 

enough water molecules and salt ions in the bulk region on both sides of the pore to 

fill it, with thin water films at the entrances of the pore (see Figure 5.1). CO2 molecules 

were then placed in the bulk region, to adsorb into the pore as the simulation 

progresses. At equilibrium, the CO2 molecules in the pore indicate the solubility in 

water. The compositions of all the systems studied are provided in Table 5.1. The 

simulations were performed under periodic boundary conditions in all three directions. 

However, the calcite slab was finite along the Y direction since the simulation box was 

elongated to 21 nm, to allow for unconfined (bulk) regions on either side of the slab, 

as illustrated in Figure 5.1. 

The Peng-Robinson equation of state (EOS) was applied to estimate the bulk pressure 

of the system from the density of CO2 outside the pore once equilibrium conditions 

were achieved. Note that the EOS was applied on the ópseudoô bulk values for these 

systems, hence it is believed to yield reasonable results. Moreover, the 

Peng-Robinson EOS and EPM2 force field both predict the thermodynamic properties 

of CO2 in good agreement with experimental values.310 Therefore, the EOS was used 

as a fast method for estimating the pressure, to avoid conducting additional 

simulations. The calculated pressures of each system are presented in Table 5.2. 

These values should be considered as estimates for the bulk phase pressure in 

equilibrium with the pore pressure. Because the generally accepted target depth for 

geological CO2 sequestration is set at ~ 800 m, the temperature and pressure 

conditions considered in this work are chosen to represent depths of about 1000 

meters in saline aquifers.311 To relate the pressure shown in Table 5.2 to CO2 

sequestration protocols, it might be beneficial to recall that the experimental bulk 

critical pressure and critical temperature for CO2 are 7.38 MPa and 304.21 K, 

respectively.312 The model implemented here to simulate CO2 yields critical pressure 

and critical temperature of 7.39 MPa and 304.04 K, respectively.313 
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Figure 5.1. Representative simulation snapshots of the calcite nanopore filled with 

water and NaCl or MgCl2 ions, with CO2 outside the pores in the bulk region. Ca = 

purple; C = cyan; O = red; H = white; Na, Mg = yellow; Cl = green. Water molecules 

are shown in blue. 

Table 5.1. Composition of the systems used in equilibration simulations within the 

configuration shown in Figure 5.1. These simulations were conducted at 303 and 323 

K. 

Salinity Pore width 
(nm) 

Number of molecules 

H2O CO2 Salt ions 
0 2 3400 1600 - 
0 2.5 4400 1800 - 
0 2.8 4760 1800 - 
0 3 5000 2000 - 

1.5 M NaCl 3 5000 2000 136 
1.5 M MgCl2 3 5000 2000 136 

 

 

Table 5.2. Bulk Pressures for all systems simulated at 303 K and 323 K. 

Salinity Pore width (nm) Pressure (MPa) 
303 K 323 K 

0 2.5 7.25 ± 0.01 10.43 ± 0.01 
0 2.8 7.22 ± 0.01 10.09 ± 0.02 
0 3 7.25 ± 0.01 10.5 ± 0.3 

1.5 M NaCl 3 7.25 ± 0.01 10.8 ± 0.1 
1.5 M MgCl2 3 7.24 ± 0.01 10.7 ± 0.15 

0 Bulk 6.84 ± 0.02 8.15 ± 0.15 
1.5 M NaCl Bulk 6.92 ± 0.01 8.44 ± 0.04 
1.5 M MgCl2 Bulk 6.94 ± 0.04 8.6 ± 0.25 

 

To analyse structural and transport properties of fluids confined within the various 

pores, the pore was rendered infinite by removing the unconstrained (bulk) regions 
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from the final configuration of the system at equilibrium and implementing periodic 

boundary conditions in all directions. For these systems, the resultant dimensions of 

the simulation system were equal to those of the calcite pore. The compositions of the 

systems presented in Table 5.3 reflect the composition of the pore fluid at equilibrium. 

 

Table 5.3. Composition of confined calcite systems simulated at 303 K and 323 K. 

Salinity Pore 
width 
(nm)   

Number of molecules 

303 K 323 K 
H2O CO2 Salt 

ions 
H2O CO2 Salt ions 

0 2.5 3466 4 - 3453 3 - 
0 2.8 3790 13 - 3784 11 - 
0 3 4013 23 - 4013 23 - 

1.5 M NaCl 3 3929 21 106 3892 16 105 
1.5 M MgCl2 3 3792 22 103 3761 21 102 

 

 

5.2.2 Pseudo Bulk Systems 

To compare the solubility of CO2 in confined fluids to that predicted in the bulk, 530 

water molecules were placed in a 2 x 4 x 2 nm3 simulation box. 14 salt ions were 

added to achieve the concentration of 1.5 M. Replicating the confined systems 

simulations, 200 CO2 molecules were placed on either side of the aqueous film, to 

increase the length of the slab in the y-direction to 12 nm (see Figure 5.2). The bulk 

pressure was estimated with the Peng-Robinson EOS, applied to the properties 

(density, temperature, and composition) of the pseudo bulk phases. To analyse 

structural and dynamical properties of CO2 and water in the bulk, additional 

simulations were conducted in the absence of water-CO2 interfaces. The composition 

of these bulk liquid simulations, shown in Table 5.4, was determined from the 

equilibrated systems used to estimate CO2 solubility in bulk. 
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Figure 5.2. (a) Initial and (b) final configurations for the pseudo-bulk systems. C = 

cyan; O = red; H = white; Na, Mg = yellow; Cl =green. Water molecules are shown in 

blue.  

 

Table 5.4. Composition of simulated bulk systems. 

Salinity Number of molecules  

303 K 323 K 

H2O CO2 Salt 
ions 

H2O CO2 Salt 
ions 

0 2112 38 - 2112 35 - 
1.5 M NaCl 2041 19 55 2029 16 55 
1.5 M MgCl2 1939 17 53 1920 16 52 

 

 

5.2.3 Force fields 

The calcite surface was described using the force field developed by Xiao et al.244 The 

rigid simple point charge extended (SPC/E)247 and Joung-Cheatham (JC)248 force 

fields were used to describe water and NaCl, respectively. Electronic Continuum 

Correction (ECC) forcefields developed for magnesium249 and chloride250 ions were 

used to describe MgCl2. This forcefield improves significantly the description of the 

structure of the multivalent ions in electrolyte solutions compared to standard 

approaches.249-251 It should be noted that these force fields were developed 

consistently with the SPC/E model of water. 
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For CO2, the EPM2 model with bond stretching and angle bending from Cygan et al.314 

was used. In comparison to rigid models, including flexibility improves the predictions 

of the interfacial and thermodynamic properties and correctly predicts the vibrational 

spectra of CO2.314-316 Cygan et al.314 found that the CO2-water radial distribution 

functions from simulations are consistent with literature. In addition, incorporating 

flexibility allows for better prediction of CO2 diffusion coefficients in water, when 

compared with experiments.317 

In the simulations, following conventional protocols, dispersive and electrostatic forces 

were modelled by the 12-6 Lennard-Jones (LJ) potential and the Coulombic potential, 

respectively. The LJ parameters for unlike atomic interactions were obtained using the 

Lorentz-Berthelot mixing rule.257 The cut-off distance for all interatomic interactions 

was set to 12 ¡; long-range electrostatic interactions were calculated using the particle 

mesh Ewald (PME) method.86  

5.2.4 Approximations 

 It should be noted that the atomistic models implemented in this work are not allowed 

to dissociate nor protonate. Therefore, CO2 does not yield carbonic acid nor 

bicarbonate when dissolved in water, and the system pH does not change during the 

simulations. The fact that aqueous solutions containing MgCl2 are slightly more acidic 

than those containing NaCl, whose pH is 7, is also not taken into consideration. The 

mineral surface is not allowed to react with water, and the system composition is 

maintained below the saturation limit of the NaCl and MgCl2 salts, as necessary since 

the possibility of the formation of carbonate salts is not considered.249,256 

5.2.5 Algorithms 

The simulations were conducted with the GROMACS (version 5.1.4)193,194 package in 

the canonical NVT ensemble. The temperature of each system was maintained at 303 

K or 323 K using the Nos®-Hoover thermostat94,95 with a relaxation time of 100 fs. The 

SETTLE algorithm318 was used to keep bonds and angles within the water molecules 

fixed. The confined systems were equilibrated for 200 ns to increase the reliability of 

the results. Subsequently, production runs of 10 ns were conducted to obtain the 

density profiles of molecules in the system. The CO2 densities in the pore oscillated 

around constant values and both energy and temperature of the system remained 

within 10% of their average values, confirming equilibrium was achieved. For further 
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analysis, the pore was rendered infinite and equilibrated for 50 ns with the last 4 ns 

used for data analysis. The pseudo-bulk and bulk systems were equilibrated for 60 ns, 

followed by a production run of 4 ns. 

5.3  Results and Discussion 

5.3.1 Atomic Density Profiles 

The atomic density profiles for oxygen atoms of water molecules (OW), carbon atoms 

of CO2 (C), and the centre of the spherical ions (Na+, Mg2+, Cl-) were computed along 

the z direction, perpendicular to the calcite surface. The centre of the pore corresponds 

to the point z = 0. 

The OW and C atomic density distributions within the 3 nm calcite pore are presented 

in Figure 5.3 (a). The density profile for water does not change significantly at the two 

temperatures considered, thus, only one profile is shown for clarity. The results reveal 

the formation of four hydration layers on each surface, with two distinct peaks at 

distances corresponding to 2.35 ¡ and 3.25 ¡ from the calcite substrate. The densities 

of these peaks show that a large number of water molecules accumulate near the 

calcite surface. In comparison, the C density profile in the 3 nm calcite pore is 

characterised by a single, less pronounced peak at ~ 6.15 ¡ from the surface, which 

is in between the third and fourth hydration layers. As a result of the strong interactions 

between the calcite surface and water, CO2 cannot adsorb any closer to the substrate. 

Compared to the density profile of CO2 at 303 K and 7.24 MPa, at 323 K (~10 ï 11 

MPa), there is a slight reduction in the density of CO2 adsorbed in the pore, suggesting 

a reduction in the solubility of CO2 in water as the temperature increases. Similar 

calculations were made for fluids in 2.5 nm and 2.8 nm pores, with the results provided 

in Figure 5.3 (b) and Figure 5.3 (c). The density profile for oxygen atoms of water in 

both pores are consistent with the results obtained in the 3 nm calcite pore, showing 

that the hydration structure in the pore is unaffected by a reduction in the pore width 

from 3 nm to 2.5 nm. For CO2, while the profile remains qualitatively similar as the 

pore width changes, there is a reduction in the density as the pore size is reduced. 
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Figure 5.3. Atomic density profiles along the z direction, vertical from the surface, for 

oxygen atoms of water (OW, black line) and carbon atoms of CO2 (C) at temperatures 

303 K (red line) and 323 K (blue dotted line), in the (a) 3 (b) 2.8 and (c) 2.5 nm wide 

calcite pores. 

 

To assess the effects of salt ions on the solubility of CO2, the density profiles of fluids 

and ions in the 3 nm calcite pores with NaCl and MgCl2 are reported in Figure 5.4 (a) 

& (b). Because, within the conditions chosen here, temperature has no significant 

effect on the density profiles of water oxygen and salt ions, only one profile for each 

component is shown. The addition of salts is found to not affect the water density 

profile significantly. The density profile of Na+ ions shows strong ion adsorption at 

2.85 ¡ from the surface, between the first and second hydration layers. Because of 

their strong hydration shells, the first peak for Mg2+ ions is found further away from the 

surface at 5.05 ¡. Cl- ions in systems with NaCl adsorb at 4.85 ¡, to form an electric 

double layer (EDL) with the Na+ ions. In systems with MgCl2, the first peak of the Cl- 

ion density profile is in the same layer as Mg2+ ions. 

In the presence of NaCl ions, in Figure 5.4 (c), there is a reduction in the number of 

CO2 adsorbed in the pore, as shown by the reduction in the density of CO2 in the 
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middle of the pore. While in systems with NaCl, the density of the single density peak 

representative of CO2 is unchanged, in the presence of MgCl2, there is an increase in 

the density of CO2 in the pore. This could be due to electrostatic interactions between 

Mg2+ ions around the CO2 layer and oxygen atoms of CO2.  

 

Figure 5.4. (a) Density profiles of NaCl and MgCl2 ions throughout the pore, (b) 

Enlarged density profile showing half of the pore to highlight the distributions of 

atoms/ions on the surface and (c) Carbon atoms of CO2 along the direction 

perpendicular to the 3 nm calcite surface. The simulations were conducted at 323 K. 

 

5.3.2 CO2 Solubility  

The solubility of CO2 in confined water is quantified as the ratio of the number of CO2 

molecules adsorbed to that of water molecules present in the pore291,293,298: 

ὛέὰόὦὭὰὭὸώ
ὔόάὦὩὶ έὪ ίέὰόὦὭὰὭίὩὨ άέὰὩὧόὰὩί

ὔόάὦὩὶ έὪ ίέὰὺὩὲὸ άέὰὩὧόὰὩί
 

(5.1) 
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To account for the effects of pore entrances, 1 nm from either side of the pores was 

excluded in the analysis. The solubility of CO2 in bulk water was also calculated 

following the same procedure. The results, presented in Table 5.5 and Table 5.6, show 

that the solubility of CO2 in confined water is lower than the corresponding solubility in 

bulk water, and decreases as the width of the pore gets narrower. The uncertainty was 

estimated by applying the standard error calculation method. In the 3 nm pore, the 

solubility of CO2 is almost three times lower than that in the bulk, suggesting that 

solubility decreases as pore width decreases. For the simulations with 2 nm calcite 

pores, after 200 ns, there was no CO2 present in the pore, suggesting that CO2 

solubility is negligible at these conditions. This was unexpected, given that CO2 is 

soluble in bulk water and that several reports in the literature highlight conditions at 

which various gases are more soluble in confined water than they are in bulk water.291-

293,295-297,304,319,320 This result can be attributed to the high water density in the first two 

hydration layers on calcite, and to the fact that dissolved CO2 seems to accumulate 

further from the calcite surface. In prior work from the group, it was reported that CH4 

solubility increases in water confined within ~ 1 nm-wide pores carved out of several 

minerals; those results were attributed to the presence of molecular-sized cavities, as 

well as to pronounced fluctuations in the molecular density of confined water.292 In 

another work, the reduced solubility of confined H2S was explained by the perturbation 

of the hydration structure of this gas upon narrow confinement.298 Within the pore 

widths explored here, the hydration structure of CO2 does not change significantly 

(results not shown for brevity). Because the structure of hydration water on the mineral 

surface seems to affect CO2 solubility in confinement so strongly, it is expected that 

slight changes in the atomic features of the pore surfaces could lead to strong 

variations in the solubility of CO2 in water confined in nanopores. 

NaCl has the effect of reducing the solubility of CO2 in confined water. However, Mg2+ 

ions lead to a slight increase in solubility, consistent with the atomic density profiles 

observed in Figure 5.4. Since Mg2+ ions adsorb further away from the pores, their 

interactions with CO2 could attract more CO2 into the pore. In bulk water however, both 

NaCl and MgCl2 lead to a reduction in solubility. This observation demonstrates that 

the positions of ions in the pore impact the uptake and solubility of CO2. The plot of the 

solubility of CO2 as a function of pore size in systems with pure water are presented in 

Figure 5.5; fitting the results, it is estimated that at approximately 2.35 nm and 323 K, 
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the CO2 solubility becomes zero in water confined within slit-shaped calcite pores. At 

303 K, the solubility approaches zero at a somewhat smaller pore width. 

Table 5.5. Solubility of CO2 in Water and Brine Confined in Calcite Pores. 

Temperature (K) Pore 
Size 
(nm) 

Salinity Bulk 
Pressure 

(MPa) 

Solubility x 103 

303 

3  

0 7.25 ± 0.00 5.79 ± 0.25 

1.5 M NaCl 7.25 ± 0.00 5.60 ± 0.14 

1.5 M 
MgCl2 

7.24 ± 0.00 5.94 ± 0.33 

2.8  0 7.22 ± 0.00 3.63 ± 0.14 

2.5 0 7.25 ± 0.00 1.22 ± 0.11 

323 
 

3  

0 10.51 ± 0.26 5.71 ± 0.61 

1.5 M NaCl 10.83 ± 0.06 4.03 ± 0.19 

1.5 M 
MgCl2 

10.74 ± 0.10 5.81 ± 0.33 

2.8  0 10.09 ± 0.02 2.66 ± 0.16 

2.5  0 10.43 ± 0.01 0.31 ± 0.07 

 

Table 5.6. Solubility of CO2 in Bulk Water and Brine Systems. 

Temperature 
(K) 

Salinity Bulk 
Pressure 

(MPa) 

Solubility 
x 103 

303 

0 6.84 ± 
0.02 

18.06 ± 
0.25 

1.5 M 
NaCl 

6.92 ± 
0.01 

9.28 ± 
1.51 

1.5 M 
MgCl2 

6.94 ± 
0.04 

8.46 ± 
0.99 

323 
 

0 8.16 ± 
0.11 

16.6 ± 
0.76 

1.5 M 
NaCl 

8.44 ± 
0.04 

8.89 ± 
0.40 

1.5 M 
MgCl2 

8.57 ± 
0.20 

8.32 ± 
0.10 
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Figure 5.5. CO2 solubility in pure water versus calcite pore size for 2.5 ï 3 nm pores 

simulated at 303 (red circles) and 323 K (blue circles). Lines are a guide to the eye. 

The green circle represents the solubility of CO2 in the 2nm pores at both 

temperatures. 

 

To understand the contribution of the calcite surface to the CO2 solubility, the pore was 

divided into three regions to calculate the solubility in each location. Figure 5.3 can be 

used as a guide. Region 1 (z < 3.75 ¡) corresponds to the first two hydration layers 

close to the pore, where there are no CO2 molecules adsorbed. In regions 2 and 3, we 

find the first CO2 layer and middle of the pore, respectively. The calculation of the 

volume of each region showed that for a slit-shaped pore of width 3 nm, ~25% of the 

pore (region 1) is unavailable to CO2. As the pore width decreases, the fraction of the 

pore volume not accessible to CO2 increases. Further analysis focuses on regions 2 

and 3 in the systems at 323 K. The solubility of CO2 in these regions for the various 

pores are reported in Table 5.7. While the solubility of CO2 is higher in the middle of 

the pore compared than that obtained nearer to the pore surfaces, the value does not 

converge to the solubility of CO2 in bulk water for the systems simulated here. This 

indicates that the fluid behaviour throughout the pore differs from bulk properties. In 

systems with NaCl, there is a reduction in solubility in both regions 2 and 3, compared 

to systems with pure water. Conversely, in region 2, the presence of Mg2+ ions leads 

to an increase in solubility. 
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Table 5.7. CO2 Solubility in Water and Brine Confined in Calcite Pores at 323 K. 

Pore size CO2 Solubility x 103 

 region 2 region 3 

2.5 nm (pure water) 0.22 0.57 

2.8 nm (pure water) 2.47 4.03 

3 nm (pure water) 4.94 8.51 

3 nm (1.5 M NaCl) 4.35 5.57 

3 nm (1.5 M MgCl2) 7.04 7.65 

 

 

5.3.3 Adsorption Energies 

The adsorption energy of one CO2 molecule in the pores filled with pure water was 

calculated in attempt to explain the differences in solubility in different mineral pores, 

which was surveyed in the introduction. By applying the two-box method proposed by 

Heinz,321 the difference between the total energy of the system when one molecule of 

CO2 is adsorbed in the pore (E1) and the total energy when CO2 is outside the pore 

(E2) was calculated. Strong attractive interactions between CO2 and the pores filled 

with water are shown by negative adsorption energies. 15ï20 simulations were run for 

each configuration, to increase the reliability of the results. The adsorption energies 

(ȹEads) of CO2 in calcite pores of width 2.0, 2.5, 2.8, and 3.0 nm are presented in 

Figure 5.6. For comparison, simulations for water confined in silica pores of width 3 

nm were also performed, following the algorithms described elsewhere,322 following 

similar procedure described in the simulation methods section. 

ЎὉ Ὁ Ὁ 

(5.2) 
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Figure 5.6. Adsorption energies of one CO2 molecule in water filled calcite (2 ï 3 nm) 

and silica (3nm) pores, as well as in bulk water. These simulations were conducted at 

323 K. 

 

For comparison purposes, the adsorption energy in the bulk was also defined like the 

adsorption energy of CO2 in confinement. It was calculated as the difference between 

the total energy when one CO2 molecule is dissolved in water, in the absence of the 

pore and the total energy when one CO2 molecule is at least 10 ¡ away from the water 

molecules in the bulk. The results in Figure 5.6 show that CO2 adsorbs more strongly 

in the hydrated silica pore than the hydrated calcite pore, which is consistent with the 

solubility results as well as with the results reported by Li et al.320 In calcite, as the 

pore width reduces, the adsorption energy increases, indicating weaker and weaker 

attraction between CO2 and the water-filled pore. At 2.5 nm, the adsorption energy is 

positive, which explains the very low solubility observed at subsequently smaller pore 

widths. This outcome agrees with the reduction in solubility with decreasing pore size. 

The correlation between the solubility of CO2 in pure water and the adsorption 

energies, reported in Figure 5.7, suggests that it might be possible to estimate CO2 

solubility in water confined in various minerals by estimating the adsorption energy. 

However, the results also show that the interactions between water and the mineral 

surface play an important role on the adsorption of CO2 in the pores, as was the case 

for the diffusion of CH4 through pores filled with water.323 We can infer that water has 

stronger interactions with calcite than with silica. Additionally, the interaction energy 

(Eint) between water and the mineral surfaces was evaluated as the sum of the 
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electrostatic and van der Waal interactions. As shown in Table 5.8, the interaction of 

water with calcite is over three times stronger than that with silica. As the pore 

becomes smaller, the interactions become more attractive, which corroborates the 

reduction in CO2 solubility.  

 

Figure 5.7. Relationship between CO2 solubility (in bulk water (red) and water 

confined in calcite pores (blue)) and adsorption energy. The simulated temperature 

was 323 K. The line is a guide to the eye. 

 

Table 5.8. Interaction energy between water and the simulated mineral surfaces at 

323 K. 

  
Water-Surface 
Eint (kJ/mol) 

Silica 3nm -5.3 

Calcite 

3nm -17.5 

2.8 nm -18.4 

2.5 nm -19.9 

2 nm -25.2 
 

 

The interaction energies (Eint) between CO2 and water/ions in the various systems 

considered were also calculated and the results were normalised to represent one 

CO2 molecule interacting with 2000 water molecules. The results, presented in Table 

5.9, show that confinement reduces the attraction between CO2 and the aqueous 
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solution by almost 50%, compared to the bulk. The ions lead to stronger attractions, 

but the effect is somewhat more pronounced in the bulk than in confinement. The 

slightly stronger attractions between CO2 and the aqueous systems in confinement 

does not seem to explain the differences in solubility discussed above, which is 

probably due to the different distributions of the electrolytes within the pore. Ho and 

Ilgen290 observed that the dominant contribution to the hydration of CO2 is the 

formation of molecular cavities. The density distribution results in this chapter show 

that CO2 in confined water accumulates in the centre of the pore. Because cavities are 

less likely to form within dense hydration layers, these results seem consistent with 

the observations of Ho and Ilgen,290 although a detailed analysis of the mechanisms 

responsible for the energetics in these systems has not been carried out. 

 

Table 5.9. Interaction energy between CO2 and aqueous systems in bulk and in 3 nm 

pores at 323 K. 

 
Salinity CO2-Water/Ion 

Eint (kJ/mol) 
Bulk 0 -23.7 Ñ 0.0 

1.5 M NaCl -24.8 Ñ 0.2 
1.5 M MgCl2 -25.5 Ñ 0.1 

Confined 0 -13.1 Ñ 1.5 
1.5 M NaCl -13.6 Ñ 1.5 
1.5 M MgCl2 -13.9 Ñ 0.0 

 

 

5.3.4 Transport Properties 

The Einstein relation was used to compute the self-diffusion coefficients, to evaluate 

the transport properties of CO2 in the hydrated pores and compare them to the 

corresponding bulk properties.324,325 The overall diffusion coefficient (DXYZ) for CO2 in 

bulk and the 2-D diffusion coefficients for CO2 in confined systems (DXY) was 

calculated and the results obtained are presented in Table 5.10 and Table 5.11. At 303 

K, the diffusion of CO2 in the 3 nm pore is about an order of magnitude slower than 

that in the bulk, and that the CO2 diffusion coefficient reduces further as the pore 

becomes smaller. Compared to region 2 (first layer of CO2, Figure 5.3), the diffusion 

in the middle of the pore (region 3) is faster, as expected because water molecules in 
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the first and second hydration layer should be less mobile than those in the middle of 

the pore.230 Both NaCl and MgCl2 are found to reduce the self-diffusion coefficients of 

CO2 in water, both in confined and bulk systems. 

It is perhaps useful to compare the 2D diffusion coefficients estimated for CO2 in 

confined water to those previously reported for CH4 in confined water.323 In both cases, 

the same force field was used to describe water-calcite interactions. The difference is 

that the study for CH4 referred to a 1 nm-wide slit shaped pore at 300 K, while the 

pores considered here are of width larger than 2.5 nm at 303 K. It was found that the 

diffusion coefficient of methane in hydrated calcite is over three times slower than that 

in hydrated silica pores. While a direct comparison cannot be made due to the 

significant difference in the pore width, it is likely that comparatively strong 

calcite-water as opposed to silica-water interactions are responsible for the delayed 

diffusion of CH4 in the hydrated pores. 

 

Table 5.10. Two-dimensional diffusion coefficients of CO2 in water confined in calcite 

pores at 303 K. 

System Confined Dxy 

/x109 m2s-1 
Confined Dxy

   in 
region 2 /x109 m2s-1 

Confined Dxy
   in 

region 3 /x109 
m2s-1 

Pure water (3 nm) 2.5 ± 0.3 1.1 ± 0.06 2.5 ± 0.2 

Pure water (2.8 nm) 1.8 ± 0.2 0.9 ± 0.1 2.1 ± 0.06 

Pure water (2.5 nm) 1.7 ± 0.1 0.8 ± 0.06 2.0 ± 0.05 

1.5 M NaCl (3 nm) 1.4 ± 0.2 0.8 ± 0.04 1.8 ± 0.02 

1.5 M MgCl2 (3 nm) 1.3 ± 0.1 0.8 ± 0.06 1.4 ± 0.2 

 
 

   

Table 5.11. Diffusion Coefficients of CO2 in bulk water at 303 K. 

 

 

 

 

System Bulk Dxyz 

/x109 m2s-1 

Pure water 22.0 ± 1.9 

1.5 M NaCl 17.4 ± 3.1 

1.5 M MgCl2 16.5 ± 4.1 
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5.4 Conclusions 

Equilibrium MD simulations probed the solubility of CO2 in water and brine confined in 

calcite pores (2ï3 nm) at 303 K and 323 K. At comparable salinities, the solubility is 

lower in the pores compared to that in the bulk. However, when confined in the calcite 

pores, the solubility of CO2 is reduced by adding NaCl, but it is slightly increased by 

adding MgCl2, which seems to correlate with the preferential distribution of the ions 

within the hydrated pores. In hydrated calcite pores narrower than 2.5 nm, there was 

no detectable adsorption of CO2. Adsorption energy results indicate that narrower 

calcite pores are less attractive for the adsorption of CO2. Although the structure of 

water assessed by atomic density profiles does not change qualitatively within the 

pores investigated, the attractive interactions between water and the pore surface 

become stronger in smaller pores. The dynamical properties, quantified by the self-

diffusion coefficient of CO2, showed that both confinement and presence of salt ions 

reduce the mobility of CO2. Comparing the results to those present in the literature, it 

appears that the dissolution of CO2 in confined water is strongly affected by 

solute/solvent-pore interactions. Different interaction strengths seem to account for 

disparities in the solubility of gases in fluids in sandstone, carbonate, and clay 

reservoirs. Quantifying these effects is important for the optimisation of geological 

sequestration strategies, as they affect the storage capacity in a carbonate formation 

and the time required for injected CO2 to transport through said formation. 
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CHAPTER 6: CUSHION GAS EFFECTS ON CLAY-

HYDROGEN-BRINE WETTABILITY AT CONDITIONS 

RELEVANT TO UNDERGROUND GAS STORAGE 

Geological storage of hydrogen, and its retrieval as needed is one of the options 

identified to enable clean renewable energy production. Cushion gases, such as 

carbon dioxide and methane, can be used to maintain the reservoir pressure required 

to increase the efficiency of injection and extraction processes. The interactions 

among the various gases and the wetting properties in the subsurface affect the 

sealing capacity of the caprock. Therefore, they can provide important considerations 

for the proper design of geological storage and retrieval processes. In this chapter, the 

effects of varying compositions of cushion gases (CO2 and CH4) on brine-hydrogen-

kaolinite clay wettability are evaluated by performing contact angle and liquid-gas 

interfacial tension calculations at conditions representative of underground hydrogen 

storage. The material presented in this chapter was published in 2024 in volume 58, 

pages 668ï677 of International Journal of Hydrogen Energy. 

 

6.1 Introduction 

Advancements in large-scale storage technologies will contribute to the transition 

towards a low-carbon economy. For example, owing to daily and seasonal fluctuations, 

excess renewable energy (wind/solar) can be converted to green hydrogen by water 

electrolysis.326 Hydrogen is an attractive energy storage option because of its high 

specific energy capacity.327 However, its low density at standard conditions poses 

hurdles for transport and storage. Therefore, large volumes of H2 are likely needed to 

be stored intermittently in underground geological formations, such as in depleted 

oil/gas reservoirs, deep saline aquifers, coal beds, salt and limestone caverns, tight 

gas formations, and organic-rich shale reservoirs.328,329 The stored H2 can then be 

extracted and converted to electricity, for example, when there is an increase in 

demand.329  

The feasibility of Underground Hydrogen Storage (UHS) is highly dependent on, 

among other factors, mineral surface wettability, rock-fluid and fluid-fluid interfacial 

tension (IFT), fluid density, solubility and gas diffusivity. These properties are 

significantly affected by conditions such as temperature, pressure, salinity, organic 
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acid contamination,329 as well as gas pressure and composition. In addition, because 

water is ubiquitous in the subsurface, it can provide additional sealing capability as 

well as affect the transport of gases and their ability to infiltrate the rock mass.330   

Therefore, to effectively store H2, it is essential to quantify, understand, and ultimately 

control how gas-rock-water interactions change in the subsurface and how they 

depend on environmental conditions. Because wettability describes the balance of 

interfacial interactions in three-phase systems, contact angles are frequently used to 

measure this important property.331,332 

Recently, experimental measurements have been reported for water/brine contact 

angles on mineral surfaces in the presence of hydrogen.109,333-346 Ali et al.,344 e.g., 

showed that mica transitions from óintermediate wetô to weakly ówater-wetô at high 

temperatures and low pressures. The increase in contact angles with pressure was 

attributed to the increase in the intermolecular interactions between hydrogen and the 

mineral surface, while increasing the temperature led to a reduction in the gas 

density.33,344 In comparison to mica, the contact angles on quartz are lower, indicating 

that quartz is more hydrophilic than mica. Similar results concerning the effects of 

pressure on hydrogen wettability on clays are reported by Al-Yaseri et al.346  

Among the varying experimental observations is that contact angles for the 

mica/H2/brine system decreased with increasing temperature, while those for the 

quartz/H2/brine system increased with temperature. It is possible that this difference is 

related to the structure of the mineral surfaces. On quartz, water can form hydrogen 

bonds with the silanol groups of the surface, which become weaker as temperature 

increases, highlighting that the contact angle on mica depends on H2 density, while on 

quartz, it depends on hydrogen bonding.40,344,345 Iglauer et al.342 observed similar 

results in their experimental work, where increasing pressure and temperature 

changed the sandstone surfaces from weakly ówater-wetô to óintermediate wetô. 

Contrary to widely reported literature data, Hashemi et al.109 found that there was no 

distinct correlation in the contact angles measured on a sandstone, within temperature 

and pressure ranges 20 ï 50ÁC and 20 ï 100 bar, respectively. The authors attributed 

their results to differences in measurement methods and experimental conditions. 

Through geochemical modelling, Zeng et al.341 linked the geochemical reactions taking 

place on gas-brine-rock interfaces to the wettability of the surface, and found that on 

carbonate rocks, increased temperature enhances the hydrophilicity of the surface due 
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to greater repulsive force between H2 and calcite. In general, the results from 

geochemical modelling corroborates the experimental (tilted plate method) results of 

Hosseini et al.343 on the hydrogen wettability of carbonate formations at similar 

conditions.  

Another important consideration pertains to observations concerning the water/brine-

gas interfacial tension (IFT), which can be evaluated as follows347: 


Ў”Ὣ

Ὧ
 

(6.1) 

In Equation 6.1, ȹɟ is the density difference between water/brine and gas, g is the 

gravitational acceleration, kapex is curvature at the dropôs apex, and ɓ is a 

dimensionless shape parameter.  

 

Several studies quantified water/brine-H2 IFT,348-352 generally showing that the brine-

H2 IFT reduces linearly with increasing temperature and pressure, although 

temperature had a more significant effect. The IFT reduction with pressure is attributed 

to the increase in density of the compressed gas because liquid water is relatively 

incompressible. The substantial reduction in the density difference between water and 

hydrogen gas was considered responsible for the IFT decrease with rising 

temperature. Hosseini et al.348 developed an empirical equation to predict IFT as a 

function of temperature, pressure, and brine molarity, achieving good agreement with 

experimental data. However, Chow et al.350 found that at 298 K and 323 K, there is an 

initial increase in H2-water IFT (from the surface tension value of water) with increasing 

pressure (up to ~ 2 MPa) before the IFT decreases linearly with further increases in 

pressure. 

Because rock-fluid IFT cannot be measured experimentally, they are calculated via 

the Young's equation and Neumann's equations of state. For example, in shale, rock-

H2 IFT was found to decrease with pressure and temperature. On the other hand, rock-

water IFT decreases with temperature and remains constant with pressure because 

water is incompressible. This suggests that rock-gas IFT is the main parameter 

affecting the change in wettability with pressure in rocks.353 These results can be 
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correlated with the cohesive energy density (CED) of the different phases. For 

example, as pressure increases, the CED of the gas increases while the CED of the 

rock remains relatively constant. This yields a reduction in the difference between the 

rock and gas CED, which leads to favourable interactions between the gases and the 

rock. Similar findings were reported for H2 and CO2 on calcite. However, the calcite-

gas IFT increased with temperature, which shows that rock-gas IFT depends on the 

gas type.354 As the temperature increased, the gas CED decreases while the rock CED 

remains relatively constant, resulting in an increase in the rock-gas CED difference. 

This suggests less favourable interactions of the gases with calcite at elevated 

temperatures. Because the density of CO2 decreases to a greater extent than H2 

density, the extent of the increase in rock-gas IFTs is larger in CO2/water systems than 

in H2/water systems.354 Arif et al.355 also investigated solid/CO2 and solid/water 

interfacial energies for quartz, mica, and coals. They reported that solid/CO2 IFTs 

decreased with pressure and increased with temperature for the reasons explained 

above. Solid/water IFT decreased with temperature for all the minerals except for 

quartz where an increase was observed. The IFTs were correlated with the 

hydrophilicity of the surface, which allows the wetting behaviour to be understood. The 

increase in quartz/water IFT with temperature was attributed to desorption of water 

molecules from the surface. Another study showed that rock-water IFT increase with 

temperature on calcite, dolomite, quartz and shale for similar reasons,356 whereas the 

IFT of basalt and gypsum are unaffected by temperature. Interestingly, rock-H2 IFT 

was found to decrease with pressure.  

The Youngôs equation relates IFTs to contact angles as follows357: 
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(6.2)  

where the subscripts s, g and w refer to the solid, gas and water (or brine), respectively.  

The contact angle between gas-brine interfaces and the solid surface, and the gas-

brine IFT are related to the capillary pressure via the Young-Laplace equation: 
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where Pc is the capillary pressure, r is the effective pore radius corresponding to the 

largest pore, pw is the pressure in the wetting phase saturating the seal rock, pnw is the 

pressure in the non-wetting phase and ɔ is the gas-brine interfacial tension.  

Equation 6.2 shows that the wettability of the mineral surface increases with rock-gas 

IFT and decreases with rock-water and water-gas IFTs. Equation 6.3 quantifies the 

pressure at which the non-wetting phase penetrates the largest pore of a caprock 

previously saturated with the wetting phase (brine or water). This pressure can be 

positive or negative, depending on the wettability of the rock.33,51 As an example of the 

applicability of these equations, Hosseini et al.358 showed quantitatively that increasing 

contact angles with temperature and pressure reduces the capillary sealing efficiency 

of shale rocks. The trend with pressure is related to the increase in contact angles, 

consistent with some of the studies summarised. Although the water wettability of 

shale samples studied increase at higher temperatures, the reduction in IFT was more 

significant, leading to an overall decrease in the capillary entry pressure.   

Although the results just reviewed provide a generally consistent picture, some gaps 

remain, especially concerning the role of the nature of the rock surface and the rock-

fluid interactions in determining the interfacial and wetting properties for systems 

relevant to underground hydrogen storage (UHS). Molecular simulations are well 

suited for addressing these knowledge gaps, as our group demonstrated for a few 

important interfacial systems.322,359-362 

To improve hydrogen recovery and reduce losses of hydrogen during withdrawal, UHS 

requires a cushion gas, such as CO2, CH4, and N2, to maintain the reservoir pressure 

high as hydrogen is recovered from the reservoir. Kanaani et al.363 found that N2 and 

CH4 increase both reservoir pressure and subsequent hydrogen recovery more 

effectively than CO2.  It has been suggested that cushion gases that yield higher gas 

wettability on a mineral surface, compared to H2, promote easier separation during 

injection or withdrawal of hydrogen due to stronger interaction of the cushion gases 

with the surface.329 It has also been suggested that density differences can be used 

as a criterion for selecting an appropriate cushion gas.364 In Al-Yaseri et al.ôs study of 

the wettability of clays, nitrogen, CO2, helium and argon showed stronger gas-wetting 

behaviour on kaolinite, illite, and montmorillonite clays, suggesting their suitability as 

cushion gases.346 This was in line with clay-H2 IFT being higher than clay-N2 and clay-
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CO2 IFTs, as derived from experimental contact angles and gas-liquid IFT data using 

Neumann's equations of state.365 Ali et al.366 also observed higher contact angles and 

lower solid-gas IFTs for mica-CO2-brine compared to mica-H2-brine systems. Isfehani 

et al.349 reported that the IFT of brine + H2 + CO2 reduces with increasing CO2 

concentrations. The density of mixed gas increases with the fraction of CO2 which 

decreases the density difference between gas mixture and water solution, leading to 

the IFT reduction.  

Although there have also been experimental studies on methane as a cushion 

gas,351,367,368 less extensive studies have been reported for the effect of hydrogen on 

wettability of clays, as well as quantifying the effects of cushion gases on such 

features. To help fill this knowledge gap, this chapter explores the effects of CO2 and 

CH4 on the contact angles of aqueous brine (10 wt% NaCl) on kaolinite clay surface 

as a function of pressure. To complement the contact angle observations, fluid-fluid 

interfacial tensions at the conditions chosen for the wettability simulations were 

determined. The results are interpreted towards identifying which gas is more effective 

for underground hydrogen storage.  

6.2 Simulation Details 

6.2.1 Model Setup 

In these simulations, kaolinite was cleaved along the 001 or 00-1 basal plane, normal 

to the Z axis. The silica tetrahedron surface, often referred to as the siloxane surface, 

is hydrophobic. The alumina octahedral terminated with a plane of surface hydroxyl 

groups is the hydrophilic gibbsite surface. The kaolinite surface was placed parallel to 

the X-Y plane. The interactions between kaolinite and fluids strongly depend on the 

relative orientation of the kaolinite surface.229 

There were two sets of systems used for the determination of contact angles. The 

setup for the first set of calculations is illustrated in Figure 6.1. A cylindrical water 

droplet containing 2500 water molecules and NaCl ions yielding 10wt% NaCl was 

placed on the kaolinite siloxane surface. The main difference between the 

determination of contact angles from experiments and molecular simulations is that 

experiments measure macroscopic contact angles, whereas simulations are used to 

calculated contact angles of droplets in the order of nanometres. In addition to the 
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limitations discussed in Chapter 2, experiments are also prone to high costs and 

human errors. In experiments, hemispherical droplets are analysed. However, in MD 

simulations hemispherical or cylindrical droplets can be used. At the nanoscale, 

hemispherical droplets are affected by the curvature of the three-phase contact line. 

This leads to line tension effects, which is defined as an excess free energy per unit 

length of the three-phase contact line. Consequently, the high curvature of the three-

phase contact line on hemispherical nanodroplets induces a deviation of the calculated 

contact angle from the contact angle predicted by Youngôs equation (Equation 6.2). 

The deviation becomes increasingly important as the droplets get smaller (smaller 

base radius). Cylindrical droplets are therefore used to solve this problem due to 

minimal line tension effects. However, the contact angle of a cylindrical droplet on a 

surface can be dependent on the droplet radius. Therefore, droplets with large radius 

are required, which could increase the computing resources required.369-373 

The cylindrical droplet shape, infinitely long across the periodic boundaries, eliminates 

effects due to the three-phase contact line in the determination of the contact 

angle.229,374,375 The droplet was surrounded by varying compositions of hydrogen (H2), 

methane (CH4), and carbon dioxide (CO2), as shown in Table 6.1. The brine droplet 

was placed on the siloxane part of kaolinite because complete spreading of water on 

the gibbsite surface was observed, which also corroborates previous MD 

simulations.376 A number of simulations with the water droplet containing 4000 water 

molecules were performed to confirm the choice of the number of water molecules 

used to create the droplet. The results (Table C.1 in Appendix C) showed that the 

contact angles did not increase significantly, while the simulations become more 

computationally expensive. A second set of calculations was carried out by placing 

one cylindrical gaseous bubble containing H2, CO2 and CH4, on the hydrophilic part of 

the kaolinite surface and surrounding the droplet with 10wt% NaCl brine. The number 

of molecules in these systems are presented in Table C.2. 

The cylindrical droplets/bubbles were oriented parallel to the X direction, resulting in a 

solid-fluid interface perpendicular to the Z direction. The simulation box of size 51.98 

x 179.64 x 200 A3 was periodic in all three directions. The Y dimension of the simulation 

box was extended to prevent spurious effects due to interactions across the periodic 

boundary conditions, which were applied in the 3 directions.  
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Figure 6.1. Initial configuration of a water droplet on the siloxane surface of kaolinite. 

Kaolinite (siloxane) surface = purple; oxygen (water) = red; hydrogen (water) = white; 

hydrogen (gas) = blue and CO2/CH4 = green. 

 

Table 6.1. Compositions of systems containing water droplets deposited on the 

siloxane surface of kaolinite simulated in this work. 

System Number of molecules 

H2 ï Cushion gas 

percentage by 

weight 

Water NaCl H2 Cushion gas (CO2/CH4) 

 100% H2 2500 77 4500 0 

50% H2 ï 50% CO2 2500 77 4500 206 

10% H2 ï 90% CO2 2500 77 4500 1841 

 100% CO2 2500 77 0 14000 

50% H2 ï 50% CH4 2500 77 4500 563 

10% H2 ï 90% CH4 2500 77 4500 5065 

 100% CH4 2500 77 0 5650 

 

To perform brine-gas interfacial tension (IFT) calculations, 3000 water molecules were 

placed at the centre of a simulation box, forming a liquid film of thickness ~ 45 ¡ 

parallel to the XY plane of the simulation box. Various numbers of H2, CO2, and CH4 

molecules were positioned on either side of the liquid film within the simulation box to 

represent the cushion gas composition being studied. The X, Y, and Z dimensions of 

the box used for IFT calculations were 50, 50, and 100 ¡, respectively. This set up has 
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been applied previously in the group to produce reasonable CO2-water IFTs.377 

System compositions are shown in Table C.3 of Appendix C. The approach 

implemented is similar to previous studies from the group.378  

6.2.2 Force fields 

The kaolinite surfaces were modelled using the CLAYFF forcefield,183 following prior 

studies of wettability for kaolinite.376 Water was represented by the rigid SPC/E247 

model and NaCl ions were modelled as charged Lennard-Jones (LJ) spheres using 

the Joung-Cheatham (JC)248 force field without polarizability. The transferable 

potentials for the phase equilibria (TraPPE-UA) force field379 were used to describe 

methane because it correctly describes the critical properties and vapor-liquid 

coexistence of linear alkanes far from the critical point. The flexible EPM2 model 

reported by Cygan et al.314 was used for CO2. This model improves the predictions of 

the interfacial and thermodynamic properties and correctly predicts the vibrational 

spectra of CO2. 

Two commonly used models were considered for simulating hydrogen. The single site 

Buch model380 has the capability of reproducing the bulk thermodynamic properties of 

hydrogen up to high pressures (100 MPa). The 3-site Marx forcefield381 also includes 

a quadrupole moment. Previous studies showed that both force fields predict density, 

viscosity, diffusion coefficients, and fugacity coefficient in good agreement with 

experiments up to 1000 bar.382,383 To evaluate the suitability of both models for the 

purposes of this study, test simulations were conducted at 323K and 20 MPa to 

compare the simulated densities, contact angle, and interfacial tension against 

experimental data. The results are reported in Table C.4 of Appendix C. The contact 

angles and fluid-gas IFTs are comparable when either force field is implemented. The 

Buch model was selected because it yields a density of H2 closer to the experimental 

13.3 kgm-3, and because it also reduces the computational costs compared to the 3-

site Marx force field. Dispersive forces were modelled by the 12-6 Lennard-Jones (LJ) 

potential, with the Lorentz-Berthelot mixing rules257 applied for determining the LJ 

parameters for unlike interactions. Coulombic potentials were considered for 

describing electrostatic interactions. For all interatomic interactions, the cut-off 

distance for short range interactions was set to 12 ¡, with long-range electrostatic 

interactions calculated using the particle mesh Ewald (PME) method.86 
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6.2.3 Algorithms 

The GROMACS package version 2018.2193 was utilised to perform equilibrium MD 

simulations. After energy minimisation, the system was relaxed for 1 ns in the NVT 

ensemble. During these simulations, the kaolinite surface was kept rigid. 

Subsequently, NPT simulations were performed at 323 K and varying pressures 

between 5 ï 40 MPa. The pressure was controlled in the Z direction, perpendicular to 

the kaolinite surface. During the NPT simulations, harmonic restraints, with a force 

constant of 1000 kJ / mol nm2, was applied on the kaolinite surface. The equations of 

motion were solved with the leap-frog algorithm98 with a timestep of 1 fs. For the 

contact angle measurements, 35 ns equilibrium simulations followed by 5 ns 

production runs was conducted. Contact angles were calculated every 1 ns. 

Equilibrium was considered reached when the droplet shape did not change within 10 

ns. 

To evaluate the fluid-fluid interfacial tensions, equilibrium simulations were conducted 

for 20 ns followed by 10 ns production runs. The IFT was extracted via the anisotropy 

of the diagonal elements of the pressure tensor384: 


ρ

ς
ὒ ὖ πȢυὖ ὖ  

(6.4) 

where Lz is the length of the simulation box in the direction perpendicular to the 

fluid/fluid interface. Pzz is the normal component of the pressure tensor, Pxx, and Pyy 

are the tangential components of the pressure tensor. 

 

This method for calculating interfacial tensions has been applied successfully in 

previous studies.298,377,378,385,386 Each IFT simulation was repeated three times to 

ensure reproducibility. The energy and density profiles perpendicular to the gas-water 

interfaces, following prior efforts in the literature, was checked to confirm equilibrium. 

The uncertainties in the calculations were estimated as one standard deviation among 

the mean of the results obtained. 

The temperature of kaolinite and the fluids were controlled separately with two 

Berendsen thermostats, with a relaxation time of 100 fs. The Berendsen barostat was 
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used to control the pressure.89 Pressure coupling was applied only along the Z-

direction, leaving the X and Y dimensions of the simulation box unchanged.  

6.3 Results And Discussion 

6.3.1 Siloxane Surface 

Contact angle  

The qualitative relationship between contact angle and wettability, which served as the 

basis for semi-quantitative analysis of the results are reported in Table 6.2.  

 

Table 6.2. Wettability classes based on gas-brine-kaolinite contact angles, as 

described by Ref. [33]. 

Contact Angle (°)  

 0 0ï50 50ï70 70ï110 110ï130 130ï180 180 

Wettability Complete 

wetting 

Strongly 

water-

wet 

Weakly 

water- 

wet 

Intermediate-

wet 

Weakly 

Gas-wet 

Strongly 

Gas-wet 

Complete 

nonwetting 

 

The contact angle is estimated from 2D Y-Z surface density contours of the water 

molecules within the simulated droplets in the plane perpendicular to both the surface 

and the axis of symmetry of the cylindrical droplet. The 2D density profiles presented 

in Figure 6.2 clearly illustrate the transition of the droplet on the siloxane surface of 

kaolinite from hemicylindrical to nearly detached from the surface in the 100% CO2 

environment. The density contour for the 100% CO2 environment aligns with the MD 

results from Tenney and Cygan387 for a water droplet on a kaolinite siloxane surface 

at 330 K and 20 MPa. The hydrophobic nature of the surface causes the droplet to be 

mobile through the simulation box. This mobility was not quantified further. 
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Figure 6.2. 2D density distributions of water oxygen atoms for simulations conducted 

at 323 K and 20 MPa for systems (a) 100% H2, and (b) 100% CO2 environments, on 

the siloxane surface of kaolinite. The colour bar expresses density in the units of 1/¡3. 

The grey rectangle illustrates the position of the siloxane kaolinite surface. 

 

Using the 2D contours such as those in Figure 6.2, the location of the droplet interface 

is defined as the density halfway between the density of water in the gas phase and 

that of bulk liquid water density at the centre of the droplet. A circular fit is then applied 

for each interface, with the slope of the tangent lines on both sides of the fit 

representing the contact angle, as illustrated in Figure C.1 of Appendix C. Because of 

density fluctuations near the surface, the density profiles within the first 10 ¡ from the 

surface were ignored. Similar methods have been used previously.229,377,388 

The brine contact angles on the siloxane surface of kaolinite as a function of pressure 

are presented in Figure 6.3 and Table C.5.  In all systems, increasing pressure leads 

to higher contact angles, which is consistent with experimental results from 

literature.344-346 In the experimental studies, the increase in contact angles with 

pressure was attributed to enhanced intermolecular interactions between the gases 

and the mineral surface, a consequence of the increase in molecular gas densities, 

which was also observed in these simulations. 
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Figure 6.3. Effects of (a) CO2 gas-mixtures and (b) CH4 gas-mixtures on the contact 

angles of a brine droplet on the siloxane surface of kaolinite, at 323 K and 5 ï 40 MPa. 

These compositions are expressed as mass percentages. Error bars are expressed 

as one standard deviation from the mean values. Note that some of the errors 

calculated are smaller than the symbols. 

 

In the case of pure CO2 (panel a), the contact angles range from ~118Á at 5MPa to 

~160Á at 40MPa, indicating a change in the surface wettability from weakly gas-wet 

towards strongly gas-wet. This can be attributed to relatively strong interactions 

between CO2 and the siloxane surface. The simulated contact angles compare well 

with those obtained experimentally on hydrophobic polytetrafluoroethylene (PTFE) 

and oil-wet mica.389,390 

The replacement of 10wt% CO2 with hydrogen leads to significant reductions in the 

contact angles. For example, at 20MPa, the brine contact angle in pure CO2 is 154Á 

and in the 90wt% CO2 system, the contact angle drops to 106Á. Further increase in H2 

content has no salient effects on wettability. In systems with only H2, the contact angle 

ranges from 91Á to 106Á as pressure changes, showing that the surface stays 

intermediate wet within the conditions studied, thus pressure has no significant effect 

on the wettability for pure H2 systems. This suggests that the changes in the hydrogen 

gas density in the pressure range considered are not enough to cause a significant 

increase in contact angles. Consistent with these observations, several experiments 

have reported slight pressure effects on contact angles in the presence of H2.336-338 

As evident in Figure 6.3, panel b, the effects of methane on wettability are less 

pronounced than those due to CO2, although the same trend of increasing contact 
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angles is observed. At all pressures, the increase in contact angles between the 

systems with only H2 and only CH4 does not exceed 15Á. Similarly, Alanazi et al.368 

showed small effects of CH4 on shale rocks, for pure gases (H2 or CH4) and 50:50 

CH4:H2 mixtures. Furthermore, oil wet sandstone and limestone surfaces remained 

weakly water-wet in the presence of methane, at ~6.9 MPa and 22 ï 60ÁC.351 

Recent experiments on clays showed that in the presence of H2, contact angles for 

20wt% NaCl brines remained < 40Á at pressures up to 20MPa.346 The discrepancy 

with the results in this chapter could be attributed to the two basal planes of kaolinite. 

In the present study, the hydrophobic siloxane surface (00-1 plane) of kaolinite was 

used, while it is possible that the hydrophilic gibbsite surface (001) was more dominant 

in the experiment reported by Al-Yaseri et al.346  

To investigate the solid-fluid interactions further, the atomic density distributions of the 

water droplet were computed by monitoring the position of the oxygen atoms (OW) 

along the axis passing through the centre of the droplet. The positions of CO2 

(monitoring the position of the carbon atoms), CH4, and H2, outside the water droplet, 

as a function of the distance Z normal from the siloxane surface are also monitored in 

the analysis. Note that CH4 and H2 are treated as united atom molecules in these 

simulations, hence they are defined by the position of their centre. The plane of the 

topmost oxygen atoms on the silica tetrahedral layer at the top of the siloxane surface 

was used as the reference point (Z = 0). For clarity, because the structure of the water 

droplet near the surface is similar in all systems (see Figure C.2 in Appendix C), only 

the profiles in 100% CO2, 100% CH4 and 100% H2 are shown. The results are shown 

in Figure 6.4. The water molecules within the droplet form two distinct hydration layers 

near the surface. The first peak is located at ~2.7 ¡ from the surface while the second 

appears at ~5.7 ¡. Interestingly, the first peaks corresponding to CO2 and H2 are found 

within the first hydration layer observed for the brines. However, their densities are 

much lower, as they are gases at the conditions simulated. Comparison of results 

obtained for CO2 and H2 shows that adding CO2 to the system reduces the density of 

H2 molecules adsorbed near the surface, although the amount of H2 in the system is 

constant. It is noted that CO2 also displaces some water molecules from the surface. 

It appears that the substantial reduction observed in the contact angles can be 

attributed to the stronger interactions between CO2 and the surface, compared to the 

H2-surface interactions. These results highlight the importance of gases adsorbing at 
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the solid-liquid and solid-gas interfaces in determining contact angles. These effects 

are expected to strongly depend on fluid composition, surface features, as well as 

system temperature and pressure. Trends similar to those just discussed are 

documented for systems with CH4 as well (Figure C.3). The main difference observed 

is that the first peak corresponding to CH4 appears at ~3.1 ¡ whereas H2 is still found 

within the first hydration layer at ~2.7 ¡. 

 

Figure 6.4. Atomic density profiles along the Z direction, normal to the surface, for 

oxygen atoms of water, carbon atoms of CO2, and H2 at 323 K and 20 MPa. Note that 

a single-site model was implemented to simulate H2. Compositions stated are mass 

percentages. The reference (Z = 0) corresponds to the plane formed by the topmost 

oxygen atoms on the silica tetrahedra at the top of the siloxane surface of kaolinite. 

 

Fluid-Gas Interfacial Tension (IFT) 

The effects of the gas mixture compositions on gas-brine IFTs are presented in Figure 

6.5 and Figure 6.6. The data are tabulated in Table C.6 in Appendix C. IFT decreased 

with pressure, however, the extent of the decrease is more pronounced in the systems 

with higher percentage of CO2 or CH4. For example, increasing the pressure from 5 to 

40 MPa changes the pure H2/brine IFT by 2 mN/m, whereas the change in pure 

CO2/brine and pure CH4/brine are 15 mN/m and 4mN/m, respectively. Because 
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hydrogen has a lower density, it is possible that an incredibly significant increase in 

pressure is required to cause significant changes in IFT. The minimum pressure used 

in our simulations was 5 MPa, therefore it is not possible to validate the increase in 

H2-water IFT observed by Chow et al.350 at pressures below 5 MPa.  Between 5 and 

20 MPa, the CO2/brine IFTs decrease almost linearly with pressure, after which the 

IFT approaches a plateau of ~ 34.1 mN/m (Figure 6.5). Bachu and Bennion reported 

comparable findings in their experimental measurements of CO2-brine IFTs.391 Chiquet 

et al.51 also found that at temperature conditions similar to those considered here, the 

IFT becomes relatively constant above 20MPa.  

The IFTs for the gas mixtures are found to be in between the values obtained for the 

pure gases, with the results corresponding to 50wt% H2 being almost the same as 

100% H2 for both CO2 and CH4 systems. In systems with CH4 (Figure 6.6), the IFT 

results for systems with 10wt% H2 almost overlap with pure CH4/brine IFTs, at 

pressures up to 20 MPa. The increase in methane vs. hydrogen content reduced the 

IFT slightly. For systems with CH4, the IFT changed from 57.3 mN/m, for 100% H2 

systems, to 52.7 mN/m for 100% CH4. The presence of 10% H2 also leads to a 

significant increase in IFT in systems with CO2. These IFT results could be attributed 

to interactions between brine and the CO2/CH4 molecules at the interface compared 

to brine-H2 interactions. The results are consistent with other simulation results.392 

Comparison to experimental data also shows similar trends in IFT with 

pressure.51,348,350  
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Figure 6.5. Interfacial tension (IFT) of CO2/H2/brine systems as a function of pressure 

at 323 K. These compositions are expressed as mass percentages. Error bars are 

expressed as one standard deviation from the mean. Note that some of the error bars 

calculated are smaller than the symbols.  
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Figure 6.6. Interfacial tension (IFT) of CH4/H2/brine systems as a function of pressure 

at 323 K. The compositions of the systems investigated are expressed as mass 

percentages. Error bars are expressed as one standard deviation from the mean. Note 

that some of the error bars are smaller than the symbols. 

 

There have been several methods developed to describe interfaces. Berkowitz et al.393 

developed an algorithm for computing density profiles at rough liquid-gas/solid 

interfaces. In these systems, interfacial molecules are identified by implementing the 

algorithm proposed by Willard and Chandler394, where the interface is identified as the 

point the coarse-grained density is half the density of bulk water. The density profiles 

in the Z direction, normal to the gas-liquid interface, are provided in Figure 6.7 and 

Figure 6.8. As cushion gases are added to the systems, gas accumulates at the 

interface compared to pure H2 systems. This results in enhanced interfacial activities 

in systems containing CH4 and CO2, lowering the IFT.  

The liquid-gas IFT results obtained in our simulations were found to scale with the 

density difference between liquid and gas phases. This means that a reduction in the 
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density difference should lead to a reduction in IFT. The difference in density between 

the brine phase and the gas phases are reported in Table 6.3. The difference in density 

observed shows slight reduction in IFT for systems contacting CO2, compared with 

CH4, which corroborates our results thus far. This reduction in density difference is 

responsible for the increase in adhesive forces between the gases and brine at the 

interface, which reduces the IFT. CH4 has a lower density than CO2, therefore its effect 

is weaker on IFT changes with pressure. Although a reduction in gas-brine IFT should 

increase the water wettability of the surface (based on Equation 6.2), the surface 

becomes more gas-wet when CO2 or CH4 is added. This correlates with the IFT 

between the gas and the surface decreasing in the presence of the cushion gases.  

 

Figure 6.7. Density profiles in the Z direction, normal to the liquid-gas interface, for (a) 

100% H2/Brine, (b) 50%H2+50%CO2/Brine, (c) 10%H2+90%CO2/Brine and (d) 100% 

CO2/Brine systems. The simulations were conducted at T = 323 K and P = 20 MPa. 

The composition percentages are by mass. 
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Figure 6.8. Density profiles along the Z direction, normal to the gas-liquid interface, 

for (a) 100% H2/Brine, (b) 50% H2+50%CH4/Brine, (c) 10%H2+90%CH4/Brine and (d) 

100% CH4/Brine systems. The simulations were conducted at T = 323 K and P = 20 

MPa. The composition percentages are calculated based on mass. 

 

Table 6.3. Difference in densities observed between the H2O rich phase and the gas 

rich phase, for IFT simulations conducted at 323 K and 20 MPa. The composition 

percentages are by mass. 

System 

composition 

COϜ systems 

(kgm-3) 

CHϞ systems 

(kgm-3) 

100% HϜ 939.6 939.6 

50% HϜ 927.7 928.1 

10% HϜ 852.6 875.5 

0% HϜ 192.1 815.7 
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6.3.2 Gibbsite Surface 

Hydrogen bubbles on the gibbsite surface 

To complement the results for brine contact angles on the siloxane (hydrophobic) 

surface, hydrogen gas was placed as cylindrical bubbles near the gibbsite (hydrophilic) 

surface of kaolinite. The effects of pressure (20ï80 MPa) and temperature (30ï70ÁC) 

were studied, as shown in Figure 6.9. In all systems, hydrogen forms a cylindrical 

droplet detached from the surface, alluding to the strong water wettability of the 

surface. Increasing the pressure from 20 to 80 MPa at 323 K (Figure 6.9 panels a ï 

c), produces a denser, more compact hydrogen bubble. The circular fit around the 

bubble was estimated by applying a similar algorithm to the one used to characterise 

the water droplets. The radius of this circular fit reduced from ~ 50.5 ¡ at 20 MPa to ~ 

33.0 ¡ at 80 MPa, which is consistent with the increase in water contact angles in the 

same pressure range. The effects of temperature are less noticeable; nonetheless, in 

Figure 6.9 panels d ï f, there is a reduction in the affinity between the hydrogen bubble 

and the surface at high temperature. This is consistent with the increase in water 

wettability with temperature reported for mica,344 but not with the reduction in 

wettability observed for quartz.345 Although the hydroxyl ions on the gibbsite surface 

can form hydrogen bonds with water, it seems that the reduction in H2 density at higher 

temperatures contributes more significantly to the trend observed. The results were 

confirmed by conducting simulations with varying concentrations of CO2 added to the 

hydrogen droplet. The 2-D density profiles presented in Figure 6.10 corroborate the 

reduction in H2 density at the surface observed as the concentration of CO2 increases. 

These results show that water droplets on both the hydrophobic and hydrophilic parts 

of kaolinite respond to changes in pressure and temperature in similar manners. 
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Figure 6.9. 2D density profiles of the H2 bubble near the gibbsite surface of kaolinite. 

The simulations were conducted at (a) 323 K & 20 MPa (b) 323 K & 40 MPa (c) 323 K 

& 80 MPa (d) 303 K & 40 MPa (e) 323 K & 40 MPa, and (f) 343 K & 40 MPa. The 

colour bar expresses density in the units of 1/¡3. 

 

 

Figure 6.10. 2D density profiles of the H2 bubble on the gibbsite surface of kaolinite. 

The simulations were conducted with (a) 100% H2 (b) 50% H2 & 50% CO2 and (c) 10% 

H2 & 90% CO2 at 303 K & 40MPa. The percentages are by mass. The colour bar 

expresses density in the units of 1/¡3. 

 

6.4 Conclusions 

Molecular dynamics simulations were conducted to investigate physical, chemical, 

and interfacial properties important for the possible use of CO2 and CH4 as cushion 

gases during underground hydrogen storage. The model rock interface was kaolinite, 

an abundant clay mineral often found in geological repositories, chosen because of its 
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importance in the energy sector. Calculations of contact angles on the siloxane surface 

of kaolinite and brine-gas interfacial tension were carried out while varying the 

concentration of CO2 or CH4 at 323 K and at pressures up to 40 MPa. At all pressures, 

the presence of both cushion gases increased the contact angles of NaCl brines on 

the surface due to stronger interactions of the gases with the siloxane kaolinite 

surface, although CO2 exhibited a stronger effect. The results also documented a 

reduction in the brine-gas interfacial tension as the concentration of cushion gases 

increases, because of the decrease in the difference between liquid and gas densities. 

Because higher contact angles and lower gas-brine IFTs reduce the capillary sealing 

pressure, both CO2 and CH4 reduce the pressure required to displace brine from the 

mineral pores. This in turn reduces the trapping capacity of hydrogen. Conversely, 

these effects are likely to increase the recovery of hydrogen during withdrawal. 

 

To identify the molecular mechanisms responsible for the observed results, the 

preferential adsorption of various molecules in contact with the solid substrate was 

investigated. For example, the planar density profiles for hydrogen droplets on the 

hydrophilic gibbsite surface showed that lower pressures and higher temperatures 

reduce the affinity between hydrogen and the mineral surface, suggesting that 

wettability increases at these conditions. This corroborates the results obtained on the 

hydrophobic siloxane surface. Although there is a reduction in the H2 density at the 

surface in the presence of CO2, the increase in CO2 density leads to an overall lower 

surface wettability.  

 

Ultimately, interfacial tensions and contact angles determine the sealing pressure in 

reservoirs. It is possible that intermediate to weakly gas wetting could be favourable 

for this application. Because the cushion gases have stronger interactions with the 

surface (shown by the contact angle results), their presence is expected to increase 

the recovery of hydrogen. One optimum strategy could consider adding a small 

fraction of gases with densities between hydrogen and water, which contribute to 

successful intermittent storage of hydrogen, although this possibility needs to be 

tested. 
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CHAPTER 7: SUMMARY AND FUTURE WORK 

7.1 Summary 

Understanding fluid interactions with solid substrates are important for developing 

effective technologies to meet energy demands. Some relevant applications include 

CO2 sequestration, enhanced oil recovery, and gas storage. This thesis focussed on 

the structural and transport properties of complex fluid mixtures on calcite, kaolinite, 

and silica surfaces.  

Chapter 3 explores the control of the aggregation of island and archipelago model 

asphaltenes in toluene into small colloidal particles with cyclohexane chains. The 

aggregation of asphaltene molecules on kaolinite clay surface was compared to the 

aggregation in the bulk. For both asphaltene models, the cyclohexane chain slightly 

increased the aggregation of the asphaltenes, and the aggregation near the kaolinite 

surface differed from that observed in the bulk. This manifested as an increase in the 

average number of molecules in an aggregate, with these molecules clustering in a 

closer, parallel, and more compact manner. Moreover, the presence of oxygen and 

sulphur heteroatoms and the size of the poly-aromatic cores were partly responsible 

for the structural differences observed in the two models.  

In Chapter 4, simulations were conducted to elucidate the effects of NaCl, KCl, and 

MgCl2 salts on the structure and dynamics of interfacial water on calcite surface. Water 

formed strong interfacial molecular layers on calcite, which became less ordered and 

structured further from the surface and eventually reached the properties of bulk water 

at distances > 10 Å. NaCl and KCl salts adsorb close to the surface, forming an 

Electrical Double Layer, whereas MgCl2 maintains its hydration shell further from the 

surface. As a result, the ions exhibited varying disruptive effects on the orientation of 

water, hydrogen bond network, in-plane density distributions, and residence times of 

water within each hydration layer. It is also worth noting that water molecules in the 

first two hydration layers showed different orientations and formed hydrogen bonds 

with other molecules in adjacent layers, as opposed to hydrogen bonds within each 

hydration layer. In terms of transport properties, the residence time of water within the 

second hydration layer followed a bi-exponential decay, suggesting the simultaneous 

presence of two dynamic mechanisms, one characterised by shorter time scales than 
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the other. The timescale associated with the former mechanism decreased as the salt 

concentration increased, whereas the opposite was observed for the slower 

mechanism. The results obtained were also dependent on the calcite force field 

implemented. 

The study in Chapter 4 was extended to examine the effect of confinement on the 

solubility of CO2 in calcite nanopores filled with electrolyte solutions (Chapter 5). There 

was a substantial reduction in the solubility of CO2 confined in calcite nanopores 

compared with that in bulk water or brine. Because the calcite surface was covered by 

strong hydration layers, CO2 did not come into contact with the surface. Analysis of 

the adsorption energies of CO2 in calcite and silica (for comparison) suggested that 

the strength of the interactions of water with the mineral surface determines the 

solubility of CO2 in the mineral pores, with narrower calcite pores being less attractive 

for the adsorption of CO2. In Chapters 4 and 5, the positions where the monovalent 

and divalent ions adsorb determined their effects on the properties being investigated.  

Finally, the use of CO2 and CH4 as cushion gases for effective hydrogen storage is 

discussed in Chapter 6. Contact angle measurements showed that, unlike the gibbsite 

surface of kaolinite, the siloxane surface of kaolinite is intermediate wet when 

surrounded by hydrogen. The cushion gases altered the surface wettability from 

intermediate wet to gas wet by forming stronger interactions with the siloxane surface. 

Moreover, the differences in density caused CO2 to have stronger effects than CH4. 

The drop in the gas-brine interfacial tension in systems with cushion gases reflected 

a reduction in the capillary sealing capacity when these cushion gases were present 

in the system.  

Overall, the results presented in this thesis highlight the contributions of mineral 

surface-fluids interactions to fluid properties observed. 

7.2 Future work 

The chapters presented in this thesis serve as a basis for further scientific research. 

Therefore, this thesis concludes with suggestions for future research relating to the 

goal of each chapter.  
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Although MD simulations allow us to investigate conditions not attainable 

experimentally, it is better to conduct experiments to complement simulation results. 

For example, experiments such as dynamic light scattering could be conducted to 

directly investigate the aggregation of real asphaltenes and compare the results to 

those obtained from simulations. In Chapter 4, there was no definite conclusion on 

which force field describes calcite more accurately. In order to discriminate the more 

reliable among the two force fields, relevant experiments are required. X-ray reflectivity 

data are available for the calcite-water interface223,224,228 but they cannot identify the 

structure of hydrogen atoms, due to the small scattering cross-sectional area. 

However, X-ray reflectivity data are for the most part in agreement with the interfacial 

water structure predicted by both force fields implemented in Chapter 4. Neutron 

diffraction has a better sensitivity to hydrogen atoms. Other techniques such as Atomic 

Force Microscopy (AFM), and Infrared Spectroscopy (IR) can be used to identify the 

surface distribution, hydrogen bonding and orientation of water on mineral 

surfaces.395,396 Sum Frequency Generation-Vibration Spectroscopy (SFG-VS) and 

Optical Second Harmonic Generation (SHG) are surface-sensitive techniques used to 

probe the structure interfacial molecules on solid/liquid interfaces. Nuclear Magnetic 

Resonance (NMR) spectroscopy, a fast, non-destructive technique, could also be used 

to probe the dynamics of water at solid-liquid interfaces.397-402  

Molecular dynamics simulations are computationally demanding, so there is a limit on 

the size of system that can be explored, which limits the results. For example, in 

Chapter 3, larger systems with more asphaltene models should be investigated to 

monitor in greater detail the stages of aggregation, which could not be implemented 

via MD simulations due to high computational costs. A suitable alternative could be 

large-scale coarse-grained molecular simulations. Machine learning (ML) can be used 

as a robust approach to reduce computational costs of MD or coarse-gained 

simulations, allowing larger systems to be investigated. This could be especially useful 

to assess a wider range asphaltene models. Because asphaltenes are defined as a 

solubility class, it is impossible to define unique properties, which has led to the 

proposal of various models. With ML, it could be possible to study in detail the stages 

of aggregation for a wide range of models and perhaps predict the stability of 

asphaltenes in specific hydrocarbons. Unsupervised machine learning can be used to 

identify a diverse range of representative asphaltene models from previously 
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published research, for further aggregation analysis using ML, MD, or coarse-grained 

simulations. By applying supervised machine learning, data from already published 

asphaltene aggregation research can be used to train algorithms that predict the 

stability of other asphaltenes in specific compounds. We can investigate the effects of 

parameters, such as molecular weight, presence of heteroatoms, temperature, and 

pressure, on results including the number and size of asphaltene nanoaggregates and 

clusters, and the asphaltene onset pressure. It is also important to account for 

molecular polydispersity when studying asphaltene aggregation because it could lead 

to a more accurate representation of asphaltenes found in crude oil. The study of a 

wider range of asphaltene molecules will ensure that the research into the control of 

asphaltene aggregation can be applied to crude oil from different regions. This will 

reduce asphalted-related production problems. 

Another limitation of molecular dynamics is the use and selection of appropriate force 

fields. Chemical reactions were ignored throughout the simulations in this thesis. One 

of the advantages of MD simulations is the ability to simulate chemical reactions using 

reactive force field. For example, long-term storage of CO2 in saline aquifers requires 

knowledge of the mineral dissolution process because CO2 can react with water to 

form carbonates. Rocks rich in divalent ions such as K+, Ca2+ and Mg2+ can also react 

with CO2, making clay minerals a potential target for long-term storage of CO2, 

because they present interlayer cations which act as cation exchange sites. The 

reactive force-field (ReaxFF) can be used to investigate chemical reactions in systems 

with mineral surfaces, CO2, and brine. The effects of CO2-H2O composition, salt types 

and mineral type on the kinetics of CO2 mineralization can be evaluated. Mixed salt 

systems also need to be considered to give a more realistic representation of brines 

in geological formations. The effects of pore geometry on CO2 solubility could also be 

analysed by conducting simulations with cylindrical pores. Understanding the solubility 

of CO2 in various aqueous salts confined in different hydrated mineral pores could 

clarify the effects of salts and confinement on CO2 solubility. The knowledge of the 

reactions between CO2 and various salts with mineral surfaces could lead to the 

development of large-scale, possibly permanent CO2 sequestration projects via 

mineral trapping, which will contribute to reducing the environmental impacts of the 

energy industry. 
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There are several research gaps around hydrogen storage and recovery. To elaborate 

on the knowledge of the impacts of cushion gases of hydrogen storage further, it is 

important to investigate the effects of cushion gases on the transport properties of 

hydrogen in confinement. The results showed that the presence of CO2 and CH4 could 

improve the withdrawal of hydrogen. However, the mobility of H2 will also play an 

important role. It is possible that the addition of cushion gases will slow down 

hydrogen, with different mineral surfaces having potentially varying effects. Another 

factor that can be considered is the effects of mineral surface porosity and polarity on 

the permeability of hydrogen through geological formations. One of the main 

differences between underground H2 storage and CO2 storage is that the storage of 

hydrogen is not intended to be permanent. The analysis of the mobility of hydrogen in 

varying conditions could provide insights that will guide the assessment of the 

feasibility of intermittent storage hydrogen in the potential geological host sites, which 

could aid the design of underground storage of green hydrogen infrastructure to meet 

energy demands.  

The results in this thesis highlight the importance of surface chemistry on the 

properties of fluid mixtures encountered in the energy sector. The heterogeneity of 

surfaces found in reservoirs suggests that it is crucial to study a wide range of 

surfaces, including organic-rich pores. Ultimately, developing efficient processes in the 

energy industry while reducing environmental impacts requires acknowledging the 

complexity of multi-phase systems. The combination of different computer simulation 

methods with experiments is required to find long-term solutions to oil production, 

geological CO2 storage, and large-scale renewable energy production problems.  
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Appendix A  
 

Supporting Information for Chapter 3 

 

Figure A.1. Maximum cluster size as a function of time for the island asphaltene 

(ASPH) on kaolinite surface at (a) 300 K and (b) 400 K.  

 

 

Figure A.2. Average cluster size as a function of time for the archipelago asphaltene 

(ARCH) on (a) kaolinite surface at 400 K and (b) bulk systems at 300 K. System 

compositions are shown in Table 3.1. For clarity, the analysis for System 5 is not shown 

as the asphaltenes are also fully aggregated in this system. 

 
























































































