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S U M M A R Y 

Seismic anisotropy is key to constrain mantle flow, but it is challenging to image and interpret 
it. Existing large-scale tomography models of seismic anisotropy typically show large discrep- 
ancies, which can lead to completely distinct geodynamical interpretations. To better quantify 

the robustness of anisotropy tomography, we create a 2-D ridge-to-slab geodynamic model and 

compute the associated fabrics. Using the resulting 21 elastic constants, we compute seismic 
full waveforms, which are inverted for isotropic and radially anisotropic structure. We test the 
ef fects of dif ferent data coverage and le v els of re gularization on the resulting images and on 

their geodynamical interpretation. Within the context of our specific imposed conditions and 

source–receiver configuration, the retrieved isotropic images exhibit substantial artificial slab 

thickening and loss of the slab’s high-velocity signature below ∼100 km depth. Our results 
also show that the first-order features of radial anisotropy are well retrieved despite strong az- 
imuthal anisotropy (up to 2.7 per cent) in the input model. On the other hand, regularization and 

data coverage strongly control the detailed characteristics of the retrieved anisotropy, notably 

the depth–age dependency of anisotropy, leading to an artificial flat depth–age trend shown in 

existing anisotrop y tomograph y models. Greater data coverage and additional complementary 

data types are needed to improve the resolution of (an)isotropic tomography models. 

Key words: Numerical modelling; Seismic anisotropy; Seismic tomog raphy; Wavefor m in- 
version. 
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 I N T RO D U C T I O N  

eismic anisotropy is key to infer the state of deformation in the
rust and mantle, which in turn is strongly related to the present-day
nd past flow. Upper-mantle seismic anisotropy, mainly generated
y strain-induced lattice/crystal preferred orientation (LPO/CPO)
f intrinsically anisotropic minerals (e.g. olivine and p yrox ene) is
sed as a proxy to infer mantle flow (Park & Levin 2002 ). Radial
nisotropy (the difference between the speed between vertically and

orizontally polarized shear waves, ξ = 

V 2 SH 

V 2 SV 
) is the simplest type of

nisotropy, which can occur in layered isotropic media with strong
ontrasts in material properties or any system displaying hexagonal
ymmetry (Anderson 1961 ). It can help distinguish between hori-
ontal and vertical mantle flow, and it has helped unravel exciting
C © The Author(s) 2024. Published by Oxford University Press on behalf of The R
article distributed under the terms of the Creative Commons Attribution License (
permits unrestricted reuse, distribution, and reproduction in any medium, provided
ynamic processes in the Earth’s deep interior (e.g. Chang et al.
015 , 2016 ; Ferreira et al. 2019 ; Chang & Ferreira 2019 ). 

Current global models of shear wave velocity in the whole and
pper mantle (e.g., Panning et al. 2010 ; Ritsema et al. 2011 ; French
t al. 2013 ; Schaeffer & Lebedev 2013 ; Moulik & Ekstr öm 2014 ;
uer et al. 2014 ; Chang et al. 2015 ) e xhibit sev eral common fea-

ures. Well established observations include high-velocity anoma-
ies corresponding to subducted slabs stagnating at the bottom of
he upper mantle or penetrating to the lower mantle, high-velocity
nomalies beneath cratons, low-velocity anomalies beneath ridges
t ∼100–150 km depth and the age-dependent thickness of the litho-
phere and underlying asthenosphere. Nevertheless, there are still
ubstantial inconsistencies between anisotrop y tomograph y mod-
ls (for a re vie w see, e.g. Chang et al. 2014 ). For example, all
oyal Astronomical Society. This is an Open Access 
 https://creati vecommons.org/licenses/b y/4.0/ ), which 
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models show positive anomalies of radial anisotropy ( V SH > V SV ) 
beneath the Pacific oceanic lithosphere, which are associated to 
first order with horizontal mantle flow as well as a flat depth–age 
trend in radial anisotropy beneath oceanic plates. Ho wever , some 
3-D tomography models of radial anisotropy show discrete linear 
anomalies beneath the Pacific (e.g. S362WMANI, Kustowski et al. 
2008 ; SGLOBE-rani, Chang et al. 2014 ), whereas other models 
show smooth distributions of positive radial anisotropy across the 
Pacific (e.g. SA V ANI, Auer et al. 2014 ; SEMUCB-WM1, French & 

Romanowicz 2014 ). Recentl y, K endall et al. ( 2021 ) quantitati vel y 
appraised and updated the isotropic and anisotropic upper-mantle 
structure of SGLOBE-rani beneath the P acific. The y used the spec- 
tral element method (SEM) for the forward modelling along with 
independent seismic data to build the model SPacific-rani, which 
shows broader linear positive radial anisotropy anomalies than in 
SGLOBE-rani, but not a single smooth, broad anomaly. Further 
data and quantitative analysis are needed to continue assessing the 
robustness of anisotropy tomography. 

In this study, we conduct a quantitati ve, full y integrated seismo- 
geodynamical analysis to investigate these issues and quantify the 
robustness of anisotropy tomography and its interpretations. We 
carry out 2-D mechanical simulations of oceanic plate evolution 
from ridge to trench and estimate the associated strain-induced 
anisotropy, building on previous work by Faccenda & Capitanio 
( 2013 ). We then compute synthetic seismic full waveforms using 
the SEM of Tromp et al. ( 2008 ) and the model obtained from the 
geodynamic simulations and mantle fabric calculations. We subse- 
quentl y appl y the partitioned w av eform inv ersion (PWI) method of 
Witek et al. ( 2023 ), which fits waveforms that are assumed to tra- 
verse great circle paths from events and stations. This leads to 1-D 

isotropic shear wave and radial anisotropy profiles simultaneously 
and then to a 3-D model by combining the estimated 1-D models, 
attempting to retrieve the input geodynamic model. Some previous 
studies also used 2-D geodynamical models to interpret the litho- 
spheric structure in seismic tomography images (e.g. Hedjazian 
et al. 2017 ; Kendall et al. 2022 ). In this study, we go beyond pre- 
vious work by considering both plate creation (i.e. oceanic ridges) 
and subduction and, importantl y, b y performing tomography ex- 
periments using synthetic full waveforms with 21 elastic constants 
computed for the geodynamical model. We test two different re- 
ceiver distributions, one that we term ‘ideal’ with receivers evenly 
and closely distributed over the study area, and one ‘realistic’ config- 
uration emulating the distribution of seismic stations in the Pacific 
ocean. We discuss the methodology used in this study in Section 2 
and in the Supporting Information . In Sections 3 and 4 , we present 
and discuss the results obtained as well as their implications. 

2  M E T H O D S  

We model oceanic plate formation, spreading and subduction. We 
consider a harzburgtic upper mantle and simulate strain-induced 
LPO de velopment. Seismic w aves are propagated through the 
medium and the resulting three component synthetic waveforms 
( S and SS phases as well as multimode surface waves) are then 
inverted for isotropic and radially anisotropic structure. While rec- 
ognizing the significance of azimuthal anisotropy in specific geo- 
logical contexts, our study intentionally omits its inclusion in the 
inversion process. We focus solely on S-wave velocity and radial 
anisotropy to meet the primary objectives of this investigation. We 
acknowledge that this choice may narrow the scope of our findings. 
Nevertheless, we emphasize that our goal in this work is not to attain 
the optimal retrieved model, but rather to calculate a model in a con- 
ventional manner, mirroring the conditions of typical tomographic 
studies in oceanic domains. Azimuthal anisotropy, frequently ne- 
glected in tomographic studies due to its limited influence on the 
specific objectives of the investigation and the associated increase 
in computational complexity, is in line with our deliberate decision. 
By adhering to this common practice, we aim to ensure the rele- 
vance and applicability of our results to a broader range of studies. 
We recognize the importance of azimuthal anisotropy and plan to 
address its effect in a separate future study, acknowledging that such 
investigations can contribute to a more comprehensive understand- 
ing of the Earth’s interior. A detailed description of the method is 
given below. 

2.1 Geodynamic modelling 

Oceanic plate formation, spreading and subsequent subduction are 
modelled with I2VIS (Gerya & Yuen 2003 ). The original code 
has been modified to solve the equations for conservation of mass 
(eq. 1 ), momentum (eqs 2 –3 ) and energy (eq. 4 ) in polar coordinates. 
In a Lagrangian reference frame and assuming incompressibility 
these equations take the form: 

1 

r 

∂ r v r 
∂r 

+ 

1 

r 

∂v φ

∂φ
= 0 , (1) 

φmom 

: 
1 
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r mom 
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∂r 
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ρC p 
D T 

D t 
= −

(
1 

r 

∂ r q r 
∂r 

+ 

1 

r 2 
∂q φ
∂φ

)
+ H, (4) 

where φ and r are the tangential and radial coordinates, respecti vel y, −→ v is the velocity vector, P is pressure, τ is the deviatoric stress 
tensor, ρ is density, g r is the radial gravitational acceleration (9.81 m 

s −2 ), C p is the specific heat capacity, T is the temperature, D/D t is 
the Lagrangian time deri v ati ve, −→ q is the heat flux vector and H is 
a heat source term accounting for radiogenic, adiabatic and shear 
heating. 

The model domain extends 0 ◦ ≤ φ ≤ 40 ◦ in longitude and 700 km 

in depth, and is discretized using a regular grid with 1001 by 351 
nodes. The initial model setup (Fig. 1 a) is composed of a left plate 
defined by an age increasing from 0 to 60 Myr in the 0 ◦ ≤ φ ≤ 25 ◦

range, and by a right plate with a constant 20 Myr age. These thermal 
ages are defined with the half-space cooling model (HSCM, Turcotte 
& Schubert 2014 ) for a 90 km thick layer , belo w which a 0.5 K km 

−1 

adiabatic gradient is imposed. The two plates are characterized by a 
7 km thick and relati vel y weak oceanic crust (which lubricates the 
plates contact at the subduction boundary) and are separated by a 
∼30 ◦ dipping weak zone. A 30 km thick sticky-air layer is placed 
at the top to model the free surface. A plate speed of 4 cm yr −1 is 
applied to the left plate, while the right plate is fixed. The model 
runs until a mature subduction scenario is established ( ∼13 Myr; 
Fig. 1 b). Velocity boundary conditions are free slip everywhere, 
except for the lower permeable boundary where we apply external 
free-slip (Gerya 2019 ). The side boundaries are insulating, while a 
constant T = 273 K is used for the sticky-air layer and a T = 1890 K 

is employed for the bottom boundary. 
A viscoplastic rheology based on deformation invariants (Ranalli 

1995 ) is used to model the mantle mechanical behaviour. For the 
oceanic crust we use the Plagioclase An 75 flo w la w reported by 
Ranalli ( 1995 ). For the mantle, the ef fecti ve viscosity is gi ven b y 

https://academic.oup.com/gji/article-lookup/doi/10.1093/gji/ggae042#supplementary-data
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Figure 1. (a) Initial model setup of 2-D oceanic plate formation at the ridge and subsequent subduction. (b) Snapshot at 13 Myr. The black lines are isotherms 
at every 200 ◦C. (c) Viscosity exponent (with viscosity in Pa ·s) and (d) Fraction of deformation accommodated by dislocation creep at 13 Myr; the white lines 
are streamlines in (c) and isotherms taken every 200 ◦C in (d). For further details see Section 2 and Section S1 of the Supporting Information. 
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he harmonic average of the combined dislocation, diffusion and
eierls creep mechanisms (the corresponding parameters and their
hysical meaning are given in Table 1 ), 

ductile = 

(
1 

ηdisl 
+ 

1 

ηdiff 
+ 

1 

ηpeierls 

)−1 

, (5) 

here the dislocation and diffusion creep viscosities ηdisl , ηdiff are
i ven b y Karato & Wu ( 1993 ), 

= 

τ

2 ̇ε 
, (6) 

ith the strain rate being given by 

˙ = A 

(
τ

μ

)n ( b 

d 

)m 

exp 

(
− E + P V 

RT 

)
. (7) 

able 1 gives the specific parameter values (pre-exponential factor
 , acti v ation energy E , acti v ation volume V , stress exponent n , grain-
ize exponent m , gas constant R , shear modulus μ, Burgers vector
 and grain size d ) for the cases of diffusion ( ηdiff ) and dislocation
reep ( ηdisl ), which are analogous to those used by Hedjazian et al.
 2017 ). 

At high deviatoric stresses (greater than 0.1 GPa) and low- T
onditions, creep is accommodated via the Peierls mechanism as
i ven b y Katayama & Karato ( 2008 ) 

peierls = 0 . 5 Aτ−1 
II exp 

{
E + P V 

RT 

[
1 −

(
τII 

σPeierls 

)p ]q }
, (8) 

here τ II is the second invariant of the deviatoric stress tensor and
ll the other parameters are defined in Table 1 . A pseudo-plastic
iscosity is also computed as 

pl = 

τy 

2 ̇ε II 
, (9) 

here ε̇ II is the second invariant of the strain rate and the plastic
trength τ y is determined with a plastic Drucker–Prager criterion 

y = C DP + μP , (10) 
here C DP = C cos φ = 1 MPa is the cohesion, μ = sin φ is the
riction coefficient and φ is the friction angle. To model strain-
nduced brittle weakening, the initial friction coefficient is linearly
ecreased from 0.6 to 0.4 in the 0.5 ≤ ε p ≤ 1.5 range, where ε p is the
ccumulated brittle/plastic strain. For the crust, we use a constant
= 0.05 to ensure lubrication at the plate’s contact. Finally, the

f fecti ve viscosity is given by 

eff = min ( ηductile , ηpl ) . (11) 

he lower and upper cut-off of ηeff are set to 10 18 and 10 25 Pa ·s,
especti vel y. The set of rheological parameters used in this study is
imilar to that employed in previous numerical studies (e.g. Hed-
azian et al. 2017 ; Yang & Faccenda 2020 ; Lo Bue et al. 2021 , 2022 ;
endall et al. 2022 ), and among other key features it reproduces a
00–120 km thick, low-viscosity asthenospheric channel dominated
y dislocation creep (Figs 1 c and d). 

.2 LPO development 

e consider upper mantle aggregates with olivine:enstatite = 70:30
n volume proportion, mimicking a harzburgitic composition and
ith a regular 5 km spacing. The development of strain-induced
PO fabrics in the upper mantle aggregates is computed with the
odified version of D-Rex (Kaminski et al. 2004 ) included in

he software package ECOMAN ( https://newtonproject.geoscienze.
nipd.it/ecoman ). It is regulated by three key parameters—the nu-
leation ( λ), g rain-boundar y mobility ( M ) and volume threshold
 χ ) for acti v ation of g rain-boundar y sliding—and by the normal-
zed reference dimensionless critical resolved shear stress (nCRSS).
he resulting elastic tensor, defined by 21 independent elastic con-
tants, is interpolated to an Eulerian grid with lateral spacing �φ

 0.1 ◦ and with depth spacing � r = 10 km. The 2-D grid is then
eplicated along latitude θ each 0.1 ◦ with respect to the equatorial
lane in the range between −40 ◦ and + 40 ◦, and reflected with re-
pect to the ridge axis, so that the final Eulerian domain in ( φ, r , θ )
s 80 ◦ × 700 km × 80 ◦. The resulting 3-D computational domain is

art/ggae042_f1.eps
https://academic.oup.com/gji/article-lookup/doi/10.1093/gji/ggae042#supplementary-data
https://newtonproject.geoscienze.unipd.it/ecoman
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Table 1. Creep parameters for mantle rocks. 

Property Symbol Value Unit 

Diffusion creep (Karato & Wu 1993 ) 

Pre-exponential factor A 8.7 × 10 15 s −1 

Acti v ation energy E 300 kJ mol −1 

Acti v ation volume V 6 cm 

3 mol −1 

Stress exponent n 1 –
Grain-size exponent m 2.5 –
Dislocation creep (Karato & Wu 1993 ) 

Pre-exponential factor A 3.5 × 10 22 s −1 

Acti v ation energy E 540 kJ mol −1 

Acti v ation volume V 20 cm 

3 mol −1 

Stress exponent n 3.5 –
Grain-size exponent m 0 –
Peierls Creep (Katayama & Karato 2008 ) 

Pre-exponential factor A 10 7.8 Pa 2 s 
Acti v ation energy E 532 kJ mol −1 

Acti v ation volume V 12 cm 

3 mol −1 

Peierls stress ∗ σ Peierls 9.1 GPa 
Exponent p,q 1,2 -,- 

Notes. R = 8.313 J mol −1 K 

−1 is the gas constant, μ = 80 GPa is the shear modulus, 
b = 0.5 nm is the Burgers vector, and d = 1 mm is the grain size. ∗ Evans & Goetze 
( 1979 ). 
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then characterized by two subduction zones which are symmetric 
with respect to the central oceanic ridge. 

Before computing upper mantle fabrics in the 2-D subduction 
models, we e xtensiv ely tested the λ, M , χ and nCRSS parameters 
on a single aggregate of crystals with either dunitic or harzburgitic 
composition. These parameters were calibrated and validated by 
comparison with recent high-strain experimental data and previous 
studies (e.g. Raleigh et al. 1971 ; Nicolas et al. 1973 ; Kohlstedt & 

Goetze 1974 ; Durham & Goetze 1977 ; Bai et al. 1991 ; Jin et al. 
1994 ; Hanson & Spetzler 1994 ; Zhang & Karato 1995 ; Warren 
et al. 2008 ; Faccenda 2014 ; Hansen et al. 2014 ; Boneh et al. 2015 ; 
Tasaka et al. 2017 ; Rappisi & Faccenda 2019 ; Ferreira et al. 2019 ; 
Sturgeon et al. 2019 ; Lo Bue et al. 2021 , 2022 ; Kendall et al. 2022 ). 
Please, refer to Section S1 and Fig. S1 of Supporting Information 
for a detailed description of the preliminary numerical experiments. 
Table S1 in the Supporting Information summarizes the selected 
parameters. 

2.3 Seismological forward modelling 

We use SPECFEM3D GLOBE—based on the SEM (Komatitsch 
& Tromp 1999 ; Chen & Tromp 2007 ; Tromp et al. 2008 , see 
Section S2 , Suppor ting Infor mation)—to simulate seismic wave 
propagation through the medium obtained from the geodynamical 
simulations and fabric calculations presented in the previous sec- 
tions, interpolated onto a depth-variable grid (Sadourny 1972 ; Aki 
1980 ; Ronchi et al. 1996 ; Dahlen & Tromp 2021 ). From the surface, 
the cell sizes are doubled at each major discontinuity (i.e. Moho, 
670 km and core–mantle boundary), maintaining this coarser reso- 
lution until the next discontinuity, where it is doubled again, and this 
pattern continues down to the bottom of the model (see Fig. 2 ). The 
original SPECFEM3D GLOBE code was modified to incorporate 
the density and 21 elastic moduli of the geodynamic model in the 
depth range 24 ≤ z ≤ 670 km. Elsewhere, we use Preliminary Refer- 
ence Earth Model (PREM; Dziewo ́nski & Anderson 1981 ), and we 
specify a crustal layer that is characterized by two discontinuities 
at 14.0 and 24.4 km depth with identical properties as in PREM. 
Further details on the SEM and the size of the calculation grid are 
provided in Section S2 of the Supporting Information. 

We compute a total of ∼52 080 60-min-long synthetic seismo- 
grams recorded by 1302 stations equally spaced 1 ◦ apart, from shal- 
low (i.e. ∼10–20 km depth) and deep (i.e. ∼100–600 km depth) 
events. The initial data set is subsequently reduced by roughly 
8 per cent due to quality control measures such as azimuthal ampli- 
tudes in the radiation pattern, the signal-to-noise ratio, and arri v al 
times of filtered envelope maximum, which are given in detail in 
Witek et al. ( 2023 ). The array of stations is placed above the ridge 
(at 80 ◦E) and the eastern slab (105 ◦E) extending from 72 ◦E to 113 ◦E 

and from 15 ◦N to 15 ◦S. We use 40 earthquakes with magnitudes 5 
< M w < 8 and at local and teleseismic distances with respect to the 
seismic array. Most of the events are placed in correspondence of the 
two subduction zones and at the ridge (Fig. 3 ). The chosen distribu- 
tion of sources and receivers is designed to simulate two distinctive 
scenarios: an idealized case and a more realistic setup that closely re- 
sembles those commonly employed in similar tomographic studies. 
The idealized scenario serves as a baseline for comparison, allow- 
ing us to e v aluate the impact of simplifications and assumptions on 
our results. In parallel, the more realistic distribution is tailored to 
mimic the configurations utilized in tomographic investigations, en- 
suring the rele v ance and applicability of our findings to real-world 
scenarios. This dual approach facilitates a comprehensive evalua- 
tion of our tomographic results under varying conditions, thereby 
enhancing the robustness of our study. In Fig. 4 , the azimuthal dis- 
tribution of the ray paths at each gridpoint, separated by vertical 
and radial component fits (Rayleigh), and transverse component fits 
(Lov e). It e xhibits onl y a fe w regions in the centre of the array that 
have good azimuthal coverage. Elsewhere, the grid is dominated 
b y a fe w azimuths. Maps of data coverage—column sums of the 
weighted coefficients matrix C 

( −1 / 2) 
e G —are shown in Fig. 5 . Each 

column of G corresponds to a model parameter, so a large column 
sum means that parameter was ‘hit’ more often. The dark N-S linear 
feature on the left comes from a waveform fit with anomalously low 

https://academic.oup.com/gji/article-lookup/doi/10.1093/gji/ggae042#supplementary-data
https://academic.oup.com/gji/article-lookup/doi/10.1093/gji/ggae042#supplementary-data
https://academic.oup.com/gji/article-lookup/doi/10.1093/gji/ggae042#supplementary-data
https://academic.oup.com/gji/article-lookup/doi/10.1093/gji/ggae042#supplementary-data
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Figure 2. (a) Isotropic shear velocity ( V S ) used to perform the seismic forward modelling; (b) zoom of the SPECFEM3D GLOBE mesh from 0 to 2900 km 

depth as shown by the black box in (a); and (c) radial anisotropy of the 2-D section that is replicated perpendicular to the ridge axis and reflected with respect 
to the ridge axis, from 24.4 km (Moho depth) to 670 km. 
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stimated error—making C 

( −1 / 2) 
e high. We note that the azimuthal

istribution in Fig. 4 is also consistent with the ray paths we can see
etween 80E-105E. 

The minimum accurate wave period is T min = ∼10 s. For simplic-
ty, attenuation, gravity, ocean, topography and bathymetry effects
n seismic wave propagation have been neglected. We use SEM
aveforms in Seismic Analysis Code format (SAC; Goldstein &
noke 2005 ), which we decimate to 1 Hz. To avoid fitting waves
ith periods less than T min , we set a maximum fitting frequency of

3 mHz. 

u

.4 Automated PWI method 

n order to test the ability of widely used seismic tomography meth-
ds based on ray theory to retrieve the input geodynamic model, the
eismic waveforms are inverted for isotropic and radially anisotropic
Love 1927 ) using an automatic algorithm based on the PWI method
Nolet 1990 ; Witek et al. 2023 ). A brief description of the method is
iv en as follows. Wav efor ms are modelled along g reat circle paths
sing a local modes approach, 

 ( ω) = 

∑ 

n 

A n ( ω) exp 

{
i 

∫ 
k n ( ω, s )ds 

}
, (12) 

art/ggae042_f2.eps
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Figure 3. Seismic array with sources (beach balls) and stations (triangles) distribution. Shallow events are in the range between 10 and 20 km depth. Deep 
events go from 100 to 600 km depth. Events at ∼50 ◦E and ∼105 ◦E are located in correspondence of the two subduction zones. Events at 80 ◦E are located in 
the oceanic ridge area. 

Figure 4. Azimuthal distribution of the ray paths at each gridpoint. Ray paths passing through each cell are plotted symmetrically at the centre of the cell in 
the style of a rose diagram. The data are separated by (a) vertical and radial component fits—Rayleigh—, and (b) transverse component fits—Love. 
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where u ( ω) is the displacement response at frequency ω , A n ( ω ) 
is a complex excitation coefficient for mode n , and k n ( ω, s ) is 
the local wavenumber for the position s along the great circle 
arc. The wavenumbers are calculated by solving the normal mode 
eigenfrequency–eigenfunction problem for a 1-D Earth using a 1-D 

profile extracted from the 3-D model directly under the position s 
(Woodhouse 1988 ; Dahlen & Tromp 2021 ). More information on 
the reference 3-D model used in this study is given below. The ex- 
citation coefficients A n ( ω) include source effects and local receiver 
effects. Since the SEM waveforms used in this study are calculated 
without the effects of attenuation, attenuation due to Q structure 
along the ray path is also neglected here. We performed validation 
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(a) (b)

(d) (e)

(g) (h)

(j) (k) (l)

(i)
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(c)

Figure 5. Depth-dependent data coverage for (a)–(f) S -wave isotropic velocity and (g)–(l) radial anisotropy. Column sums of the weighted coefficients matrix. 
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omparisons of waveforms computed using the SEM and the for-
ard modelling scheme used within our automated PWI method for

imple 1-D Earth models and found an excellent agreement between
he two sets of synthetic seismograms. 

Perturbations in the waveforms with respect to the reference 3-
 model are assumed to be entirely due to perturbations in the
avenumbers, that is, 

 n ( ω, s) = k re f 
n ( ω, s) 

(
1 + δ ln k n ( ω, s) 

)
. (13) 
o first order, the perturbations in the wavenumbers can be related
o changes in the local model parameters, δln m i ( s , r ) via sensitivity
er nels K i ( ω , s , r ), 

ln k n ( ω, s) = 

∫ a 

0 

∑ 

i 

K ni ( ω, s, r ) δ ln m i ( s, r )dr, (14) 

here i = 1, 2,. . . , 6 represents different model parameters ( e .g . ρ,
 P , V S , ζ S , ζ P and η), depending on the parametrization. In PWI,
e make the simplifying assumption that the model perturbations
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can be represented by a path average that is expanded onto a small 
set of radial basis functions h j ( r ), 

δ ln m i ( r ) = 

1 

� 

∫ 
� 

δ ln m i ( s, r )ds = 

∑ 

j 

γi j h j ( r ) , (15) 

where the γ ij are the basis function coefficients and � is the epicen- 
tral distance. In this study, we use triangular basis functions, with 
the first and last basis functions being half-triangles. With these 
assumptions, the path integral in eq. ( 12 ) becomes ∫ 

� 

k n ( ω, s)ds = k re f 
n ( ω) � + 

∑ 

i 

∑ 

j 

γi j K ni j ( ω) , (16) 

where k re f 
n ( ω) is a path average wavenumber calculated through 

the reference 3-D model and K ni j ( ω) is a path average sensitivity 
kernel. 

We solve for the γ ij coefficients using a nonlinear waveform fit- 
ting algorithm, with the details given in Witek et al. ( 2023 ). The 
data fitting is generally split into two parts: (1) fundamental mode 
extraction and fitting, and (2) full mode sum fitting. In (1), we 
perform phase-matched filtering to extract the fundamental mode 
from the obser ved seismog ram (Herrin & Goforth 1977 ; Goforth 
& Herrin 1979 ). After a minimum fitting frequency is determined, 
the extracted fundamental mode is subjected to a series of Gaussian 
bandpass filters. We determine window boundaries for each filtered 
w aveform b y finding where the envelope drops below one fourth 
of the maximum value, and we refer to each filtered, windowed 
waveform as a time–frequency window. In order to minimize the 
chances that we are fitting unmodelled phases or effects such as 
scattering, we perform a series of checks on each time–frequency 
window. We require that the minimum fitting frequency permits 
at least three fundamental mode wavelengths between the source 
and receiver to ensure the far -field appro ximation. The minimum 

frequency also cannot permit more than 12 wavelengths to avoid 
cycle skips (Lebedev et al. 2005 ). We avoid fitting waves that are 
significantl y af fected b y source ef fects and of f-great-circle propa- 
gation by checking the fundamental mode source radiation pattern 
and excluding traces that correspond to nodal directions, and we 
check that the amplitude ratio between the synthetic and observed 
waveforms is less than 5. 

After fitting the fundamental mode, we use the resulting path 
average model as an initial model to fit the full synthetic waveform, 
which contains all modes n = 0, 1, 2,. . . , 20. Summing up to 
the 20th overtone ensures that the S - and S -wave multiples can be 
suf ficientl y reconstructed, but we note that this does not necessarily 
imply that all modes will be equally constrained. When fitting the 
full synthetic, we set an early time limit to be 10 per cent before 
the predicted S -wave arrival if the source–receiver distance is less 
than 35 ◦. Otherwise, we use the predicted SS -wave arri v al time. 
This is done in order to prevent fitting body waves that bottom in 
the complex lower mantle, since we ignore the 2-D nature of the 
sensitivity kernels (Marquering & Snieder 1995 ; Van der Lee & 

Nolet 1997 ). 

2.5 3-D r efer ence model 

The algorithm we use to solve the eigenfrequency–eigenfunction 
problem for a 1-D Earth model is limited to the case of radial 
anisotropy (Woodhouse 1988 ). Therefore, the elastic tensor used in 
the forward problem is rotated to local spherical coordinates, and 
we calculate the fiv e Lov e parameters A , C , N , L and F (Love 1927 )
via an azimuthal average around the local vertical axis (Montagner 
& Nataf 1986 , 1988 ). We decompose the elastic tensor into a sum 

of a purely radially anisotropic elastic tensor and a perturbation that 
describes the azimuthal anisotropy. Maps showing the calculated 2 θ
and 4 θ variations for fundamental mode Rayleigh and Love wave 
phase velocities at 80 s period are shown in Fig. 6 . The maximum 

perturbation due to 2 θ azimuthal anisotropy is ∼2.7 per cent near 
the trench for Rayleigh waves at ∼80 s period, with a fast axis 
orientation perpendicular to the strike of the trench. The maximum 

perturbation due to 4 θ azimuthal anisotropy is ∼ 1.9 per cent also 
near the trench at ∼ 80 s period for Love waves, with a fast axis ori- 
entation of 45 ◦. On the other hand, 4 θ variations for Rayleigh waves 
and 2 θ variations for Love waves are less than 0.1 and 0.2 per cent, 
respecti vel y. That Rayleigh waves are mostl y sensiti ve to 2 θ vari- 
ations, while Lov e wav es are sensitiv e to 4 θ variations is in good 
agreement with theoretical predictions for realistic mantle structure 
(Montagner & Nataf 1986 , e.g.). In this study, we ignore the ef- 
fects of azimuthal anisotropy and only consider radial anisotropy 
for the waveform fitting under the assumption of sufficient az- 
imuthal averaging (Montagner & Nataf 1988 ). Ho wever , we aim 

to explore the effects of ignoring azimuthal anisotropy in a future 
study. 

A good reference model is necessary to avoid significant artefacts 
when conducting a linear tomographic inversion (e.g. van der Hilst 
& Spakman 1989 ; Nolet 1990 ; Kissling et al. 1994 ; Van der Lee 
& Nolet 1997 ). To that end, we construct a 1-D model for V SV and 
V SH b y laterall y av eraging the geodynamic model ov er longitude. 
Then, we create a 3-D reference model by replacing L and N in the 
elastic tensor with values from the 1-D model at the appropriate 
depths. This may be analogous to some studies where a reference 
1-D model is first created, after which 3-D perturbations are re- 
trieved in a tomographic in version (e.g. Kusto wski et al. 2008 ). In 
our case ho wever , since we only solve for shear wave perturbations 
in our inversion, using a 1-D model for ρ, V PV , V PH and η will 
make it more difficult to disentangle competing modelling errors. 
Therefore, in this study our reference model only uses a regional 
1-D model average for V SV and V SH , while the other model param- 
eters are left identical to true 3-D variations in the geodynamic 
model. The effects of inaccurate reference models for parameters 
neglected in the tomographic inversion will be explored in a future 
study. 

The tomography model is parametrized using the isotropic 
shear wave speed parameter V 

2 
S = 

1 
2 ( V 

2 
SH + V 

2 
SV ) and the radial 

anisotropy parameter ζS = ( V 

2 
SH − V 

2 
SV ) / 2 V 

2 
S , but for plotting pur- 

poses we plot the widely used ξ = 

V 2 SH 

V 2 SV 
. We couple variations in den- 

sity and isotropic P -wav e v elocity to variations in isotropic S -wave 
velocity via the scaling relationships dln ρ/dln V S = 0.4 (Ander- 
son et al. 1988 ) and dln V P /dln V S = 0.5 (Robertson & Woodhouse 
1995 ). The sensitivity of the surface waves to other parameters, such 
as, for example, to the η parameter and to azimuthal anisotropy are 
ignored. 

2.6 Linear inversion 

The 3-D model parametrization used here is similar to Witek et al. 
( 2021 ). We create a tessellated spherical grid (Wang & Dahlen 
1995 ; Van der Lee & Nolet 1997 ) with nodes separated by 125 km 

on average at the surface. The grid centre is located at 0 ◦N, 80 ◦E 

and extends 65 ◦ in all directions. The grid is extended in depth by 
placing identical tessellated grids at 24 depths, which are: 25, 35, 
55, 75, 95, 120, 145, 170, 200, 230, 260, 290, 320, 350, 380, 410, 
450, 490, 530, 610, 660, 730, 780 and 950 km depth. We do not 
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Figure 6. Phase velocities and azimuthal anisotropy perturbations for the geodynamic model calculated at 80 s period. Left-hand column shows the fundamental 
mode Ra yleigh wa v e phase v elocity distribution, and the right-hand column shows the fundamental mode Lov e wav e phase v elocities. Top ro w sho ws 2 θ
variations, and bottom row 4 θ variations. 
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lace a node at the surface in order to avoid perturbations in the
rust, whose thickness and model parameters are kept fixed in this
tudy. The 3-D model perturbations, δm i ( θ , φ, z ), are defined over
he grid using 

m i ( θ, φ, z) = 

∑ 

j,k 

μi jk f j ( θ, φ) h k ( z) , (17) 

here f j ( θ , φ) is a weight derived from a triangular barycentric
oordinate system using the three grid nodes j enclosing the latitude,
ongitude position ( θ , φ) and h k ( z ) is a radial basis function at depth
ode k . The radial basis functions used here are triangle functions
ith a maximum (equal to one) at node k and linearly going to zero

t nodes k − 1 and k + 1. Half-triangles are used for the first and
ast depth nodes. The basis function coefficients μijk are determined
n the inversion, and here i = 1 refers to δln V S and i = 2 refers
o δζ . 

The result of applying the automatic waveform fitting procedure
o a three-component waveform is a linear combination of path
verage model constraints, η, with uncorrelated uncertainties, � η

Nolet 1990 ; Witek et al. 2023 ). After applying the automatic wave-
orm fitting procedure to all ray paths in the data set, all path average
odel constraints η are collected into a single data vector d , which

s related to μ via a linear constraints matrix G, created by project-
ng the eigenvectors of the Hessian from each waveform fit onto the
-D model’s basis functions. To solve for μ, we minimize a misfit
unction defined as 

( μ) = 

(
G μ − d 

)T 
C 

−1 
e 

(
G μ − d 

) + λ2 
D | I μ| 2 + λ2 

F | F μ| 2 , (18) 
here F represents the discrete horizontal gradient operator acting
n μ, I is the identity matrix and C e is a diagonal data covariance
atrix of the uncorrelated uncertainties � η. We also include model

orm damping ( λD ) and horizontal gradient regularization (flatten-
ng; λF ). Optimal values are estimated by performing a trade-off-
ur ve (i.e. L-cur ve) analysis. The misfit equation is optimized using
p to 100 iterations of the least-squares algorithm (LSQR; Paige &
aunders 1982 ). After performing the tradeoff-curve analysis, the
esiduals are analysed and outliers are identified as those residuals
ore than three standard deviations away from the mean residual,
hich typically results in 2–3 per cent of the data set being removed.
fter the outliers are removed, another trade-of f-curve anal ysis is
erformed for the choice of final model. 

In the subsequent sections, we employ several key terms inte-
ral to the understanding of our seismic inversion methodology
nd interpretation of the results. For reference, here we provide
oncise definitions of these terms: ‘model norm’ refers to the mag-
itude of the seismic model, e v aluated through the Euclidean norm
f the vector representing the model. ‘Damping factor’ is a cru-
ial parameter during the seismic inversion process, regulating the
omplexity of the resulting model. A higher value of the damping
actor produces weaker tomographic models. ‘Flattening factor’ (or
horizontal gradient regularization’) is implemented to reduce the
ateral difference of the tomog raphic model, par ticularly in the pres-
nce of high horizontal gradients. ‘Variance reduction’ measures
ow well the seismic model fits to the observed data. A high per-
entage of variance reduction indicates a good match between the
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model and seismic data, contributing to the validity of the inversion 
process. 

3  R E S U LT S  

To test the ability of the inversion to recover the shear wave speed 
and radial anisotropy structures in the input geodynamics model, 
we conduct a series of synthetic inversion tests. We start by per- 
forming an initial tomography inversion, which we shall refer to as 
Test1, using synthetic waveforms from the ideal station distribution 
depicted in Fig. 3 . Next, we perform two more tests, referred to 
as Test2 and Test3, whereby we invert 3744 waveforms computed 
using a station distribution (Fig. 3 ) obtained by selecting stations 
resembling a more realistic seismic data coverage. The main differ- 
ence between Test2 and Test3 is the choice of regularization. The 
regularization used in Test2 is chosen so that the model obtained 
has a norm similar to that of the model chosen in Test1. On the 
other hand, in Test3 the regularization is chosen from the elbow 

of the trade-off curve between the model norm and data misfit (L- 
curve), as typically done in geophysical inverse problems (Aster 
et al. 2018 ). Fig. 7 presents latitude-averaged results from Test1, 
T est2 and T est3. Vertical slices through the 3-D inversion results 
are presented in Figs 8–10 . In Table 2 , we list the selected damping 
and flattening factors for each test and the resulting model norm 

and variance reduction. 
By comparing the results of Test1 in Figs 7 (c) and (d) with the 

true models in Figs 7 (a) and (b), we observe similarities in both 
shear velocity and radial anisotropy structures. For example, the 
strongest low-velocity anomaly associated with the ridge is well 
recovered by the inversion, albeit with some smearing effects. This 
similarity is also seen in different cross-sections at various latitudes 
in Fig. 8 . The same is true for the fast anomaly associated with 
the slab down to ∼100 km depth. While the retrieved V S model 
e xhibits relativ ely higher v elocities in the vicinity of the subducted 
plate, the model se verel y underestimates the amplitude of the high- 
velocity anomalies below ∼100 km depth, as shown by the contours 
representing + 1 per cent δln V S anomalies. Similarly, the inversion 
recov ers ne gativ e radial anisotropy anomalies beneath the ridge and 
the trench, and a positive anomaly beneath the oceanic plate (i.e. 
from the ridge to the trench; Fig. 7 d and Figs 8 l–t). The black 
contours, representing + 1 per cent anomalies in δln ξ , highlight a 
reasonable recovery in Test1 and Test2 of the input age-dependent 
positive radial anisotropy region between the ridge and the 
trench. 

Using a more realistic station distribution strongly affects the 
inversion results (Figs 7 e–h, 9 and 10 ). For example, the results of 
Test2 (Fig. 9 )—with similar model norm to that of Test1 (see Sec- 
tion 2 and Table 2 )—moving along the latitude, exhibits substan- 
tial differences between the input and output models both in shear 
wav e v elocity and in radial anisotropy. The output low-v elocity 
anomaly beneath the ridge changes considerably as latitude varies 
from 10 ◦ to −10 ◦ (Figs 9 b–j), with some artificial high-velocity 
anomalies appearing in some cases, which can reach a magni- 
tude of about 2 per cent. A similar behaviour is observed for 
the high-velocity anomaly associated with the slab, which exhibits 
changes with varying latitude, showing several artificial features 
that are not present in the true model (e.g. Figs 9 b–j). In Fig. 9 , 
between −7.5 ◦ and 7.5 ◦ latitude, we observe the presence of an 
irre gularly shaped high-v elocity anomaly sinking in the astheno- 
sphere parallel to the slab, appearing even stronger and clearer than 
the slab itself. Similarly, the output radial anisotropy varies with 
latitude and exhibits marked blurring ef fects. Ne vertheless, se veral 
large-scale features of the input model are recovered, such as the 
signature of the subducting slab separating positive and ne gativ e 
ξ anomalies, as well as ne gativ e anisotropy anomalies beneath the 
ridge. 

In the results of Test3 (Figs 7 g and h and 10 ), that is, based on the 
model obtained from the elbow of the L-curve (Table 2 ), we observe 
that the output high-velocity anomaly corresponding to the slab is 
weaker than those obtained in Test1 and in Test2. In particular, 
Fig. 10 (b) does not show any significant anomaly associated with 
the subducting slab. The retrieved radial anisotropy also varies with 
latitude, highlighting a decreasing resolution as we approach the 
edges of the study region (Figs 10 l–t). Moreover, we also observe 
that the retrieved δln ξ model is characterized by a flat positive radial 
anisotropy anomaly confined in the top ∼100 km depth, that is, the 
inversion does not recover the depth–age dependency of δln ξ that 
is present in the input model. 

4  D I S C U S S I O N  

In discussing our results, it is crucial to address the deliberate ex- 
clusions and choices made in our methodology. We intentionally 
omitted azimuthal anisotropy in the inversion process, as is com- 
mon practice in tomographic studies as discussed in Section 2 . 
Similarly, the choice of using a 1-D reference model in the in- 
version, rather than a more computationally intensive 3-D model, 
stems from our study’s objectives and limitations of the tomographic 
method. Ho wever , we ackno wledge the potential benefits of in- 
corporating additional a priori information such as slab geometry 
(e.g. derived from seismicity), as well as the inclusion of azimuthal 
anisotropy in future studies. We recognize that these considerations 
can contribute to more robust and geolo gicall y consistent tomo- 
graphic models, and we encourage further exploration in subsequent 
investigations. 

4.1 Isotropic structure 

In all the inversion tests performed in this study the recovered 
isotropic structures are characterized by two major low- and high- 
velocity anomalies, which broadly correspond to the ridge and to the 
subducting slab (Fig. 7 ). Overall, the ridge is well resolved, albeit 
some smearing effects artificially extending the output low-velocity 
anomaly to about 200 km depth, compared to a depth extent of 
∼100 km in the input model beneath the ridge axis (Fig. 7 ). On 
the other hand, examining the + 1 per cent δln V S contour lines in 
Fig. 7 , we observe that the subducted portion of the oceanic litho- 
sphere is imaged as a short slab hanging down to only ∼100 km 

of depth. This clearly highlights the limitations of the seismic data 
and method used in this study at imaging ∼100–200 km thick 
slabs. We note however that overall the slab in the true model is 
relati vel y thin and occupying a small portion of the whole study 
region, and thus it is naturally difficult to resolve it with current 
tomo graphic techniques. Moreover, onl y a fe w regions in the cen- 
tre of the array have good azimuthal coverage (Fig. 5 ), which is 
a typical problem in tomography studies (e.g. Witek et al. 2023 ) 
and may lead to contamination, for example, by unmodelled az- 
imuthal anisotropy. Fur ther more, the ef fecti v eness of the inv ersion 
process in resolving the slab is likely heavily influenced by the 
imposed source–receiver geometry. The arrangement and relative 
positioning of sources and receivers play a critical role in deter- 
mining how well the inversion can reconstruct the structure of the 
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Figure 7. Results of Test1 (uniform data coverage), Test2 (realistic data coverage, same model norm as in Test1) and Test3 (realistic data cov erage, re gularization 
from L-cur ve’s elbow). Ver tical sections averaged along latitude, refer to Figs 8–10 for sections at specific latitudes. (a) True δln V S and (b) true δln ξ models 
for reference. The solid lines in (a) and (b) show the + 1 per cent δln V S and δln ξ contours outline the true slab geometry and radial anisotropy. Recovered 
δln V S and δln ξ for (c) and (d) Test1, (e) and (f) Test2 and (g) and (h) Test3. The dashed lines correspond to + 1 per cent δln V S and δln ξ contours in the true 
input model, while the solid lines show the same contours for the models obtained from the tomographic inversions. 
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lab. Therefore, it is important to note that our results are closely
ied to the specific conditions imposed during this investigation and

ay vary under different experimental setups. Finally, one must
ear in mind that linearized ray theory is used for the modelling,
hose limitations also contribute to uncertainties in the retrieved

mages. 
Giv en the observ ed substantial de gradation in resolving power

ith increasing depth, care should be taken when interpreting seis-
ic tomo graphy images, notabl y beneath oceanic regions. We note

hat for old lithospheric ages most V S profiles in existing tomo-
raphic models exhibit a deepening of fast anomalies, which could
e interpreted as a sudden and anomalous increase in lithospheric
hickness (e.g. Schaeffer & Lebedev 2013 ; Debayle et al. 2016 ; Isse
t al. 2019 ). Ho wever , our results suggest that this could be at least
artly due to lateral smearing effects. Data from oceanic plates close
o subduction zones and to continental passive margins should be
iscarded when V S profiles from tomography models are stacked
nto depth–age profiles. On the other hand, the use of additional
omplementary data sets (e.g. further body wave phases) should
nhance the resolution of the tomography images. Our rationale for
his recommendation is rooted in the complex geological structures
nd dynamics associated with these regions, including subduction-
elated tectonic processes and the presence of continental passive
argins. The intricate nature of these geological settings may in-

roduce additional complexities into the seismic velocity structure,
otentially leading to misleading interpretations when V S profiles
rom tomography models are stacked into depth–age profiles. By
arefully selecting data and excluding regions with known geologi-
al complexities, we aim to enhance the accuracy and reliability of
epth–age profiles constructed from seismic tomography models.
his precautionary measure is essential to ensure that interpreta-
ions regarding lithospheric thickness variations are not confounded
y lateral smearing effects associated with specific geological
ettings. 

Overall, the age-dependent gradual thickening of the lithosphere
an be inferred from all the output isotropic V S models, which
s consistent with the imposed thermal structure based on the
SCM (Section 2.1 ; Turcotte & Schubert 2014 ). Ho wever , the

ransition from the high-velocity lithosphere to the underlying
ow-velocity asthenosphere is much more discontinuous in mod-
ls with a realistic station distribution (Test2 and Test3; see, e.g.
ig. 9 ). 

.2 R adiall y anisotropic structure 

n an upper mantle dominated by A-type olivine textures, horizon-
ally and vertically oriented fabrics result in positive ( V SV < V SH )
nd ne gativ e ( V SV > V SH ) radial anisotropy (Karato et al. 2008 ),
especti vel y, which can be used to infer patterns of mantle flow. Our
omography inversion tests show a good first-order recovery of the
road radial anisotropy features in the input models. This suggests
ittle contamination from the more general unmodelled anisotropy
ncapsulated in the 21 elastic constants used to compute the input
ynthetic seismograms. In particular, small ne gativ e perturbations
n ξ are found in Test1 and Test2 beneath the ridge and in the slab’s
egion. In contrast, Test3 does not recover any substantial nega-
ive ξ anomalies. This stresses the strong impact that regularization
an have on inferences of the vertical components of mantle flow.
adial anisotropy results are generally well retrieved although in
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Figure 8. Results of Test1. (a) and (k) Top panels are the true δln V S and δln ξ models for reference. + 1 per cent δln V S and δln ξ contours outline the true slab 
geometry and radial anisotropy. (b)–(j) are the recovered δln V S and (l)–(t) are the recovered δln ξ at different latitudes. The + 1 per cent δln V S and δln ξ contours 
are drawn in black on the (b)–(j) left-hand panel and (l)–(t) right-hand panel, respecti vel y, for the true model (dashed line) and the obtained result (solid line). 
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our inversions we approximate the 21 elastic parameters to only 5, 
that is, neglecting azimuthal anisotropy despite the fact that this 
reaches values up to 2.7 per cent in some areas of the geodynamic 
model. This is true even when we assume a realistic distribution 
of events and receivers (i.e. Test2 and Test3). Ho wever , ignoring 
the azimuthal anisotropy may cause smearing effects and artifacts 
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Table 2. Trade-off curves from PWI. In column, the model norm, (vr) 
variance reduction, ( λd ) damping factor, ( λf 1 ) flattening factor for V S , ( λf 2 ) 
flattening factor for ζ . In bold, the regularization factors selected for the best 
result of Test1, Test2 and Test3. 

Ideal station distribution 

Norm vr (per cent) λd λf 1 λf 2 

11.36 87.6 0.0 0.0 0.0 
11.11 87.6 0.001 0.0008 0.0008 
11.08 87.6 0.001 0.001 0.001 
11.04 87.6 0.001 0.0012 0.0012 
10.52 87.6 0.003 0.0024 0.0024 
10.27 87.6 0.003 0.003 0.003 
10.06 87.6 0.003 0.0036 0.0036 
8.09 87.2 0.01 0.008 0.008 
7.80 87.04 0.01 0.01 0.01 
7.58 86.8 0.01 0.012 0.012 
5.33 85.3 0.03 0.024 0.024 
5.17 84.9 0.03 0.03 0.03 
5.02 84.5 0.03 0.036 0.036 
2.79 79.3 0.1 0.08 0.08 

Test1 2.72 78.7 0.1 0.1 0.1 
2.67 78.1 0.1 0.12 0.12 
1.34 67.1 0.3 0.24 0.24 
1.33 66.5 0.3 0.3 0.3 
1.31 66.03 0.3 0.36 0.36 
0.41 41.01 1.0 0.8 0.8 
0.409 40.5 1.0 1.0 1.0 
0.408 40.04 1.0 1.2 1.2 
0.103 18.06 3.0 2.4 2.4 

0.1 16.9 3.0 3.0 3.0 
0.097 16.03 3.0 3.6 3.6 

Real station distribution 
Norm vr (per cent) λd λf 1 λf 2 

4.97 99.2 0.001 0.0008 0.0008 
4.97 99.2 0.001 0.001 0.001 
4.97 99.2 0.001 0.0012 0.0012 
4.99 99.2 0.003 0.0024 0.0024 
4.99 99.2 0.003 0.003 0.003 
5.01 99.2 0.003 0.0036 0.0036 
4.90 99.2 0.01 0.008 0.008 
4.89 99.2 0.01 0.01 0.01 
4.93 99.2 0.01 0.012 0.012 
4.34 99.1 0.03 0.024 0.024 
4.22 99.1 0.03 0.03 0.03 
4.10 99.1 0.03 0.036 0.036 
2.86 98.8 0.1 0.08 0.08 

Test2 2.80 98.7 0.1 0.1 0.1 
2.77 98.7 0.1 0.12 0.12 
1.54 97.8 0.3 0.24 0.24 

Test3 1.54 97.7 0.3 0.3 0.3 
1.54 97.7 0.3 0.36 0.36 
0.680 95.3 1.0 0.8 0.8 
0.692 95.2 1.0 1.0 1.0 
0.704 95.0 1.0 1.2 1.2 
0.429 91.1 3.0 2.4 2.4 
0.439 90.4 3.0 3.0 3.0 
0.449 89.7 3.0 3.6 3.6 
0.184 61.0 10.0 8.0 8.0 
0.178 57.2 10.0 10.0 10.0 
0.172 53.9 10.0 12.0 12.0 
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bserv ed, for e xample, in the case of T est2 and T est3 (see Figs 9
nd 10 ). 

Overall Test1 and Test2 show a reasonable recovery of the age-
ependent distribution of positive radial anisotropy (Figs 7 d and f).
his is due to the gradual thickening of the lithosphere as described
y the HSCM and the resulting deepening of the low-viscosity,
ighly anisotropic asthenospheric channel. In contrast, Test3 ex-
ibits a different, age-independent anisotropy structure, resembling
hat predicted by the plate cooling model (Parson & McKenzie
977 , Fig. 7 h). The results from Test3 are consistent with most of
he existing radial anisotropy regional and global scale models (e.g.
eghein et al. 2014 ; Burgos et al. 2014 ; Chang et al. 2015 ; Schaeffer
t al. 2016 ; Debayle et al. 2016 ), which do not show any signifi-
ant age–depth dependency at lithospheric depths. These models
end to be characterized by an upper layer where V SV > V SH and a
ow er la y er w here V SV < V SH , with a transition that occurs at about
he same depth of ∼60–80 km for all lithospheric ages (Nettles &
ziewonski 2008 ; French et al. 2013 ; Auer et al. 2014 ; Beghein

t al. 2014 ; Burgos et al. 2014 ; Chang et al. 2015 ). A similar result
 as found b y Beghein et al. ( 2019 ) b y appl ying a Bay esian inver -

ion approach to three published Pacific surface wave dispersion
ata sets. In these models, the recovered radial anisotropy struc-
ures dif fer e ven in pattern and, in contrast to models of isotropic
 S and azimuthal anisotropy, display no obvious age dependence.
o wever , given the large uncertainties in the inversions, the au-

hors concluded that radial anisotropy, azimuthal anisotropy and
elocity models could actually reflect compatible, age-dependent,
ithosphere–asthenosphere boundary depth estimates as expected
rom the HSCM. More recentl y, K endall et al. ( 2022 ) compared a
-D geodynamic ridge model with seismolo gical observ ations and
pplied a tomographic filter to the geodynamic model. They con-
luded that strong regularization likely controls the flattening of
bserved depth–age trends in radial anisotropy, which is confirmed
y our waveform analysis. 

.3 Half-space versus plate cooling models 

he obtained distributions of radial anisotropy resembling either the
SCM (Test1 and Test2) or the plate cooling model (Test3) clearly

ho w ho w small changes in the in v ersion parameters (e.g. re gular-
zation) can cause large changes in the tomographic result, espe-
ially for models with a sparse, realistic distribution of receivers. In
urn, this can have major implications for the interpretation of the

odels in terms of Earth’s dynamics and cooling. The plate cooling
odel has been frequently invoked to explain the age-independent

rend of surface heat flux and bathymetry observed for seafloor ages
 70–80 Myr. Mechanisms that would explain an age-independent

her mal str ucture of the oceanic lithosphere are plate erosion by
ottom heating or plate delamination by small-scale convection
r by plume-lithosphere interaction (Stein & Stein 1992 ; Parson &
cKenzie 1978 ). The success of the plate cooling model in explain-

ng these surface observables depends, ho wever , entirely on the use
f an artificial boundary condition at the bottom, which comprises
wo free parameters, plate thickness and basal temperature (Kore-
aga et al. 2021 ). There is no such boundary in the real mantle with
 constant temperature, but these free parameters allow the plate
odel to be flexible enough to fit observations on older seafloor.
ore recently, Korenaga et al. ( 2021 ) proposed an updated version

f the classic HSCM. By incorporating the effects of incomplete
iscous relaxation, P –T dependent physical parameters, radiogenic
eating and mainly secular cooling the authors were able to predict
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Figure 9. Results of Test2 with similar model norm to Test1 showed in Fig. 8 . Velocity variations and radial anisotropy are plotted as in Fig. 8 . 
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the thickening of the lithosphere together with the bathymetry and 
surface heat fluxes. The authors, ho wever , do not provide an expla- 
nation for the age-independency of the radial anisotropy profiles in 
current tomography models. Similar to Beghein et al. ( 2019 ) and 
to Kendall et al. ( 2022 ), here we conclude that radial anisotropy 
models are likely poorly constrained and could be in fact con- 
sistent with the HSCM. Enhanced data coverage, notably from 

large-scale deployments of ocean bottom seismometers (e.g. Pacific 

art/ggae042_f9.eps
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Figure 10. Results of Test3, a reasonable model based on L-cur ve ‘cor ner’ trade’-off criteria. Velocity variations and radial anisotropy are plotted as in Fig. 8 . 
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rray, http://eri- ndc.eri.u- tok yo.ac.jp/P acificArray/ ; Rhum-rum,
arruol & Sigloch ( 2013 )—https://www.rhum-rum.net/en/ ; UP-
LOW, https://upflo w-eu.github .io/ ) are necessary to improve the
esolution of (an)isotropic models beneath the oceans. 
l  
.4 Anisotropy at lithospheric depths 

if ferentl y from radial anisotropy models that display nega-
ive radial anisotropy in the upper 60–80 km of the oceanic
ithosphere (Nettles & Dziewonski 2008 ; Beghein et al. 2014 ;

art/ggae042_f10.eps
http://eri-ndc.eri.u-tokyo.ac.jp/PacificArray/
https://www.rhum-rum.net/en/
https://upflow-eu.github.io/


232 F. Rappisi et al . 
D

ow
nloaded from

 https://academ
ic.oup.com

/gji/article/237/1/217/7590816 by D
O

 N
O

T U
SE Institute of Education m

erged w
ith 9000272 user on 29 February 2024
Burgos et al. 2014 ), our in versions sho w V SH > V SV also at litho- 
spheric depths. This could be ascribed to, for example, melt-assisted 
deformational processes occurring at the ridge yielding fabrics dif- 
ferent from those modelled here (Holtzman et al. 2003 ; Kaminski 
2006 ; Hansen et al. 2016 ), and/or to a different corner flow dynam- 
ics at the ridge (as an example, Hedjazian et al. 2017 , obtained a 
weakl y positi ve radial anisotropy within the lithosphere due to a 
more inclined fabrics than in our model). Recent studies based on 
local ocean–bottom seismic arrays deployed in areas not affected 
by upwelling plumes found that radial anisotropy is actually pos- 
itive ( ξ ≥ 5 per cent) in the shallow oceanic lithosphere down to 
at least 30 km below the seafloor (Russel et al. 2018 ). Thus, the 
ne gativ e ξ retriev ed at lithospheric depths in plate- and global-scale 
surface wave models might be related to the fact that these surface 
wave studies have not included the high-frequency data required to 
resolve anisotropy at shallow depths (Hansen et al. 2016 ; Chang & 

Ferreira 2017 ). 

5  C O N C LU S I O N S  

We combined geodynamic simulations with seismological forward 
and inverse modelling to investigate which realistic upper-mantle 
isotropic and anisotropic features can and cannot be resolved with 
classical tomography methods. We used the automatic PWI method 
of Witek et al. ( 2023 ) to perform seismic tomography inversions 
of ∼52 080 synthetic waveforms computed using the SEM for a 
realistic 3-D Earth model obtained from geodynamics simulations 
and fabrics calculations. The 3-D geodynamic model reproduces a 
geological setting composed by an oceanic ridge, in the middle of 
the modelling domain, and two subduction zones, to the western 
and eastern sides of the domain. We tested ideal and more realistic 
seismic station coverages, which showed the strengths and limita- 
tions of the tomographic inversions. The models of isotropic V S 

and radial anisotropy that we obtained from the PWI inversions 
show that the tomographic result is strongly influenced both by 
the data coverage and the model regularization. While changes 
in station coverage can cause some distortions in the retrieved 
isotropic and radially anisotropic structures, the large-scale fea- 
tures can still be resolved by applying less regularization than 
in typical real tomography inversions. On the other hand, by ap- 
plying the L-curve ‘corner’ trade’-off criteria to select regular- 
ization, which is typically used in tomography inversions, leads 
to substantial artefacts in the resulting tomographic images. For 
e xample, by changing re gularization one can obtain anisotropic 
models similar to the HSCM, showing age-dependent lithospheric 
structures, or, conversely, obtain results similar to the plate cool- 
ing model, characterized by flat and age-independent lithospheric 
structures. Moreover, in all cases, the retrieved subducted slabs 
can be strongly distorted, showing substantial artificial thickening 
and also losing a clear fast velocity signature below ∼ 100 km 

depth. Future work combining surface wave data with higher fre- 
quenc y body wav e data should help resolv e these issues. Further- 
more, efforts to continue enhancing seismic data coverage are es- 
sential, notably to cover the Earth’s oceans, such as with large-scale 
ocean–bottom seismometer deployments (e.g. PacificArray, https: 
//eri- ndc.eri.u- tok yo.ac.jp/P acificArray/ , Rhum-rum e xperiment—
Barruol & Sigloch ( 2013 ), https://www.rhum-rum.net/en/ , UP- 
FLOW, https://upflo w-eu.github .io ). F inally, we note that w hile our 
source-receiver configuration is designed to resemble those em- 
ployed in similar real data studies, and our conclusions can be 
cautiously extended to somewhat broader scenarios, it is crucial 
to emphasize that the results presented here remain anchored to 
the specific conditions imposed in this study. Interpretation of our 
findings should therefore be within the framework of this specific 
setup, recognizing the nuanced interplay between the imposed con- 
straints and the generalizability of our seismic anisotropy tomog- 
raphy outcomes. Moreover, we emphasize that this study focuses 
on waveform tomography whereby the sources and receivers are 
all within the same tomography box (which is the case of many 
regional tomographic inversions). 
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Moulik , P. & Ekstr öm, G., 2014. An anisotropic shear velocity model of 
the Earth’s mantle using normal modes, body waves, surface waves and 
long-period waveforms, J. geophys. Int., 199 (3), 1713–1738. 

Nettles , M. & Dziewonski, A., 2008. Radially anisotropic shear velocity 
structure of the upper mantle globally and beneath north america, J. 
geophys. Res.: Solid Earth, 113 (B2). https://doi.org/10.1029/2006JB00 
4819 . 

Nicolas , A. , Boudier, F. & Boullier, A., 1973. Mechanisms of flow in natu- 
rall y and experimentall y deformed peridotites, Am. J. Sci., 273 (10), 853–
876. 

Nolet , G. , 1990. Partitioned waveform inversion and two-dimensional struc- 
ture under the network of autonomously recording seismographs, J. geo- 
phys. Res., 95 (B6), 8499–8512. 

Paige , C.C. & Saunders, M.A., 1982. Algorithm 583: Lsqr: sparse linear 
equations and least squares problems, ACM Trans. Math. Softw. (TOMS), 
8 (2), 195–209. 

Panning , M.P. , Leki ́c, V. & Romanowicz, B.A., 2010. Importance of crustal 
corrections in the development of a new global model of radial anisotropy, 
J. geophys. Res.: Solid Earth, 115 (B12). https://doi.org/10.1029/2010JB 

007520 . 
Park , J. & Levin, V., 2002. Seismic anisotropy: tracing plate dynamics in the 

mantle, Science, 296 (5567), 485–489. 
Parson , B. & McKenzie, D., 1977. An analysis of the variation of ocean floor 

bathymetry and heat flow with age, J. geophys. Res.: Solid Earth, 82(5), 
803–827. 

Parson , B. & McKenzie, D., 1978. Mantle convection and the thermal struc- 
ture of the plates, J. geophys. Res.: Solid Earth, 83, 4485–4496. 

Raleigh , C. , Kirby, S., Carter, N. & Lallemant, H.A., 1971. Slip and the 
clinoenstatite transformation as competing rate processes in enstatite, J. 
geophys. Res., 76 (17), 4011–4022. 

Ranalli , G. , 1995. Rheology of the Earth, Springer Science & Business 
Media. 

Rappisi , F. & Faccenda, M., 2019. Geodynamic and seismological numerical 
modelling for seismic anisotropy studies, AGUFM, 2019, DI21B–0038. 

Ritsema , J. , Deuss, A., Van Heijst, H.J. & Woodhouse, J.H., 2011. S40RTS: 
a de gree-40 shear-v elocity model for the mantle from new Ra yleigh wa ve 
C © The Author(s) 2024. Published by Oxford University P
article distributed under the terms of the Creative Common
permits unrestricted reuse, distribution, and reproduction in
dispersion, teleseismic traveltime and normal-mode splitting function 
measurements, J. geophys. Int., 184 (3), 1223–1236. 

Robertson , G. & Woodhouse, J., 1995. Evidence for proportionality of 
p and s heterogeneity in the lower mantle, J. geophys. Int., 123 (1), 
85–116. 

Ronchi , C. , Iacono, R. & Paolucci, P.S., 1996. The “cubed sphere”: a new 

method for the solution of partial differential equations in spherical ge- 
ometry, J. Comput. Phys., 124 (1), 93–114. 

Russel , J. , Gaherty, J., Lin, P.-Y., Lizarrardle, D., Collins, J., Hirth, G. & 

Evans, R., 2018. High-resolution constraints on pacific upper mantle 
petrofabric inferred from surface-wave anisotropy, J. geophys. Res.: Solid 
Earth, 124, 631–657. 

Sadourny , R. , 1972. Conserv ati ve finite-dif ference approximations of the 
primitive equations on quasi-uniform spherical grids, Mon. Weather Rev., 
100 (2), 136–144. 

Schaeffer , A. & Lebedev, S., 2013. Global shear speed structure of the upper 
mantle and transition zone, J. geophys. Int., 194 (1), 417–449. 

Schaef fer , A. , Lebede v, S. & Becker, T., 2016. Azimuthal seismic anisotropy 
in the earth’s upper mantle and the thickness of tectonic plates, J. geophys. 
Int., 207 (1), 901–933. 

Stein , C. & Stein, S., 1992. A model for the global variation in oceanic depth 
and heat flow with lithospheric age, Nature, 359, 123–129. 

Sturgeon , W. , Ferreira, A.M., Faccenda, M., Chang, S.-J. & Schardong, 
L., 2019. On the origin of radial anisotropy near subducted slabs in the 
midmantle, Geochem. Geophys. Geosyst., 20 (11), 5105–5125. 

Tasaka , M. , Zimmerman, M.E. & Kohlstedt, D.L., 2017. Rheological 
weakening of olivine + orthop yrox ene aggregates due to phase mix- 
ing: 1. Mechanical behavior, J. geophys. Res.: Solid Earth, 122 (10), 
7584–7596. 

T romp , J. , K omatitsch, D. & Liu, Q., 2008. Spectral-element and adjoint 
methods in seismology, Commun. Comput. Phys., 3 (1), 1–32. 

Turcotte , D. & Schubert, G., 2014. Geodynamics, 160–228, 263–334, 425–
463. 

van der Hilst , R.D. & Spakman, W., 1989. Importance of the reference model 
in linearized tomography and images of subduction below the Caribbean 
plate, Geophys. Res. Lett., 16 (10), 1093–1096. 

Van der Lee , S. & Nolet, G., 1997. Upper mantle s velocity structure of 
north america, J. geophys. Res.: Solid Earth, 102 (B10), 22815–22838. 

Wang , Z. & Dahlen, F.A., 1995. Spherical-spline parameterization of three- 
dimensional earth models, Geophys. Res. Lett., 22 (22), 3099–3102. 

Warren , J.M. , Hirth, G. & Kelemen, P.B., 2008. Evolution of olivine lattice 
preferred orientation during simple shear in the mantle, Earth planet. Sci. 
Lett., 272 (3–4), 501–512. 

Witek , M. , Chang, S.-J ., Lim, D ., Ning, S. & Ning, J., 2021. Radial anisotropy 
in east asia from multimode surface wave tomography, J. geophys. Res.: 
Solid Earth, 126 (7), e2020JB021201. https://doi.org/10.1029/2020JB02 
1201 . 

Witek , M. , Lee, S., Chang, S. & van der Lee, S., 2023. Waveform inversion 
of large data sets for radially anisotropic ear th str ucture, J. geophys. Int., 
232 (2), 1311–1339. 

Woodhouse , J.H. , 1988. The Calculation of Eigenfrequencies and Eigen- 
functions of the Free Oscillations of the Earth and the Sun, pp. 321–370, 
Academic Press. 

Yang , J. & Faccenda, M., 2020. Intraplate volcanism originating from up- 
welling hydrous mantle transition zone, Nature, 569, 88–91. 

Zhang , S. & Karato, S.-I., 1995. Lattice preferred orientation of olivine 
agg regates defor med in simple shear, Nature, 375 (6534), 774–777. 
ress on behalf of The Royal Astronomical Society. This is an Open Access 
s Attribution License ( https://cr eativecommons.or g/licenses/by/4.0/ ), which 
 any medium, provided the original work is properly cited. 

 February 2024

http://dx.doi.org/10.1111/j.1365-246X.2005.02708.x
http://dx.doi.org/10.1029/2021JB022377
https:\begingroup \count@ "002F\relax \relax \uccode `~\count@ \uppercase {\gdef {\relax \protect $\relax \sim $}}\endgroup \setbox \thr@@ \hbox {}\dimen \z@ \wd \thr@@ \begingroup \count@ "002F\relax \relax \uccode `~\count@ \uppercase {\gdef {\relax \protect $\relax \sim $}}\endgroup \setbox \thr@@ \hbox {}\dimen \z@ \wd \thr@@ doi.org\begingroup \count@ "002F\relax \relax \uccode `~\count@ \uppercase {\gdef {\relax \protect $\relax \sim $}}\endgroup \setbox \thr@@ \hbox {}\dimen \z@ \wd \thr@@ 10.1029\begingroup \count@ "002F\relax \relax \uccode `~\count@ \uppercase {\gdef {\relax \protect $\relax \sim $}}\endgroup \setbox \thr@@ \hbox {}\dimen \z@ \wd \thr@@ 2021JB022377
http://dx.doi.org/10.3389/feart.2022.884100
https://doi.org/10.3389/feart.2022.884100
http://dx.doi.org/10.1111/j.1365-246X.1995.tb05920.x
http://dx.doi.org/10.1029/JB091iB01p00511
http://dx.doi.org/10.1111/j.1365-246X.1988.tb05903.x
http://dx.doi.org/10.1093/gji/ggu356
http://dx.doi.org/10.1029/2006JB004819
https:\begingroup \count@ "002F\relax \relax \uccode `~\count@ \uppercase {\gdef {\relax \protect $\relax \sim $}}\endgroup \setbox \thr@@ \hbox {}\dimen \z@ \wd \thr@@ \begingroup \count@ "002F\relax \relax \uccode `~\count@ \uppercase {\gdef {\relax \protect $\relax \sim $}}\endgroup \setbox \thr@@ \hbox {}\dimen \z@ \wd \thr@@ doi.org\begingroup \count@ "002F\relax \relax \uccode `~\count@ \uppercase {\gdef {\relax \protect $\relax \sim $}}\endgroup \setbox \thr@@ \hbox {}\dimen \z@ \wd \thr@@ 10.1029\begingroup \count@ "002F\relax \relax \uccode `~\count@ \uppercase {\gdef {\relax \protect $\relax \sim $}}\endgroup \setbox \thr@@ \hbox {}\dimen \z@ \wd \thr@@ 2006JB004819
http://dx.doi.org/10.2475/ajs.273.10.853
http://dx.doi.org/10.1029/JB095iB06p08499
http://dx.doi.org/10.1145/355993.356000
http://dx.doi.org/10.1029/2010JB007520
https://doi.org/10.1029/2010JB007520
http://dx.doi.org/10.1126/science.1067319
http://dx.doi.org/10.1029/JB082i005p00803
http://dx.doi.org/10.1029/JB083iB09p04485
http://dx.doi.org/10.1029/JB076i017p04011
http://dx.doi.org/10.1111/j.1365-246X.2010.04884.x
http://dx.doi.org/10.1111/j.1365-246X.1995.tb06663.x
http://dx.doi.org/10.1006/jcph.1996.0047
http://dx.doi.org/10.1029/2018JB016598
http://dx.doi.org/10.1175/1520-0493(1972)1002.3.CO;2
http://dx.doi.org/10.1093/gji/ggt095
http://dx.doi.org/10.1093/gji/ggw309
http://dx.doi.org/10.1038/359123a0
http://dx.doi.org/10.1029/2019GC008462
http://dx.doi.org/10.1002/2017JB014333
http://dx.doi.org/10.1017/CBO9780511843877.010
http://dx.doi.org/10.1029/GL016i010p01093
http://dx.doi.org/10.1029/97JB01168
http://dx.doi.org/10.1029/95GL03080
http://dx.doi.org/10.1016/j.epsl.2008.03.063
http://dx.doi.org/10.1029/2020JB021201
https:\begingroup \count@ "002F\relax \relax \uccode `~\count@ \uppercase {\gdef {\relax \protect $\relax \sim $}}\endgroup \setbox \thr@@ \hbox {}\dimen \z@ \wd \thr@@ \begingroup \count@ "002F\relax \relax \uccode `~\count@ \uppercase {\gdef {\relax \protect $\relax \sim $}}\endgroup \setbox \thr@@ \hbox {}\dimen \z@ \wd \thr@@ doi.org\begingroup \count@ "002F\relax \relax \uccode `~\count@ \uppercase {\gdef {\relax \protect $\relax \sim $}}\endgroup \setbox \thr@@ \hbox {}\dimen \z@ \wd \thr@@ 10.1029\begingroup \count@ "002F\relax \relax \uccode `~\count@ \uppercase {\gdef {\relax \protect $\relax \sim $}}\endgroup \setbox \thr@@ \hbox {}\dimen \z@ \wd \thr@@ 2020JB021201
http://dx.doi.org/10.1093/gji/ggac393
http://dx.doi.org/10.1038/s41586-020-2045-y
http://dx.doi.org/10.1038/375774a0
https://creativecommons.org/licenses/by/4.0/

	1 INTRODUCTION
	2 METHODS
	3 RESULTS
	4 DISCUSSION
	5 CONCLUSIONS
	ACKNOWLEDGMENTS
	DATA AVAILABILITY
	SUPPORTING INFORMATION
	REFERENCES

