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ABSTRACT

Introduction: The health mention classification (HMC) task is the process of identifying and classify-
ing mentions of health-related concepts in text. This can be useful for identifying and tracking the
spread of diseases through social media posts. However, this is a non-trivial task. Here we build on
recent studies suggesting that using emotional information may improve upon this task. Our study
results in a framework for health mention classification that incorporates affective features.

Materials and Methods: We present two methods, an intermediate task fine-tuning approach (implicit)
and a multi-feature fusion approach (explicit) to incorporate emotions into our target task of HMC. We
evaluated our approach on 5 HMC-related datasets from different social media platforms including
three from Twitter, one from Reddit and another from a combination of social media sources. The
source code for our models is freely available at https://github.com/tahirlanre/Emotion_PHM.

Results: Extensive experiments demonstrate that our approach results in statistically significant per-
formance gains on HMC tasks. By using the multi-feature fusion approach, we achieve at least a
3% improvement in F1 score over BERT baselines across all datasets. We also show that considering
only negative emotions does not significantly affect performance on the HMC task. Additionally,
our results indicate that HMC models infused with emotional knowledge are an effective alternative,
especially when other HMC datasets are unavailable for domain-specific fine-tuning.

Conclusion: Our proposed framework incorporates emotional information into HMC tasks. The re-
sults validate that adding affective features improves the performance of detecting health informa-
tion on social media, which is useful for epidemiological surveillance. As the HMC datasets come
from various sources, including Twitter, Reddit and online health forums, this improvement demon-
strates the generalisation and robustness of our framework.

Keywords: health mention classification, emotion detection, social media, natural language pro-
cessing

1. Introduction

Social media platforms such as Twitter and Reddit have become one of the most useful resources
for people to share personal health experiences. This is partly due to their widespread availability
and ease of accessibility. Also, the near real-time nature of these types of data makes them useful
for public health surveillance. Despite this accessibility, there is a serious drawback to using these
data sources. The large volume, the rate at which they are generated, and the unstructured nature of
data pose special challenges. Potential biases may also exist with using such data [1]. Overall, social
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media data is an important source of data and they have been shown to have applications in areas
such as health informatics, public health, and medical research [2].

One of the crucial steps in harnessing social media data sources for public health surveillance
is detecting content related to a health report. This task has been formulated as Health Mention
Classification (HMC) [3]. The HMC task aims to develop algorithms and models that can accurately
identify and classify health mentions in a text (e.g. a social media post), enabling the automated
analysis and interpretation of large volumes of health-related data. In this task, text documents are
analyzed, and any mentions of health-related entities, such as diseases, symptoms, treatments, and
other medical concepts, are identified and labelled according to a predefined set of categories or
labels. HMC is a challenging problem due to the complex nature of natural language and the wide
range of health-related entities that can be mentioned in a text. For example, the post “Every time
I wrap gifts it looks good until I rapidly develop Parkinson’s in both of my hands” is a health mention,
while “Congratulations to Coach Parkinson on receiving a contract extension through the 2021-2022 season!
#/agsROAR” is not. According to the former, the author suffers from Parkison’s disease. In contrast,
in the latter, the author refers to someone named Parkinson.

Previous work on HMC using social media has primarily focused on Twitter' posts [4, 5]. Twitter
is a popular data source for public health applications because its contents are mainly available to
the public through the Twitter API. However, the 280-character limit on tweets can make it difficult
to distinguish different contexts. More recently, Reddit posts have been collected for HMC tasks
[6]. Reddit posts are generally longer than tweets, allowing users to provide more context, and
moderators often monitor discussions within subreddits to ensure relevance to the topic. This can
make it easier to track conversations using health-related topics forums on Reddit. Reddit data, like
Twitter, is publicly accessible through the Reddit API. Other dedicated online health forums such
as AskaPatient?, patient.infoS also exist for discussing health experiences. Such forums are used by
patients to ask for medical advice from experts or to discuss with other patients.

To improve performance on HMC tasks, previous work has employed a variety of NLP tech-
niques, from methods that use contextual word representations to non-contextual word representa-
tions [3, 5]. Furthermore, past research has also considered modelling the literal or figurative usage
of disease or symptoms words within texts expressing personal health experiences [7]. Another body
of work also investigated using a combination of user behavioural information such as sentiment and
emotion in conjunction with other features [6]. However, in this work, we consider the relationship
between self-reports of personal health experiences and emotions expressed in such reports. Health
mentions are expected to trigger an emotion by the account poster. For example, someone reporting a
diagnosis of a disease is likely to express emotions such as sadness, and fear, while someone who has
recovered from an illness is likely to express emotions such as joy or happiness, even if they would
be of similar health status, objectively; furthermore, a post raising awareness about that particular
disease might be neutral in terms of emotion. Our hypothesis is that the related nature of express-
ing emotions while discussing personal health experiences will result in a performance boost for our
target task, i.e health mention classification in social media texts.

In this paper, we explore the emotions conveyed in social media texts describing personal health
experiences to improve our target task: health mention classification. To this end, we propose to im-
plicitly incorporate emotional knowledge into our target task through an intermediate emotion detec-
tion task. We aim to leverage inductive bias from the emotion detection task to improve performance
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(@) HMC dataset »  BERT » HMC model
(b) ﬂ_‘ > BERT » Emotion model

Fig. 1: The structure for (a) HMC model and (b) Emotion detection model

on HMC over baseline methods. We also propose modelling the relationship between emotions and
health mentions by explicitly combining HMC-specific and affective features to improve results fur-
ther. We evaluate the effectiveness of our proposed approaches on five datasets from popular social
media platforms such as Twitter and Facebook and online health communities. The datasets are of
various sizes and characteristics. In addition, we investigate if there is any additional benefit to con-
sidering only negative emotions. Finally, we compare the performance of cross-task transfer from
respective HMC models to a direct transfer from an emotion model.

2. Materials and Methods

2.1. Data

We explore a variety of HMC-related datasets from different social media platforms to study the
general applicability of our approach. We use three Twitter datasets - FLU2013 [8], PHM2017 [5],
ILL2021 [9], one Reddit dataset - RHMD2022 [6] and one from a combination of Facebook, Reddit,
Twitter and patient.info - SELF2020 [10]. These datasets are annotated for classifying mentions of
health-related concepts in social media text (e.g. health mention /non-health mention or flu infection/Flu
awareness). Table 1 presents the summary of all HMC datasets. More details about the construction
and annotation are provided in A.1.

2.2. Models

Firstly, we describe our models for HMC and emotion detection (see Figure 1). Following that, we
present our framework for incorporating emotions into the task of HMC with two different types of
enhancements. Both enhancements aim to enrich the neural representations learned by BERT with
emotional knowledge.

2.2.1. Health Mention Classification

Social media posts related to health mentions are usually extracted using symptoms or disease-
related keywords. On the other hand, people on social media often use slang and varied representa-
tions of a word, which contribute to a high noisiness of social media posts. Thus, the presence of a
symptom or disease word does not necessarily mean it is health-related. State-of-the-art approaches
have been proposed to model contextual relationships between words in a text [11]. Such mod-
els represent every word dependent on the particular context of occurrence. Incorporating contex-
tual information is essential for language understanding tasks, even more so for correctly classifying
health-related social media posts.
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Table 1: Distribution of labels and examples for each HMC dataset

Dataset Label Size Text
Flu infection 1,280 <user> Ugh. I'm getting a flu shot (hopefully) in about half an
FLU2013 " .
(positive) hour. :( Sorry yours is being ugly!
Flu awareness 1,342 I hope Is there some kind of flu going around? It's like everyone’s
(negative) getting sick all of a sudden. Weird.
Self-mention 306 Officially now a cancer patient (1991)
PHM2017 Other mention 516 Dana set a goal after her #stroke: walk in high heels again <url>
#2health #ForOurHearts <url>
Awareness 1,278 #Stroke threatens millions of lives. Learn the signs: <url>
#ForOurHearts <url>
Non-health 2,483 You are Alzheimer’s mascot you master of socialism <url>
mention
No self- 2,954 There is an otosclerosis community FB page which is quite help-
SELF2020 | disclosure ful.
Possible self- 2,586 Im basically taking one day at a time. I guess some viruses are
disclosure unknown to medicine. So is what it is.
Clear self- 1,010 Dementia and its Genetic Markers, many are known, however
disclosure that may not mean you will end up with a problem. I have a
Congenital Short Term Memory Defect from Birth, and I have
had to relatives who died from Dementia.
ILL2 Negative 18,435 Brain ‘pacemaker’ could prevent tremors and seizures for Parkin-
021 , .
son’s and epilepsy sufferers
positive 3,872 "I'm not OK’: Michael Buble gets emotional talking about 5-year-
old son’s cancer battle
Figurative 3,430 Addiction to a Toy **As a kid, I was always addicted to this one
RHMD2022 | mentions toy called a slinky. 1 would spend hours and hours just fiddling
with it. It seemed so satisfying to me. Whenever I would lose it, 1
would go into a depressing state for days and days, until I found
it again. is it just me who has an addiction to a specific type of
toy™*.
Non-health 2,586 Court let Merck hide secrets about a popular drug’s risks - Law-
mentions suits claim baldness drug Propecia causes sexual problems and
depression. The judge sealed evidence suggesting the maker
downplayed the side effects.
Health men- 3,360 I was diagnosed with Asperger’s, OCD, Major depressive, and
tions PTSD while I was inpatient. Ask me anything I was inpatient

for 6 days due to homicidal thoughts and urges towards those who
had hurt me emotionally and physically. And I put that hatred
on others who did nothing wrong. In Inpatient I was diagnosed
with Asperger’s, OCD, and later after Outpatient, PTSD. I was
abused by my mother, and three friends over the years. Physically
and Mentally. Ask me anything.
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To train our health mention classification model, we leverage a context-sensitive model, BERT
[11]. We fine-tune BERT on the respective HMC dataset. Fine-tuning BERT on task-specific corpus
often yields performance gains on downstream tasks [11]. We refer to the model fine-tuned on HMC
dataset as BERTypc-

2.2.2. Emotion Detection

In computational linguistics, emotion detection involves identifying discrete emotions in text [12].
Many computational approaches have been proposed to detect emotions in text, including using
emotion lexicons [13] and machine learning models [14]. In line with the current trend in NLP, pre-
trained language models have also been used to obtain state-of-the-art results in emotion analysis
on social media [15, 16]. Moreover, it has been shown that understanding emotion requires a thor-
ough understanding of context [17]. Due to this and the increasing ubiquity of pre-trained language
models, we employ BERT [11] for our emotion detection task.

To capture fine-grained emotions, we leverage existing datasets annotated with emotions. We
consider two publicly available emotion datasets - GoEmotions (GE) [18] and SemEvall8 - Emotions
(SE) [19]. These datasets are manually annotated with various emotion categories such as anger,
disgust, fear, joy, sadness and surprise. More information about the construction and labels of these
datasets are provided in A.2. Based on standard practice in NLP, we fine-tuned BERT [11] on an
emotion dataset to learn general emotion representations. The domain-specific nature of emotion
expressed in social media texts made this step crucial. We refer to the emotion model fine-tuned on
GoEmotions and SemEval18 as BERTgg and BERTsE respectively.

2.3. Emotion Incorporation Framework

Studies have shown that social media users typically express a range of emotions when posting
about personal health updates [20]. Building on this, we aim to capture the emotion spectrum when
people post about their personal health experiences on social media. We consider two approaches to
incorporate emotions into HMC. Both approaches aim to enrich the neural representations learned
by BERT with emotional knowledge.

2.3.1. Intermediate Task Fine-tuning Approach

Recent work has shown that initially fine-tuning on an intermediate task before fine-tuning on a
target task of interest improves the performance of pre-trained models [21]. Notwithstanding, the
effectiveness of this approach depends highly on the intermediate task that is applied [22]. The intu-
ition behind intermediate fine-tuning is that if both tasks are related, the linguistic knowledge learnt
in the intermediate task can contribute to understanding the target task. Following this observation,
we hypothesize that emotion detection tasks can assist the task of HMC.

To improve upon our baselines, we explore intermediate fine-tuning as a means of implicitly in-
corporating an emotion-specific inductive bias into our target task. We follow the emotion detection
approach (2.2.2) described above to serve as an intermediate task. The intermediate fine-tuning step
implicitly learns affective features that could be helpful for the target task. Specifically, we use the
fine-tuned emotion model parameters to initialise a new BERT model and then fine-tune the HMC
task. The approach is illustrated in Figure 2.
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Fig. 3: Explicit emotion incorporation with multi-feature fusion

2.3.2. Multi-Feature Fusion Approach

Research has demonstrated improved performance on HMC tasks when sentiment and emotional
features are combined [3, 6]. They were generated, however, using emotion lexicons. Pre-trained
language models capture better emotions expressed in social media texts due to their success in nat-
ural language understanding tasks [23]. We hypothesise that by combining emotional information,
our health mentions specific sentence encoder could be guided to detect the nuances of reporting
personal health experiences on social media. To achieve this, we explicitly combine affective and
HMC-specific linguistic features. We extract HMC-specific features from the HMC model and then
these representations are fused with affective features extracted from the emotion model. In this
approach, emotional information is incorporated explicitly via the extracted affective features. The
approach is illustrated in Figure 3.

2.4. Experimental Setup

2.4.1. Model Architecture

We describe our approach to fine-tune BERT for both HMC and emotion detection. Given an input
sequence, we use a WordPiece tokenizer to tokenize the input as described in [11]. The tokenizer adds
two special tokens [CLS] and [SEP] to the input sequence, and the tokenized input is represented as:

X = [x[CLS]/ X1, X2, +eey Xy x[SEP}] )

where x; is the contextualised embedding of the t-th token in a sequence of n symbols. The
tokenized input is then passed into the BERT model to yield a sequence of hidden states as follows:

H= [h[cLs],hlz h2/---/hnrh[SEP]] @)

We consider the hidden vector hc;g) € R from the last hidden layer as the aggregate sequence
representation for both HMC and emotion models. The representation is then passed through a linear
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output layer for prediction: '
Ji = Wyhicrs) + by )

where W, and b, are learnable network parameters and 7; is the network output. For the multi-
feature approach (2.3.2), the representations from both HMC and emotion models are directly con-
catenated! to form a combined representation. Then, the fused representations are fed into a linear
layer for prediction:

yi= Wy(thCLs} D efas}) + by (4)

where hltc 1] and e’tc 1g) are the extracted features from the HMC and emotion models, respectively.

The HMC and emotion models are fine-tuned at the same time during training.

2.4.2. Model optimization

For HMC tasks, which are single-label classification problems, the output uses a softmax activation
and the network is optimized with a cross-entropy loss. For emotion tasks, which are multi-label
classification problems, we use a sigmoid activation and optimize the network with a binary cross
entropy loss.

2.4.3. Baselines

To serve as our baseline, we used the HMC model described above (section 2.2.1). Specifically, we
use bert-base-uncased, a version that consists of 12 bidirectional transformers encoders with 768 hidden
layers and 12 self-attention heads (total number of parameters = 110M). We compare the performance
of our emotion incorporation approach to the baseline.

2.4.4. Training

For all our experiments, we trained the models with minibatch gradient descent using the Adam
optimizer [24]. We used a batch size of 128 (except for PHM2017'", batch size = 64). The number of
epochs is set to 3 with a learning rate of 2¢°.

Dataset split The dataset splits were not provided by the dataset distributors hence we create our
own splits. For each dataset, we perform a 80%/10%/10% split randomly to create the train, validation
and test sets respectively. To train our models, the training set was used, while the validation set was
used to select hyperparameters, and the test set was used to evaluate the performance of our models.
The dataset splits we used for our experiments are presented in Table 2.

Evaluation Following previous works on HMC [3, 6], we evaluate each model’s performance using
F1 macro score and report the results on the test set. To account for variability, we run each model
five times with different seeds and report the average results over these five runs. We report the
average performance across 5 runs with different seeds on the test set.

Tnitial experiments with max pooling and self-attention gave worse results.
'l Initial experiments with batch size = 128 gave low performance.
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Table 2: Summary statistics of the dataset splits

Dataset Train Validation Test All
FLU2013 2,098 263 264 2,622
PHM2017 3,667 459 460 4,583
SELF2020 5,241 656 656 6,550
I1LL2021 17,846 2,232 2,232 22,307

RHMD2022 8,013 1,002 1,003 10,015

3. Results

We show the results obtained using our framework in Table 3. To determine whether the improve-
ments are statistically significant, we use a two-sample t-test to compare the F1 scores. We assert
significance if p < 0.05 under a two-sample t-test with the vanilla BERT model. Both of our ap-
proaches to incorporating emotional information boost performance across the HMC datasets. We
also find that most of the gains are on the HMC datasets with limited samples.

For the intermediate task fine-tuning approach, we observe that fine-tuning on either emotion
dataset improves performance over the respective HMC task in the majority of cases. On some HMC
datasets, such as FLU2013 and SELF2020, there was at least a 3% increase in the performance. The
BERT model fine-tuned on Sem-Evall8 emotion data (BERTsE) yields the most improvements on all
but one dataset, compared to the BERT model fine-tuned on GoEmotions (BERTgg), which only
obtained better improvement on PHM2017. Though, the vanilla BERT achieved better results on
PHM?2017 when compared to both BERTgg and BERTsg. We note that BERTsg performs significantly
better on RHMD2022 which is a Reddit-based dataset, than BERTsE, which is trained on an emotion
dataset from the same domain (Reddit).

Overall, the results for the multi-feature approach show the benefit of combining both health men-
tion representations and emotional information. The multi-feature approach consistently improves
on the baseline and intermediate task fine-tuning across all HMC datasets. The performance on the
SELF2020 data shows the most significant improvement, up nearly 7 F1 points when emotion fea-
tures are generated using BERTsg and up more than 7 F1 points when emotion features are generated
with BERTgg. Similarly to the results from our first approach, emotion-based models trained with
Sem-Evall8 achieve the best performance in most cases.

Table 3: F1 macro score for the health mention classification task. Bold denotes the highest score and * denotes
statistical significance. The average of five random seeds is used for all scores.

Model FLU2013 PHM2017 SELF2020 ILL2021 RHMD2022
Baseline
BERT 1y 82.18 81.66 70.13 91.25 80.76
Intermediate Task Fine-tuning
BERTE 82.18 81.29 73.02* 91.32 80.91
BERT g 85.15 80.93 74.02* 91.38 81.91*
Multi-Feature Fusion
BERTypmc + BERTgg  85.85% 83.59* 77.28* 91.85* 82.64*
BERT i c + BERTsg  86.08* 83.9% 76.50% 91.88* 82.77*
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3.1. Effect of negative emotions

Although a direct relationship has not been established, negative emotions have been associated with
social media references to personal health [25]. For example, tweets about colonoscopies were found
to express more negative sentiment on average [26]. Another study showed that users post more
frequently when symptoms are worse, raising concerns about bias towards negative emotions [27].
As a result, we investigate the effect of using only texts annotated with negative emotions to fine-
tune our emotion model. We use a subset of the emotion dataset with only negative emotions (and
neutral). For the GoEmotions data, we follow the negative emotions defined by the authors [18] i.e.
anger, disqust, fear, sadness, neutral. For Sem-Evall8 - emotions data set, we used the following labels
as negative emotions: anger, disgust, fear, pessimism, sadness. Table 4 shows the result when we used
only negative emotions.

Results The results show no significant gain when using only negative emotions over using all
emotions (positive, negative and neutral). This applies to both our approaches. The performance
on most tasks deteriorated moderately for the intermediate task fine-tuning. While there are improve-
ments for our multi-feature approach, these are relatively small and insignificant. This result shows
no additional benefit to incorporating only negative emotions. Instead, taking advantage of the full
spectrum of emotions might be more helpful.

Table 4: F1 macro score for the health mention classification task. Bold denotes the highest score and * denotes
statistical significance. The average of five random seeds is used for all scores.

Model FLU2013 PHMZ2017 SELF2020 ILL2021 RHMD2022
Baseline
BERT e 82.18 81.66 70.13 91.25 80.76
Intermediate Task Fine-tuning
BERTGE g 82.41 81.0 72.25% 91.39 81.67*
BERTsEyeq 84.32 81.59 73.37% 91.24 81.19
Multi-Feature Fusion
BERTppc + BERTGE ey 86.07% 83.07* 76.94* 91.93* 82.57*
BERTppc + BERTsg jee  86.23% 83.28* 77.33% 91.91* 82.42*

3.2. Cross-HMC Task Transfer

As part of our study, we compare the performance of using an emotion fine-tuned model to a model
fine-tuned on a HMC data and transferred to other HMC tasks. For example, we fine-tune a bert-
based model with PHM2017 and further fine-tune it on a target dataset, FLU2013.

Results We present the results obtained in Table 5. Here, we denote the best results between
BERTgE and BERTsg as BERT,;;0ti0n- In some cases (FLU2013 and PHM?2017), the model fine-tuned
on emotion data, BERT,,,,:on leads to better results than models fined-tuned on another HMC dataset.
On the other datasets, the performance of the BERT,tio, is Very close to the best-performing fine-
tuned models on HMC datasets. These findings demonstrate that we can use publicly available emo-
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tion datasets to enhance performance on HMC tasks without sparse annotated related HMC datasets.

Table 5: F1 macro score for the health mention classification task. Bold denotes the highest score. The average
of five random seeds is used for all scores.

Model FLU2013 PHM2017 SELF2020 ILL2021 RHMD2022
BERT,.01i0m 85.15 81.29 74.02 91.38 81.91
BERTF; 112013 - 79.53 73.34 91.18 82.22
BERTpuam0; 8498 - 75.86 91.82 81.73
BERTsr ro000  83.77 78.15 - 91.57 81.57
BERT ;2001 84.52 77.99 74.16 - 82.0
BERTRympooos  84.09 80.55 73.88 91.69 -

4. Conclusion

In this paper, we showed that, as per our initial hypothesis, health mentions discussion contains
emotional content, which can be exploited to improve health mention classification tasks. We pro-
posed to incorporate emotions into HMC in two ways: (1) by implicitly adding affective features
through intermediate fine-tuning on emotion detection task; and (2) by explicitly combining affec-
tive and HMC-specific features from both emotion and HMC models. Overall, we found that both
approaches increased performance on the target task, with the explicit addition of affective features
offering the highest gains (method 2). The benefits cut across all HMC datasets, demonstrating the
generalisation and robustness of our approach.

We also investigated if there is any relationship between negative emotions and health mentions.
Our results show that there is no significant effect on the performance of HMC when only considering
negative emotions for learning an emotion model. We further show that transferring emotion models
to HMC tasks offers competitive performance to cross-HMC-task transfer. It suggests that in the
absence of annotated data for HMC tasks, data-rich emotion tasks can be used to improve results.

Additionally, we observe that the HMC datasets with the least samples benefited most from the
improvements. Given the fact that annotation size is a major bottleneck for health mention classifica-
tion tasks, our methods can contribute to the wider community of researchers working in the HMC
field. Our work points to numerous future directions, such as incorporating figurative language de-
tection using our proposed approach and jointly modelling HMC and emotion detection tasks in a
multi-task setting.

5. Summary Points

What was already known on the topic?

¢ Social media platforms have become important sources of information for public health surveil-
lance.

¢ Health Mention Classification (HMC) is a task that involves identifying and classifying health-
related mentions in text, to enable the automated analysis of large volumes of health data.

¢ Studies have explored the relationship between self-reported health experiences and emotional
expression, and found that emotions can be useful features for HMC tasks.

10
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What this study added to our knowledge?

We propose two approaches to incorporate emotional information into HMC to improve perfor-
mance.

We achieved promising results and demonstrated the benefit of adding emotional information
to detect health mentions from social media data, which can be useful public health surveillance.

We demonstrated that data-rich emotion detection models can be transferred to HMC tasks with
limited annotation data, resulting in competitive performance.

References

[1]

2]

[3]

[4]

[5]

[6]

[7]

[8]

[9]

[10]

Renato Miranda Filho, Jussara M Almeida, and Gisele L Pappa. “Twitter Population Sample
Bias and its impact on predictive outcomes: a case study on elections”. In: (2015), pp. 1254-
1261.

Oduwa Edo-Osagie et al. “A scoping review of the use of Twitter for public health research”.
In: Computers in biology and medicine 122 (2020), p. 103770.

Rhys Biddle et al. “Leveraging sentiment distributions to distinguish figurative from literal
health reports on Twitter”. In: Proceedings of The Web Conference 2020. 2020, pp. 1217-1227.

Keyuan Jiang et al. “Identifying tweets of personal health experience through word embedding
and LSTM neural network”. In: BMC bioinformatics 19.8 (2018), pp. 67-74.

Payam Karisani and Eugene Agichtein. “Did you really just have a heart attack? Towards ro-
bust detection of personal health mentions in social media”. In: Proceedings of the 2018 World
Wide Web Conference. 2018, pp. 137-146.

Usman Naseem et al. “Identification of disease or symptom terms in reddit to improve health
mention classification”. In: Proceedings of the ACM Web Conference 2022. 2022, pp. 2573-2581.

Adith Iyer et al. “Figurative Usage Detection of Symptom Words to Improve Personal Health
Mention Detection”. In: Proceedings of the 57th Annual Meeting of the Association for Computa-
tional Linguistics. Association for Computational Linguistics, July 2019, pp. 1142-1147. DOTI:
10.18653/v1/P19-1108. URL: https://aclanthology.org/P19-1108.

Alex Lamb, Michael J. Paul, and Mark Dredze. “Separating Fact from Fear: Tracking Flu In-
fections on Twitter”. In: Proceedings of the 2013 Conference of the North American Chapter of the
Association for Computational Linguistics: Human Language Technologies. Association for Compu-
tational Linguistics, June 2013, pp. 789-795. URL: https://aclanthology.org/N13-1097.

Payam Karisani, Negin Karisani, and Li Xiong. “Contextual Multi-View Query Learning for
Short Text Classification in User-Generated Data”. In: arXiv preprint arXiv:2112.02611 (2021).

Mina Valizadeh et al. “Identifying Medical Self-Disclosure in Online Communities”. In: Pro-
ceedings of the 2021 Conference of the North American Chapter of the Association for Computational
Linguistics: Human Language Technologies. Association for Computational Linguistics, June 2021,
pp- 4398-4408. DOI: 10.18653/v1/2021 .naacl-main.347. URL: https://aclanthology.org/
2021 .naacl-main.347.

11


https://doi.org/10.18653/v1/P19-1108
https://aclanthology.org/P19-1108
https://aclanthology.org/N13-1097
https://doi.org/10.18653/v1/2021.naacl-main.347
https://aclanthology.org/2021.naacl-main.347
https://aclanthology.org/2021.naacl-main.347

Incorporating Emotions into Health Mention Classification Task on Social Media

[19]

[21]

[22]

Jacob Devlin et al. “BERT: Pre-training of Deep Bidirectional Transformers for Language Un-
derstanding”. In: Proceedings of the 2019 Conference of the North American Chapter of the Association
for Computational Linguistics: Human Language Technologies, Volume 1 (Long and Short Papers). As-
sociation for Computational Linguistics, June 2019, pp. 4171-4186. DOI: 10 . 18653 /v1/N19-
1423. URL: https://aclanthology.org/N19-1423.

Muhammad Abdul-Mageed and Lyle Ungar. “EmoNet: Fine-Grained Emotion Detection with
Gated Recurrent Neural Networks”. In: Proceedings of the 55th Annual Meeting of the Association

for Computational Linguistics (Volume 1: Long Papers). Association for Computational Linguistics,
July 2017, pp. 718-728. DOI: 10.18653/v1/P17-1067. URL: https://aclanthology.org/P17-
1067.

Saif M Mohammad. “From once upon a time to happily ever after: Tracking emotions in mail
and books”. In: Decision Support Systems 53.4 (2012), pp. 730-741.

Maryam Hasan, Elke Rundensteiner, and Emmanuel Agu. “Automatic emotion detection in
text streams by analyzing twitter data”. In: International Journal of Data Science and Analytics 7.1
(2019), pp. 35-51.

Shrey Desai, Cornelia Caragea, and Junyi Jessy Li. “Detecting Perceived Emotions in Hurricane
Disasters”. In: Proceedings of the 58th Annual Meeting of the Association for Computational Linguis-
tics. Association for Computational Linguistics, July 2020, pp. 5290-5305. DOI: 10.18653/v1/
2020.acl-main.471. URL: https://aclanthology.org/2020.acl-main.471.

Olanrewaju Tahir Aduragba et al. “Detecting Fine-Grained Emotions on Social Media during
Major Disease Outbreaks: Health and Well-being before and during the COVID-19 Pandemic”.
In: AMIA Annual Symposium Proceedings. Vol. 2021. American Medical Informatics Association.
2021, p. 187.

Keith Oatley, Dacher Keltner, and Jennifer M Jenkins. Understanding emotions. Blackwell pub-
lishing, 2006.

Dorottya Demszky et al. “GoEmotions: A Dataset of Fine-Grained Emotions”. In: Proceedings
of the 58th Annual Meeting of the Association for Computational Linguistics. Association for Com-
putational Linguistics, July 2020, pp. 4040—4054. DOI: 10.18653/v1/2020.acl-main.372. URL:
https://aclanthology.org/2020.acl-main.372

Saif Mohammad et al. “SemEval-2018 Task 1: Affect in Tweets”. In: Proceedings of the 12th
International Workshop on Semantic Evaluation. New Orleans, LA, USA: Association for Com-
putational Linguistics, June 2018, pp. 1-17. DOI: 10 . 18653 /v1 /818~ 1001. URL: https ://
aclanthology.org/S18-1001.

Robert Lerrigo et al. “The Emotional Toll of Inflammatory Bowel Disease: Using Machine
Learning to Analyze Online Community Forum Discourse”. In: Crohn’s & Colitis 360 (2019).

Jason Phang, Thibault Févry, and Samuel R Bowman. “Sentence encoders on stilts: Supplemen-
tary training on intermediate labeled-data tasks”. In: arXiv preprint arXiv:1811.01088 (2018).

Ting-Yun Chang and Chi-Jen Lu. “Rethinking Why Intermediate-Task Fine-Tuning Works”. In:
Findings of the Association for Computational Linguistics: EMINLP 2021. Punta Cana, Dominican
Republic: Association for Computational Linguistics, Nov. 2021, pp. 706-713. DOI: 10. 18653/
v1/2021.findings-emnlp.61. URL: https://aclanthology.org/2021.findings-emnlp.61.

12


https://doi.org/10.18653/v1/N19-1423
https://doi.org/10.18653/v1/N19-1423
https://aclanthology.org/N19-1423
https://doi.org/10.18653/v1/P17-1067
https://aclanthology.org/P17-1067
https://aclanthology.org/P17-1067
https://doi.org/10.18653/v1/2020.acl-main.471
https://doi.org/10.18653/v1/2020.acl-main.471
https://aclanthology.org/2020.acl-main.471
https://doi.org/10.18653/v1/2020.acl-main.372
https://aclanthology.org/2020.acl-main.372
https://doi.org/10.18653/v1/S18-1001
https://aclanthology.org/S18-1001
https://aclanthology.org/S18-1001
https://doi.org/10.18653/v1/2021.findings-emnlp.61
https://doi.org/10.18653/v1/2021.findings-emnlp.61
https://aclanthology.org/2021.findings-emnlp.61

Incorporating Emotions into Health Mention Classification Task on Social Media

[23] Ramit Sawhney et al. “PHASE: Learning Emotional Phase-aware Representations for Suicide
Ideation Detection on Social Media”. In: Proceedings of the 16th Conference of the European Chap-
ter of the Association for Computational Linguistics: Main Volume. Association for Computational
Linguistics, Apr. 2021, pp. 2415-2428. DOI: 10.18653/v1/2021.eacl-main.205. URL: https:
//aclanthology.org/2021.eacl-main.205.

[24] Diederik P Kingma and Jimmy Ba. “Adam: A method for stochastic optimization”. In: arXiv
preprint arXiv:1412.6980 (2014).

[25] Wei Wang et al. “Twitter analysis: Studying US weekly trends in work stress and emotion”. In:
Applied Psychology 65.2 (2016), pp. 355-378.

[26] Omar Metwally et al. “Using social media to characterize public sentiment toward medical in-
terventions commonly used for cancer screening: an observational study”. In: Journal of medical
Internet research 19.6 (2017), e7485.

[27] Neil S Coulson. “How do online patient support communities affect the experience of inflam-
matory bowel disease? An online survey”. In: [JRSM short reports 4.8 (2013), p. 2042533313478004.

A. Data

A.1. HMC Datasets

FLU2013 This dataset was created by [8] to distinguish between reports of actual Flu infections and
awareness. Each tweet in the dataset was manually annotated as either a flu report (positive) or a flu
awareness (negative). At the time of this study, only 2,622 tweets were available to download, which
is about 58% of the original dataset.

PHM2017 Another existing dataset which focuses on more than one disease and condition was
constructed by Karisani and Agichtein [5]. In the corpus, they collected English tweets related to
Alzheimer’s disease, heart attack, Parkinson’s disease, cancer, depression, and stroke and manually
annotated them in terms of self-mention, other-mention, awareness and non-health. At the time of this
study, only 4,987 tweets were available to download, which is about 69% of the original dataset.

SELF2020 This dataset consists of health-related posts covering a range of health issues collected
from online communities, including patient.info and social media platforms (Facebook, Reddit and
Twitter) [10]. The dataset consists of 6,550 posts annotated as either no self-disclosure, possible self-
disclosure or clear self-disclosure. The majority (88.1%) of the posts are from patient.info, thus the
dataset contains phrases and sentences that are mostly longer than the Twitter-based datasets.

ILL2021 The ILL2021 dataset is an illness report dataset related to three different health conditions:
Parkinson’s disease, cancer, and diabetes [9]. The dataset is annotated to detect if a tweet mentions
the health condition and contains a health report (positive) or not (negative). 22,307 tweets (98% of the
original dataset) were available for download at the time of this study.

RHMD2022 The RHMD dataset focuses on Reddit posts only [6]. The posts contain keywords
related to up to 15 diseases and symptoms such as Headache, OCD and Allergic. In total, the dataset
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contains 10,015 unique posts. They are labelled with figurative mention, non-personal health mention and
health mention. In terms of length, the posts are longer than the Twitter-based datasets.

A.2. Emotion Datasets

GoEmotions (GE) GoEmotions [18] is a benchmark emotion dataset originally annotated with 27
diverse emotions and neutral. The dataset contains 58,000 Reddit comments. The authors further
group the labels into 6 Ekman emotion groups and neutral. This is the variant we use for our experi-
ments, where emotions = {anger, disqust, fear, joy, sadness, surprise and neutral}.

SemEvall8 - Emotions (SE) This dataset, which includes emotion-specific labels indicating the au-
thors” emotional states, was taken from SemEval-2018 Task-1 [19]. It comprises 10,986 tweets divided

into 11 emotion labels — (anger, disgust, anticipation, fear, joy, love, optimism, pessimism, sadness, surprise
and trust), each of which is a binary label that denotes the presence of a specific emotion.

S1. Supplementary Materials

Information about related work are provided in a supplementary file attached to this submission.
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