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Abstract—Intelligent Reflecting Surface (IRS) utilizes low-cost, passive reflecting elements to enhance the passive beam gain, improve Wireless Energy Transfer (WET) efficiency, and enable its deployment for numerous Internet of Things (IoT) devices. However, the increasing number of IRS elements presents considerable channel estimation challenges. This is due to the lack of active Radio Frequency (RF) chains in an IRS, while pilot overhead becomes intolerable. To address this issue, we propose a Channel State Information (CSI)-free scheme that maximizes received energy in a specific direction and covers the entire space through phased beam rotation. Furthermore, we take into account the impact of an imperfect IRS and meticulously design the active precoder and IRS reflecting phase shift to mitigate its effects. Our proposed technique does not alter the existing IRS hardware architecture, allowing for easy implementation in the current system, and enabling access or removal of any Energy Receivers (ERs) without additional cost. Numerical results illustrate the efficacy of our CSI-free scheme in facilitating large-scale IRS without compromising performance due to excessive pilot overhead. Furthermore, our scheme outperforms the CSI-based counterpart in scenarios involving large-scale ERs, making it a promising solution in the era of IoT.
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I. INTRODUCTION

The successful deployment of Internet of Things (IoT) devices in sixth-generation (6G) wireless communication systems relies heavily on the advancement of Wireless Energy Transfer (WET) technologies. The use of a large number of IoT devices in various high-maintenance environments such as healthcare, environmental detection, smart homes, smart cities, autonomous vehicles, and national defense requires efficient and reliable WET solutions [1]–[5]. In addition, the future density of IoT devices is projected to increase to tens or more per square meter [6]. As frequent maintenance of batteries in IoT devices is not practical, the development of WET technology is crucial for the successful implementation of IoT in 6G wireless communication systems. Several studies have highlighted the significance of WET in IoT [7]–[9], emphasizing the need for continued research in this field.

Although the concept of WET is not new, it has been in development for over a century, with one of the earliest experiments conducted by Tesla in 1891. Since then, there have been numerous advancements in WET and Wireless Information Transfer (WIT) technologies, including Simultaneous Wireless Information and Power Transfer (SWIPT), Wirelessly Powered Communication Networks (WPCN), and Wirelessly Powered Backscatter Communication (WPBC), etc [10]–[13]. Despite these developments, limitations in terms of transmission distance and efficiency still exist. Ongoing research is focused on addressing these limitations and developing more efficient and reliable WET solutions.

Intelligent Reflecting Surface (IRS) is an emerging technology for 6G wireless networks that has the potential to enhance energy efficiency, coverage, and security, while also presenting new opportunities and challenges for SWIPT/WPCN/WPBC [14]–[17]. An IRS consists of a planar surface with a large number of low-cost, passive reflecting elements, each of which can independently adjust the phase and amplitude of incident electromagnetic signals to meet specific functional and performance requirements. IRS can operate in Full Duplex (FD) mode without self-interference, and can reflect signals to users who are blocked from communicating directly with the Power Beacon (PB). This is a promising solution for both Wireless Information Transfer (WIT) and Wireless Energy Transfer (WET). Specifically, for WET, the additional Line-of-Sight (LoS) path can reduce the effects of large-scale fading caused by blockages and shadows, enhancing the potential of WET. Recent studies have proposed a variety of techniques to optimize the performance of SWIPT/WET systems with the assistance of IRS. For example, a low-complexity alternating optimization algorithm was proposed in [14], which meets the secrecy rate requirements while increasing harvested energy by nearly twofold. Other works have jointly optimized the transmit precoder and passive phase shift matrix of the IRS, demonstrating the advantages of using IRS in SWIPT/WET.
systems [15], [18]. Furthermore, the effectiveness of using multiple IRSs to improve SWIPT system performance has been demonstrated in [19]. These results highlight the potential benefits of using IRS in future wireless communication systems.

The application of IRS in WET faces a significant challenge in the acquisition of Channel State Information (CSI) between the IRS and its serving PBs/users [1]–[4], [6], [20]. The lack of signal processing capability in IRS complicates the estimation of cascaded channels of PBs-to-IRS-to-users. Furthermore, the pilot overhead is proportional to the number of IRS elements and users [21], [22], making channel estimation impractical. The absence of active RF links in low-cost reflecting elements also makes pilot transmission for channel estimation impossible. Recent research efforts have explored the problem of IRS channel estimation. Deep learning and compressed sensing-based methods with randomly distributed active sensors have been proposed in [23] to estimate the channel with negligible pilot overhead. Additionally, a power sensor added behind the IRS element can be used to observe the interference phenomenon and superpose the signal in the same phase at the receiver, as described in [24]. Finally, [25], [26] propose a technique that collects a large number of actual observations to determine the optimal precoder and IRS phase shift. These innovative approaches offer promising solutions for channel estimation in WET with IRS, which will be critical for the future development of 6G wireless communication systems.

In a nutshell, the existing works on IRS-assisted WET systems have the following drawbacks:

- The pilot overhead of IRS-assisted WET systems is intolerable. Although recent research attempts to propose a reasonable solution, additional active RF links, hardware, or observation time are required.
- Most works concentrated on IRS-assisted WET systems for a small number of energy receivers (ERs). In fact, massive ERs will pose new challenges to channel estimation and IRS-assisted WET systems in the coming IoT era.
- Most works assume that the IRS hardware is perfect, which means that the passive phase shift and reflection amplitude can be adjusted independently. Unfortunately, this is not feasible at the current industrial level.

This paper presents a novel scheme for IRS-assisted WET that does not require CSI (it is also referred to as a CSI-free scheme in this paper) and can accommodate both perfect and imperfect IRS hardware. Our contributions are summarized as follows:

- A CSI-free scheme is proposed. Combined with the proposed simple but effective rotation scheme, the proposed CSI-free scheme can cover the entire space. It is worth noting that our scheme does not require any pilot overhead for the IRS-to-ERs channel, so it is ideal for large-scale IRS elements and massive ERs.
- We considered the scenario of massive ERs to meet the massive energy supply demand that may arise in the future. Our scheme outperforms the CSI-based counterpart in scenarios involving large-scale ERs. Furthermore, no re-optimization is required for any ER entry to or removal from this system, lowering maintenance costs significantly.
- We propose an extension of the CSI-free scheme from perfect to imperfect hardware and provide a comprehensive mathematical derivation and explanation for the extension. We present different schemes for non-LoS (NLoS) and LoS channels, and provide rigorous proofs and numerical results. Our proposed scheme retains the passive and low-cost nature of the IRS hardware, and is highly compatible with the current hardware model and system architecture. Furthermore, our scheme does not require any modifications to the existing IRS hardware, allowing it to inherit the majority of existing IRS research and ensuring that it is easy to implement.
- Numerous experiments are designed. We conducted a thorough examination of the proposed CSI-free scheme’s performance in detail. Numerical results illustrate that in massive ERs and large-scale IRS scenarios, such as cases when the number of ERs in the energy coverage range reaches 64 or the number of IRS elements reaches 169, the proposed CSI-free scheme outperforms the CSI-based counterpart by approximately 2 dB. This outcome highlights the feasibility and rationality of the CSI-free scheme in the context of WET assisted by IRS.

The remainder of this paper is organized as follows. Section II provides an overview of the system model, while Section III presents a novel CSI-free scheme for both uncoupled and coupled reflection amplitude and phase shift IRS models. The numerical results are presented in Section IV, and Section V summarizes the findings and conclusions of this study.

Notation: $\mathbf{I}_M$ and $\mathbf{I}_N$ denote the $M$-dimension identity matrix and the column vector with all one. $[\cdot]$ and $[\cdot]_i$ denote the $i$-th element of vector and $(i, j)$-th element of matrix, respectively. $i = \sqrt{-1}$ is the imaginary unit. $\|\cdot\|$ and $|\cdot|$ denote the Euclidean norm and absolute value. diag$(\cdot)$ denotes the diagonal matrix. $(\cdot)^T$, $(\cdot)^\dagger$, $(\cdot)^H$ denote the transpose, conjugate transpose operators, respectively. $\Re(\cdot)$ is the real-value operator, while $\Im(\cdot)$ is the imaginary-value operator. $\mathcal{E}(\cdot)$ and $\mathcal{D}(\cdot)$ denote the mathematical expectation and variance, respectively. $Z \sim X^{2}(a, b)$ denotes the non-central chi-square distribution with freedom degree $a$ and parameter $b$, and the mean value of $Z$ is $\mathcal{E}(Z) = a + b$ and the variance of $Z$ is $\mathcal{D}(Z) = 2(a + 2b)$. $\mathcal{U}$, $\mathcal{C}$ and $\mathcal{N}$ denote the uniform distribution, circularly symmetric complex Gaussian distribution and Gaussian distribution, respectively.

II. SYSTEM MODEL

In this paper, we focus on the Multiple-Input-Single-Output (MISO) IRS-assisted WET downlink scenario, as depicted in Fig. 1. In this scenario, a PB equipped with a uniform linear array (ULA) with size of $M$ supports WET to massive single-antenna ERs, by employing an IRS with $N_r \times N_e = N$ reflecting elements. Additionally, there is no direct link available due to blockage.
A. Channel Model

Quasi-static flat fading channels are assumed. Specifically, the channel from PB-to-IRS denoted as \( G \in \mathbb{C}^{N \times M} \) is perfectly known, and the channel from the IRS to the \( k \)-th ER, denoted as \( h_k \in \mathbb{C}^{N \times 1} \), is unknown. We adopt a LoS channel model for \( G \), which can be readily obtained through the channel estimation of the PB and the IRS controller\(^1\)\(^2\)\(^3\)\(^4\), and a Rician channel model for \( h_k \). Therefore

\[
G = \sqrt{MN}G_{\alpha,i}(\theta_G, \varphi_G)G_{\Phi,j}(\gamma_G)H, \tag{1}
\]

where \( \varphi_G \) and \( \gamma_G \) represent the azimuth (elevation) angle of arrival (AoA) and the angle of departure (AoD) from PB to IRS, respectively (shown in Fig. 1 upper left). Since the IRS is an \( N_x \times N_y \) uniform planar array (UPA), we have

\[
a_{G,i}(\theta_G, \varphi_G) = a_{G,i}(u_G) \otimes a_{G,j}(v_G), \tag{2}
\]

where \( \otimes \) stands for the Kronecker product. \( u_G = 2\pi d \cos \varphi_G \lambda = \pi \cos \varphi_G \) by setting \( d/\lambda = 1/2 \) without sacrificing generality, where \( d \) and \( \lambda \) are the element spacing and carrier wavelength. Similarly, we have \( v_G = 2\pi / \lambda \sin \varphi_G \). Hence \( a_{G,i}(\gamma_G) = 1 / \sqrt{N_u} \left[ 1, e^{j\beta/2}, \ldots, e^{j\beta(N_u-1)/2} \right] \), and \( a_{G,j}(v_G) = 1 / \sqrt{N_v} \left[ 1, e^{j\alpha/2}, \ldots, e^{j\alpha(N_v-1)/2} \right] \). The channel \( h_k \) from the IRS to \( k \)-th ER is expressed as

\[
h_k = \sqrt{\kappa_k} h_{los} + \sqrt{\frac{1}{1 + \kappa_k}} h_{nlos}
+ \sqrt{\frac{1}{1 + \kappa_k}} CN\left( \sqrt{\kappa_k} \left[ e^{j\Phi_{1,k}}, e^{j\Phi_{2,k}}, \ldots, e^{j\Phi_{N,v,k}} \right], I_N \right), \tag{3}
\]

where \( \kappa_k \) denotes the Rician factor of channel \( h_k \), \( h_{los} \) represents the LoS component and \( h_{nlos} \) represents the scattering component of \( h_k \). The \( i \)-th phase of the array response vector \( a_{h,k,i} = a_{h,k,i}(u_{h,k}) \otimes a_{h,k,j}(v_{h,k}) \) is represented by \( \Phi_{h,i} \) (i.e., \( \Phi_{h,k} = \arg([a_{h,k,i}(\theta_{h,k}, \varphi_{h,k}), \ldots]) \)), where the azimuth and elevation angles of departure (AoD) from the IRS to the \( k \)-th ER are denoted by \( \varphi_{h,k} \) and \( \theta_{h,k} \), respectively. The variables \( u_{h,k} \) and \( v_{h,k} \) are defined analogously to those in the channel matrix \( G \). For the purpose of simplification and without loss of generality, it is assumed that the IRS and ERs reside in the same horizontal plane, implying \( \varphi_{h,k} = \pi/2 \). This assumption enables the reduction of the ER’s positional model from a three-dimensional to a two-dimensional representation. It should be noted that extending the model from a two-dimensional to a three-dimensional configuration is a straightforward process.

B. Practical Phase Shift IRS Model

The investigation of the IRS in both WIT and WET has been extensively conducted. However, numerous studies have overlooked the imperfect hardware properties inherent to IRS systems. Recent research has delved into the impact of these imperfections, modeling each reflecting element as a resonant circuit characterized by specific inductance, capacitance, and resistance values\(^2\).\(^9\)\(^{10}\). This relationship can be represented as follows:

\[
\beta_i = \beta(\theta_i) = (1 - \beta_{\min}) \left( \frac{\sin(\theta_i - \eta) + 1}{2} \right)^\alpha + \beta_{\min}, \tag{4}
\]

where \( \beta_{\min} \) represents the minimum amplitude, \( \eta \) denotes the horizontal distance between \( -\pi/2 \) and \( \beta_{\min} \), and \( \alpha \) governs the steepness of the function curve. In practice, IRS circuits are fixed once they are fabricated, making these parameters readily available and easily determined using standard curve fitting tools. It can be readily deduced that \( \beta_i = 1, \forall i \in N \) when \( \theta_i = \eta + \pi/2, \forall i \in N \). Building upon this model, it has been established that the amplitude response of the reflecting element exhibits a non-linear relationship with its phase shift, precluding independent adjustments. This model will serve as the foundation for the development of our CSI-free scheme in the subsequent sections of this paper.

III. IRS ASSISTED MASSIVE WET WITHOUT CSI

This section will commence with a discussion of uncoupled reflection amplitude and phase shift IRS model, which we will hereafter refer to as the Ideal IRS. This will serve as a foundation for exploring the concept of IRS-assisted WET without knowledge of \( h_k \). The primary objective of this exploration is to enable an investigation into the CSI-free approach for the coupled reflection amplitude and phase shift IRS model, subsequently referred to as the Practical IRS. We will focus solely on the \( k \)-th ER scenario, as the performance of an individual ER serves as an indicator for the entire system. For the sake of clarity, we will omit the subscript of \( \kappa_k \) and assume that all ERs experience a similar channel condition (i.e., \( \kappa_k = \kappa, \forall k \)) without loss of generality.
A. Ideal IRS assisted WET

With the aid of IRS, the signal received by the k-th ER can be expressed as

\[
y_k = \sqrt{\alpha_G a_{h,k}} \sum_{j=1}^{N} \mathbf{h}^j \mathbf{H} \mathbf{G} w_j x_k
\]

\[
= \sqrt{\alpha_G a_{h,k}} \sum_{j=1}^{N} \mathbf{A}[\mathbf{h}^j] \mathbf{[H]}_{j,j} w_j x_k, \tag{5}
\]

where \(\alpha_G\) and \(a_{h,k}\) denote the path loss from PB-to-IRS and IRS-to-ER, respectively, \(w_j\) denotes the precoder for i-th IRS element. We attempt to design individual beams for each element of the IRS to attain optimal flexibility in manipulating the reflected signals. \(x_k\) is the normalized energy signal, i.e., \(E[x_k^i x_k] = 1\). \(\mathbf{A}_j = \mathbf{G}_j \sum_{i=1}^{N} \mathbf{w}^i\) represents the signal received by the j-th element, where \(\mathbf{G}_j\) represents the j-th row of matrix \(\mathbf{G}\). Moreover, \(\mathbf{H} = \text{diag}(\hat{e}^{\phi_1}, \ldots, \hat{e}^{\phi_N})\text{diag}(\hat{\beta}_1, \ldots, \hat{\beta}_N)\) is the diagonal phase shift matrix of IRS, where \(\hat{\beta}_i\in[-\pi,\pi]\) and \(\hat{\beta}_i\in[0,1]\) are the phase shift and amplitude reflection coefficient, respectively.

**Lemma 1:** Under the LoS PB-to-IRS channel model considered in this paper, the signal incident on the IRS element has the same amplitude but a different phase.

**Proof:** Please refer to Appendix A for detailed proof. ■

**Remark 1:** According to Lemma 1, we know that the amplitude of incident signal is associated to the component \(\alpha_G a_{h,k}\) \(\sum_{i=1}^{N} \mathbf{w}^i\). It can be verified that the maximum-ratio transmission (MRT) is the optimal transmit precoder for all IRS elements to maximize incident signal power [33], [34], and we only need one precoder pointing to IRS for energy transfer from PB to IRS, i.e., \(\mathbf{w}_{\text{MRT}} = \sum_{i=1}^{N} \mathbf{w}_i = \sqrt{P(\alpha_G a_{h,k})} \mathbf{w}\), where \(P\) is the total transmit power. In a nutshell, we have \(\mathbf{A}_j = \sqrt{P} \hat{e}^{\phi_j}, \forall i \in N\), where \(\phi_j\) and \(P\) represent the different phase and the same power incident on the j-th element, respectively.

It is important to emphasize that in a more generalized channel model, such as the Rician channel, strict adherence to the characteristics specified in Lemma 1 is crucial. Given the absence of CSI between the IRS and the ERs, it is vital to ensure uniformity in the incident power directed at each IRS element. Such uniformity ensures equitable performance, particularly when the specifics of the IRS-to-ER channel are undetermined. For environments typified by Rician channels, this equity might necessitate the deployment of supplementary antennas at the PB. The essence of our methodology in formulating distinct beams for every IRS element is rooted in this foundational concept.

Then the energy received by the k-th ER can be expressed as

\[
E_k = \alpha_G a_{h,k} \left| \sum_{j=1}^{N} \mathbf{A}[\mathbf{h}^j] \mathbf{[H]}_{j,j} \right|^2
\]

\[
\overset{(a)}{=} \alpha_G a_{h,k} P_e \left| \mathbf{h}_k^j \mathbf{h}^j_k \right|^2
\]

\[
\overset{(b)}{=} \alpha_G a_{h,k} P_e \left| \mathbf{h}_k^j \right|^2, \tag{6}
\]

where \((a)\) comes from Lemma 1 and Remark 1 where \(\mu = \text{diag}(\hat{e}^{\phi_{i}}, \ldots, \hat{e}^{\phi_N})\) and \((b)\) comes from the cascade channel representation as \(\mathbf{h}_k^j \mathbf{H} \mathbf{h}_k^j\).

For the Ideal IRS model, we set \([\Phi] = 1, \forall j \in N\) to maximize the reflection signal power, and \(\mathbf{H}\) can be simplified as \(\mathbf{H} = \text{diag}(\hat{e}^{\phi_{i}}, \ldots, \hat{e}^{\phi_N})\). Then we can obtain

\[
\mathbf{h}_k^j = \mathbf{\Theta} \mathbf{\mu} \mathbf{h}_k^j = \sqrt{\frac{k}{1 + k}} \mathbf{\Theta} \mathbf{\mu} \mathbf{h}_k^{\text{los}} + \sqrt{\frac{1}{1 + k}} \mathbf{\Theta} \mathbf{\mu} \mathbf{h}_k^{\text{los}}
\]

\[
\sim \sqrt{\frac{1}{1 + k}} \mathbf{C} \mathbf{N} \left( \sqrt{k} \left[ e^{i \theta_1 + \theta_1}, \ldots, e^{i \theta_N + \theta_N} \right] \right)^T, \mathbf{R}^3, \tag{7}
\]

where \(\mathbf{R}^3 = \mathbf{\Theta} \mathbf{I}_N \mathbf{\mu} \mathbf{\Theta}^H = \mathbf{I}_N\). Therefore, Eq. (6) can be reconstructed as

\[
E_k = P_e \left| \mathbf{h}_k^j \right|^2 = P_e \left( \mathbf{H} \mathbf{h}_k^j \right)^2 = \mathbf{H} \mathbf{h}_k^j \mathbf{h}_k^j \mathbf{H}^\dagger \left( \mathbf{h}_k^j \right)^2, \tag{8}
\]

and the component of the path loss \(\alpha_G a_{h,k}\) is ignored\(^2\).

It is essential to reiterate that the channel \(\mathbf{h}_k^j\) remains entirely unknown. Nevertheless, we know the incident phase \(\theta_i, \forall i \in N\) and IRS phase shift \(\theta_i, \forall i \in N\) in cascaded channel \(\mathbf{h}_k^j\), since PB-to-IRS channel is perfectly known and \(\theta_i, \forall i \in N\) is the phase shift we need to adjust. Furthermore, we know the variance matrix \(\mathbf{R}^3 = \mathbf{I}_N\), which forces us to start with its statistical value. We have

\[
\mathbf{H} \mathbf{h}_k^j = \sum_{j=1}^{N} \mathbf{h}_k^j \sqrt{\frac{k}{1 + k}} e^{i \theta_j + \mu_j} + \sqrt{\frac{1}{1 + k}} \mathbf{C} \mathbf{N} \left( \mathbf{0}, \mathbf{R}^3 \right)
\]

\[
\sim \sqrt{\frac{1}{2(k + 1)}} \mathbf{N} \left( \sqrt{2k}, \mathbf{R}_2 \right). \tag{9}
\]

Similarly, we have

\[
\mathbf{H} \mathbf{h}_k^j \sim \sqrt{\frac{1}{2(k + 1)}} \mathbf{N} \left( \sqrt{2k}, \mathbf{R}_2 \right), \tag{10}
\]

where \(\mu = \sum_{j=1}^{N} \cos(\Phi_{j,k} + \theta_j + \mu_j), v = \sum_{j=1}^{N} \sin(\Phi_{j,k} + \theta_j + \mu_j),\) and \(\mathbf{R}_2 = \mathbf{I}_N \mathbf{h}_k^j \mathbf{h}_k^j \mathbf{H}^\dagger = \mathbf{N}\).

Note that Eq. (9) and Eq. (10) have the same variance but different mean values, thus square sum term illustrated in Eq. (8) should follow the non-central chi-square distribution with two degrees of freedom [8], yielding

\[
E_k \sim \frac{P_e \mathbf{R}_2}{2(k + 1)} \chi^2 \left( 2, \frac{2k (\mu^2 + v^2)}{\mathbf{R}_2} \right), \tag{11}
\]

\(^3\)The signal received by the k-th ER is the sum of N IRS elements' reflected signals. And for WET, the noise impact can be ignored, as widely adopted in the literature [30]–[32].

\(^4\)Note that Eq. (8) is a scaled representation of the actual harvested energy, with path loss being disregarded. Consequently, the results derived from this equation exhibit analogous trends.
and the mean value of $E_k$ is

$$\mathbb{E}[E_k] = \frac{P_x R_2}{2(\kappa + 1)} \left( 2 + \frac{2\kappa(u^2 + v^2)}{R_2} \right). \quad (12)$$

It is clear that maximizing $\mathbb{E}[E_k]$ is equivalent to maximizing $(u^2 + v^2)$, given that $P_x$ can be confirmed by MRT as illustrated in Lemma 1 and Remark 1, and $R_2 = N$ holds for Ideal IRS. For the convenience of subsequent representation in this paper, we define $E_{eq} = u^2 + v^2$ as the Equivalent Received Energy. Furthermore, the Rician factor $\kappa$ exists objectively and also has no impact on Ideal IRS’s $E_{eq}$ maximization. It is worth noting that we do not care about the incident phase (i.e., $\mu_j, j \in N$) in this case, since the phase of IRS can be freely adjusted to align it. Then we can derive the maximum value as $E_{eq} = u^2 + v^2 = N^2$ when the phase shift of IRS $\theta_i$ satisfies

$$\Phi_{h,i} + \theta_i + \mu_i = \Phi_{h,j} + \theta_j + \mu_j, \forall i, j \in N. \quad (13)$$

Eq. (13) shows that for the Ideal IRS, aligning the incident phase (i.e., $\mu_j, \forall j \in N$) from the PB-to-IRS and matching the reflection phase required for the given beam direction $\vartheta_{h,k}$ (i.e., $\Phi_{h,j} = -(\text{mod}(j, N)) - 1 \pi \sin \vartheta_{h,k}$, $\forall j \in N$ since $\vartheta_{h,k} = \pi/2$) is sufficient to maximize $\mathbb{E}[E_k]$. However, it is unfortunate that the location of the $k$-th ER (i.e., $\vartheta_{h,k}$) is unknown. This issue will be addressed in the subsequent section.

### B. Beam rotation scheme for Ideal IRS

Without knowing the location of the $k$-th ER (i.e., $\vartheta_{h,k}$), we can assume the beam is pointing to the direction $\vartheta_{h,k}$ and maximizes the average energy in $\vartheta_{h,k}$ using Eq. (13). It bears repeating that the pointing direction of the beam is not necessarily identical to the $k$-th ER’s actual location. Then we will rotate the beam’s direction to accommodate all possible ERs in a single period.

In order to select a reasonable rotation scheme, we first describe the relationship between the antenna pattern and the direction $\vartheta_{h,k}$ as [35]

$$F_{\vartheta_{h,k}}(\omega) = \frac{\sin\left(\frac{\pi}{4}d(\sin(\omega) - \sin(\vartheta_{h,k}))\right)}{\sin\left(\frac{\pi}{4}d(\sin(\omega) - \sin(\vartheta_{h,k}))\right)}. \quad (14)$$

Eq. (14) depicts the beam gain at various angles $\omega$ when the direction $\vartheta_{h,k}$ is determined. Then a reasonable beam rotation scheme can be illustrated in Fig. 2, which can be obtained through selecting an initial phase (e.g., $\vartheta_{h,1} = \pi/2$), calculating the beam width by setting $F_{\vartheta_{h,k}}(\omega) = 1/\sqrt{2}$ and recursion\(^3\), ensuring that the minimum number of beams is employed and can be covered by the 3 dB beam gain in any direction. By utilizing this beam rotation scheme, the spatial range $[-\pi/2, \pi/2]$ can be covered in a single rotation period in order to achieve the CSI-free WET scheme.

Let $P_{\vartheta_{h,k}}$ represent the energy coverage when the pointing direction is $\vartheta_{h,k}$. Consequently, the complete energy coverage

\(^3\)In practical, it is possible to set $F_{\vartheta_{h,k}}(\omega) = 1/\sqrt{2} \pm \delta$, where $[-\delta, \delta]$ represents a small feasible interval, thus allowing the beam to cover the entire space more evenly.

(also referred to as a heat map) within a single rotation period can be denoted by

$$\mathbf{H}_{c,w} = \frac{1}{V} \sum_{v=1}^{V} \mathbf{P}_{\vartheta_{h,v}}. \quad (15)$$

where $V$ signifies the minimal number of beams necessary to cover the entire range from $-\pi/2$ to $\pi/2$, while $1/V$ represents the normalization average time for each $\mathbf{P}_{\vartheta_{h,v}}$. Further optimization can be pursued based on supplementary information, such as location and distance [36]–[38], which will be reserved for future work.

It is worth noting that the antenna pattern does not directly correspond to the actual energy coverage, as various factors, such as large-scale or small-scale fading, come into play. These effects, unknown in the proposed scheme, prevent the full consideration of their impact. Nonetheless, when solely accounting for distance-dependent path loss, a larger beam gain can transmit energy over greater distances, thereby allowing the beam gain to be regarded as proportional to the energy coverage. In summary, in the context of an unknown channel, it can only be ensured that each direction possesses a specific reflection beam gain.

### C. Practical IRS assisted WET

In this section, we consider a Practical IRS-assisted WET, with $\mathbf{P} = \Theta \mathbf{\beta}$. Then we can reformulate Eq. (7) as

$$\mathbf{h}_k^T = \Theta \mathbf{\beta} \mathbf{h}_k = \sqrt{\frac{\kappa}{1 + \kappa}} \Theta \mathbf{\beta} \mathbf{h}_\text{los} + \sqrt{\frac{1}{1 + \kappa}} \Theta \mathbf{\beta} \mathbf{h}_\text{los}$$

$$\sim \sqrt{\frac{1}{1 + \kappa}} \mathcal{CN}(\sqrt{\kappa} [\beta_1 e^{j(\vartheta_{h,1} + \theta_i)} \ldots \beta_N e^{j(\vartheta_{h,N} + \theta_i)}]^T, \mathbf{\bar{R}}^T), \quad (16)$$

Fig. 2. A beam rotation scheme that achieves comprehensive coverage in all directions with the minimum number of beams.
where $\mathbf{R}^3 = \mathbf{bR}^4 \mathbf{b}^H$. And the energy $E_k$ still follows the non-central chi-square distribution as depicted in Eq. (11), but

$$u = \sum_{i=1}^{N} \beta_i \cos(\Phi_{i,t} + \theta_i + \mu_i)$$

$$= \sum_{i=1}^{N} \left(1 - \beta_{\min}\right) \left(\sin(\theta_i - \eta) + \frac{1}{2}\right)^{\alpha} \cos(\Phi_{i,t} + \theta_i + \mu_i),$$

$$v = \sum_{i=1}^{N} \beta_i \sin(\Phi_{i,t} + \theta_i + \mu_i)$$

$$= \sum_{i=1}^{N} \left(1 - \beta_{\min}\right) \left(\sin(\theta_i - \eta) + \frac{1}{2}\right)^{\alpha} \sin(\Phi_{i,t} + \theta_i + \mu_i),$$

and $R_{\Xi}^2 = \sum_{i=1}^{N} \beta_i^2$ according to Eq. (4) and Eq. (10). The corresponding optimization problem can then be formulated as

$$\text{(P1): } \max_{\Theta, \mathbf{w}} \frac{P_e}{2(k+1)} \left(2R_{\Xi}^2 + 2\kappa E_{eq}\right)$$

s.t. $||\mathbf{w}||^2 \leq P,$

$$||\Theta|| = 1, \forall i \in N, \tag{19a}$$

$$\tag{19b}$$

where the objective (P1) is the expectation of harvest energy, $\mathbf{w}$ and $\Theta$ are the transmit precoder of PB and phase shift matrix of IRS. Transmit power and passive phase shift limits cause constraints in (19a) and (19b), respectively.

In contrast to the Ideal IRS, phase adjustment in the Practical IRS impacts the reflection amplitude, which implies that the phase cannot be freely adjusted. As a result, maximizing $E_{eq}$ might decrease the value of $R_{\Xi}^2$, and the incident phase (i.e., $\mu_j, j \in N$) could also influence the value of $E_{eq}$. Both factors necessitate a more detailed examination. We start by simplifying the objective (P1) as follows:

- $\kappa$ is very small. Under this condition, we obtain $\lim_{\kappa \to 0} \frac{P_e}{2(k+1)} \left(2R_{\Xi}^2 + 2\kappa E_{eq}\right) = P_e R_{\Xi}^2$, indicating that we only need to set $\Theta = \eta + \pi/2, \forall i \in N$ (refer to Section II-B) to maximize the reflected amplitude (i.e., $||\mathbf{w}|| = 1, \forall i \in N$). Therefore, we have $\max(P_e R_{\Xi}^2) = P_e N$. These results demonstrate that when $\kappa$ is small, effectively concentrating energy in an unknown channel by adjusting the phase is not possible, and we can only maximize the reflection amplitude to minimize energy reflection loss, resulting in $R_{\Xi}^2 = N$. Furthermore, MRT can maximize the incident signal power, which still makes MRT the optimal choice in this scenario. For clarity, the direct method of maximizing the reflection amplitude (i.e., setting $||\mathbf{w}|| = 1, \forall i \in N$) and maximizing the incident signal power (i.e., using MRT as the precoder) is referred to as DM.

- $\kappa$ is comparatively large. Different from mentioned above, we have

$$E_{eq} = u^2 + v^2$$

$$= \left(\sum_{i=1}^{N} \beta_i \cos(\Phi_{i,t} + \theta_i + \mu_i)\right)^2 + \left(\sum_{i=1}^{N} \beta_i \sin(\Phi_{i,t} + \theta_i + \mu_i)\right)^2$$

$$= \sum_{i=1}^{N} \beta_i^2 + 2 \sum_{i=1}^{N} \sum_{i' \neq i} \beta_i \beta_i' \cos(\Phi_{i,t} + \theta_i + \mu_i - \Phi_{i',t} - \theta_i - \mu_i).$$

Considering that the number of IRS elements $N$ is sufficiently large (e.g., $N = 100$), it can be ensured that $E_{eq} \gg \sum_{i=1}^{N} \beta_i^2 = R_{\Xi}^2$, according to Eq. (20). Consequently, maximizing the average energy $\mathbb{E}[E_k] = \frac{P_e}{2(k+1)} \left(2R_{\Xi}^2 + 2\kappa E_{eq}\right)$ is equivalent to maximizing $P_e E_{eq}$. For the sake of clarity, this optimization method, which maximizes $P_e E_{eq}$, is referred to as the Optimization Method (OM).

Note that both the DM and OM schemes are designed to fine-tune the phase of the IRS elements, aiming to enhance the energy received at the ERs. Given the intrinsic link between the reflection amplitude of the IRS elements and their phase, the OM scheme balances the tasks of amplifying the reflection amplitude and synchronizing the signal phase. Conversely, the DM approach predominantly concentrates on amplifying the reflection amplitude of the IRS elements, considering that a feeble LoS channel might not derive substantial advantage from meticulous phase alignment.

Before further discussing the OM, we show the boundary of $\kappa$ between DM and OM. It is worth noting that we only maximize the reflected amplitude in DM. Therefore, we have

$$E_{eq} = \sum_{i=1}^{N} \beta_i^2 + 2 \sum_{i=1}^{N-1} \sum_{i' = i+1}^{N} \beta_i \beta_i' \cos(\Phi_{i,t} + \theta_i + \mu_i - \Phi_{i',t} - \theta_i - \mu_i)$$

$$\leq N \sum_{i=1}^{N-1} \sum_{i' = i+1}^{N} \cos(\Phi_{i,t} + \mu_i - \Phi_{i',t} - \mu_i) \tag{21}$$

$$\leq N, \tag{22}$$

where (a) is derived from adjusting $\Theta = \eta + \pi/2, \forall i \in N$ in DM to obtain $||\mathbf{w}|| = 1, \forall i \in N$ and (b) follows Lemma 2 below.

**Lemma 2:** The phase $\Phi_{i,t} + \mu_i - \Phi_{i',t} - \mu_i, \forall i = 1, \cdots, N, \forall i' = t + 1, \cdots, N$ in Eq (21) can be considered as uniform distribution; thus $2 \sum_{i=1}^{N-1} \sum_{i' = i+1}^{N} \cos(\Phi_{i,t} + \mu_i - \Phi_{i',t} - \mu_i) \approx 0$.

**Proof:** Please refer to Appendix B for detailed proof.

**Remark 2:** The intuition behind this Lemma can be explained as follows: In DM, we only maximize the amplitude without aligning the phase, resulting in $N \leq E_{eq} \ll \max(E_{eq}) = N^2$, and approximately equal to $N$. Lemma 2 indicates the value range of $E_{eq}$ in DM, laying the foundation for the subsequent analysis of the $\kappa$ boundary between OM and DM.

Thus, when DM outperforms OM, we have

$$\frac{P_e}{2(k+1)} \left(2R_{\Xi}^2 + 2\kappa E_{eq}\right) \leq \frac{P_e}{2(k+1)} \left(2N + 2\kappa N\right), \tag{23}$$

It is worth noting that when looking for the boundary of $\kappa$, there is no prerequisite for $\kappa$ to be very small or comparatively large, and recalculating the numerical results using the two methods is necessary.
and the boundary of $\kappa$ is obtained as $\kappa_B = \frac{N - \kappa}{\kappa - \Lambda}$, which means

$$
\kappa \begin{cases} 
\leq \kappa_B, & DM \text{ outperforms OM,} \\
> \kappa_B, & OM \text{ outperforms DM.}
\end{cases}
$$

(24)

Note that the boundary $\kappa_B$ defines an interval for selecting between $DM$ and $OM$. When the Rician factor is weaker than $\kappa_B$ (i.e., $\kappa < \kappa_B$), we recommend choosing $DM$. Conversely, $OM$ is the preferred choice.

Since we have not yet discussed how to calculate $E_{eq}$ in $OM$, we will continue to address this boundary $\kappa_B$ later (see Remark 5).

Focusing on $OM$, as previously mentioned, when $\kappa$ is comparatively large, problem (P1) can be equivalently formulated as

$$(P2): \max_{\Theta_w} P_s E_{eq} \quad \text{s.t.} \ (19a), (19b).$$

Due to the interdependence of reflection amplitude and phase shift, the IRS phase cannot be adjusted freely. Consequently, the incident phase might influence the maximum value of $E_{eq}$, necessitating a comprehensive investigation.

**Lemma 3:** The $\mathbf{w}_{MRT}$ in Remark 1 remains the optimal precoder for problem (P2), as any modification to $\mathbf{w}_{MRT}$ does not lead to an increase (i.e., it may decrease or remain unchanged) in the incident power, and the additional phase introduced by the alteration has no effect on maximizing $E_{eq}$.

**Proof:** Please refer to Appendix C for detailed proof. $\blacksquare$

**Remark 3:** Lemma 3 establishes that $\mathbf{w}_{MRT}$ is the optimal precoder for (P2). Consequently, problem (P2) can be separated into two independent maximization problems. This implies that problem (P2) is equivalent to first employing $\mathbf{w}_{MRT}$ as the precoder with $\|\mathbf{w}_{MRT}\|^2 = P$, and then maximizing $E_{eq}$ under this condition.

Hence, the problem (P2) can be simplified to

$$(P2.1): \max_{\Theta} E_{eq} \quad \text{s.t.} \ (19b).$$

Nonetheless, problem (P2.1) is non-convex due to the presence of sine and cosine terms. We propose an Alternating Optimization (AO)-based algorithm to approximate the solution for (P2.1) by optimizing one phase shift of the $N$ elements at a time, while keeping the others constant, until the objective value in (P2.1) converges.

**Remark 4:** It is important to emphasize that although the presented AO-based algorithm operates iteratively, the computational overhead it introduces remains within acceptable limits. The necessity for optimization arises solely upon the initial application of the proposed OM/DM scheme, contingent upon determining factors such as the channel between the IRS and PB, the count of IRS elements, and the IRS’s coupling parameters. Furthermore, introducing or excluding ERs from this system does not mandate a comprehensive re-optimization, thereby substantially mitigating the associated computational costs.

**Algorithm 1** AO-based algorithm for solving problem (P2.1).

**Input:** The $n$-th determined beam direction $\hat{\theta}_h$: PB-to-IRS channel $\mathbf{G}$; The Practical IRS parameters $\beta$, $\eta$, and $\alpha$.

**Output:** Optimal $\{\theta_n\}_{n=1}^N$.

1. Initialization: $\{\theta_n\}_{n=1}^N \leftarrow$ Random initialization
2. Calculate $\mu_j \leftarrow \text{arg}(\mathbf{G}_{j,\mathbf{w}_{MRT}}), \forall j \in N$
3. Calculate $\Phi_{k,j} \leftarrow -\text{(mod}(j,N)-1)\pi \sin \hat{\theta}_{h,j}, \forall j \in N$
4. Calculate $\beta_j, \forall j \in N \leftarrow \text{Eq. (4)}$
5. repeat
6. for $t=1:N$ do
7. Find the optimal $\theta^*_t$ as the solution to (P2.1) while other $\{\theta_n\}_{n=1, n \neq t}$ are fixed;
8. Update $\beta_t = \beta^*_t$ and $\beta_t$ by Eq.(4)
9. end for
10. until converges or reaches the maximum times

**D. Beam rotation scheme for Practical IRS**

Finally, it is necessary to reevaluate the rotation scheme for the Practical IRS. Fortunately, the relationship between the antenna pattern and direction, as depicted in Eq. (14), indicates that the beam width is solely associated with the IRS elements $N$, element spacing $d$, carrier wavelength $\lambda$, and direction $\hat{\theta}_{h,j}$. In other words, once the IRS parameters are confirmed, the beam width is only connected to the direction $\hat{\theta}_{h,j}$, and is independent of other factors such as incident power and reflecting amplitude. In summary, there is no significant distinction between the beamforming stages of Ideal IRS and Practical IRS, and the beam rotation scheme proposed in Section III-A remains applicable for Practical IRS to cover the entire space without any modifications. With this, the design of our CSI-free schemes for both Ideal IRS and Practical IRS is complete.

**IV. Simulation Results**

In this section, we present numerical results to demonstrate the performance of the proposed CSI-free WET scheme. We consider a system operating at a carrier frequency of 915 MHz, corresponding to a signal attenuation of 31.6 dB at a reference distance of 1 meter, and we set the exponent to 2.2 for the PB-to-IRS channel and 2.7 for the IRS-to-ER channel. The PB’s total transmit power is set to $P = 1$ W, with $M = 4$ antennas featuring a 15 dB antenna gain. The distance between the PB and the IRS is set to 20 meters. The IRS-assisted energy charging area has a maximum radius of 4 meters, with ERs uniformly distributed within it. Since the IRS reflects signals only in its front half-sphere rather than isotropically, we assume that each reflecting element has a 3 dB gain [18]. We employ a linear energy harvesting model, as used in various literature [32], [39], with a conversion efficiency set to 0.45, sensitivity set to -24 dBm, and saturation set to -8 dBm [8], which represent the conversion efficiency from incident power to harvested power, the minimum and maximum RF input power, respectively. Other required parameters are configured as follows, unless otherwise specified: $\beta = 0.2$, $\alpha = 1.6$, $\eta = 0.43\pi$, and $N = 100$.
It is worth noting that instead of directly discussing energy $E_k$, we extensively utilized the $E_{eq} = \eta^2 + \nu^2$ expression in IV-A and IV-B. This is because $E_{eq}$ can be considered as a scaled version of $\mathbb{E}[E_k]$ and has a clear relationship with the number of IRS elements $N$ and the incident phase $\theta_j, \forall j \in N$. This approach allows us to disregard other factors (e.g., the Rician factor $\kappa$) and focus on maximizing the average energy $\mathbb{E}[E_k]$.

A. On the Impact of Coupling Parameters

We first demonstrate the influence of coupling parameters on overall performance. We consider the assumption of $\varphi_G = \pi/4$, and the trend of the Equivaled Received Energy $E_{eq}$ is depicted in Fig. 3 for different values of $\theta_{\eta}$ and $\theta_{\nu}$. Fig. 3 reveals that the minimal amplitude $\beta_{min}$ has a considerable impact on the results, followed by $\alpha$, while the effect of $\eta$ is negligible. This observation is reasonable, as a larger $\beta_{min}$ (or larger $\alpha$) results in greater fluctuation (or steeper slope) of the IRS reflection amplitude and phase shift coupling curve, consequently leading to more limited phase adjustment. This trade-off between reflection amplitude and phase shift contributes to a significant decline in performance.

Additionally, observing Fig. 3, our proposed algorithm consistently performs well across all angles, indicating its effectiveness in focusing energy at different angles while being negligible affected by changes in angle when the circuit parameters are fixed. In subsequent experiments, we use $\varphi_G = \pi/4$ and $\theta_G = \pi/3$, unless otherwise specified.

B. On the Impact of N

Fig. 4 shows that the value of $E_{eq}$ increases with the growth of the number of IRS elements $N$. To better quantify the performance loss caused by imperfect hardware, we fit the curve with $f_\nu(N) = E_{eq} = \tau N^2$. As depicted in Fig. 4, the value of $E_{eq}$ increases as $N$ grows and is proportional to $N^2$, implying that the average harvested energy is also proportional to $N^2$. We obtain the boundary of $\kappa_B$ by substituting $E_{eq}$ in Eq. (23) with $f_\nu(N) = \tau N^2$, resulting in $\kappa_B = \frac{N - R^2}{N^2 - N}$, and Eq. (24) can be further expressed as

$$\kappa \begin{cases} \leq \frac{N - R^2}{N^2 - N}, & DM outperforms OM, \\ > \frac{N - R^2}{N^2 - N}, & OM outperforms DM. \end{cases}$$

Note that the parameter $(1 - \tau)$ represents the proportion of performance loss caused by amplitude and phase coupling compared to the ideal IRS model, while the coupled model and the ideal IRS model are equivalent when $\tau = 1$.

Remark 5: For sufficiently large $N$ (i.e., $N = 100$), we have $\kappa_B = \frac{N - R^2}{N^2 - N} \approx 0, \forall \tau$. Thus, we can conclude that the DM scheme is selected only when the channel experiences Rayleigh fading. Otherwise, the OM scheme is preferred. In practical WET scenarios, very few cases exhibit $\kappa = 0$; therefore, we will only consider the OM scheme in the following section.

C. Energy Harvesting Performance

In this subsection, we evaluate the energy harvesting performance. We initially set the beam to point in a fixed direction $\hat{\theta}_{\nu} = 0$ with Rician factor $\kappa = 2$, and discuss the energy performance in that direction without applying rotation. Fig. 5 presents the distribution of received energy at a distance of 4 meters from the IRS, based on Monte Carlo simulations. The IRS case represents a scenario where only phase adjustment is considered, without fully accounting for attenuation due to imperfect hardware during the optimization of the Practical IRS. In contrast, Imp-IRS carefully take into account the influence of phase adjustments on the amplitude. Additionally, we take the distribution of received energy shown in Eq. (11) as the theoretical value. We observe that the mean value

---

7An extremely special case occurs when the IRS, PB, and ERs are on the same horizon; the IRS only needs to maximize the reflection amplitude to achieve total reflection. In specific directions, the IRS can be immune to imperfect hardware. Due to space limitations, we will not discuss this case further.
The number of IRS elements is 100, 256 and 400 respectively.

increases as \( N \) grows, as indicated by Eq. (12). Moreover, the variance derived as

\[
\mathbb{D}[E_k] = \left( \frac{P_r R_{\Sigma}}{2(\kappa + 1)} \right)^2 \left( 4 + \frac{8k E_{eq}}{R_{\Sigma}^2} \right),
\]

also increases with \( N \).

Fig. 6 illustrates the energy harvesting trend as a function of distance for various coupling parameters, with a fixed direction \( \theta_{h,v} = 0 \) and Rician factor \( \kappa = 2 \). Note that neglecting imperfect hardware leads to a 30% decline in performance. This decline increases with the number of IRS elements, as shown in Fig. 5, but decreases as the hardware improves until it is eliminated, as illustrated in Fig. 6. Simultaneously, we observe that when a portion of the harvested energy distribution falls below the sensitivity, the average energy decreases rapidly, and the average energy will not reach zero until the entire distribution is below the sensitivity.

Fig. 7. Beam pattern and entire energy coverage with 11 directions with \( \kappa = 2 \).

D. CSI-free Versus CSI-based

In this subsection, we integrate the rotation scheme to further compare the performance of the CSI-based and the proposed CSI-free schemes. It is important to highlight that the CSI-based counterpart operates under the assumption of perfect CSI, and we consider the Ideal IRS model to simplify the CSI-based scheme. As discussed in Remark 1 and Remark 3, we can still employ MRT as the optimal precoder for the CSI-based counterpart, and the incident phase introduced by MRT can be ignored, as mentioned at the end of Section III-A. The max-min problem of the CSI-based scheme can then be formulated as a semi-definite program (SDP), resulting in

\[
\max_v t \\
\text{s.t. } \text{trace}(V H_k) \geq t, \forall k \in S, \\
\text{diag}(V) = I_N, \\
V \succeq 0,
\]

where \( V = \text{diag}(\Theta) \text{diag}(\Theta)^H \in \mathbb{C}^{N \times N} \), \( H_k = h_k h_k^H \in \mathbb{C}^{N \times N} \), \( t \) is an auxiliary variable, and \( S \) denotes the set of ERs. Owing to the elimination of the rank-one constraint of \( V \), additional steps (i.e., Gaussian Randomization) are needed to construct a rank-one solution from a higher-rank solution.

As a counterpart, we choose to rotate in \( V = 11 \) directions within a period using our rotation scheme, as discussed in Sections III-B and III-D. The beam directions \( \hat{\theta}_{h,v} \), where \( v \in V \), are as follows: \([-65.7^\circ, -46.5^\circ, -32.7^\circ, -21.0^\circ, -10.3^\circ, 0^\circ, 10.3^\circ, 21.0^\circ, 32.7^\circ, 46.5^\circ, 65.7^\circ]\). Note that compared with our proposed CSI-free scheme, the CSI-based counterpart only obtains one optimal \( \Theta \) in a charging cycle and transmits power simultaneously to multiple ERs within the coverage area. The beam pattern and the entire energy coverage \( H_{cov} \), as described in Eq. (15), are depicted in Fig. 7.

As a performance evaluation criterion, we select the ER with the worst energy harvesting performance from the set \( S \) (hereinafter referred to as the worst case) to assess the performance of the CSI-based and CSI-free schemes.
We know that as the number of IRS elements increases, pilot overhead consumes a substantial portion of the channel correlation time, leading to a significant reduction in available energy transmission time [21], [22]. To model this phenomenon, we adopt a simple linear model where the pilot overhead $T_p$ increases proportionally with the number of IRS elements (i.e., $T_p = N + 1$) [40]. Specifically, we assume that $h$ and $G$ remain constant over a channel coherence block of length $T_c = 196$, and $T_p < T_c$. Consequently, the remaining $(T_c - T_p) = T_c - N - 1)$ is utilized for energy transfer.

Fig. 8 illustrates the performance with $|S| = 16$ ERs and various $N$ values. As the number of IRS elements increases, the CSI-based scheme initially provides more energy to ERs. However, as pilot overhead consumes excessive coherent time, the CSI-based scheme’s performance gradually declines. These results also indicate that there exists an optimal number of IRS elements to balance pilot overhead and passive beam gain for CSI-based IRS-assisted WET.

Based on the aforementioned findings, the CSI-based scheme constrains the increase in the number of IRS elements, thereby limiting IRS-assisted WET performance. In contrast, the performance of the proposed CSI-free scheme increases as $N$ grows, as expected. Moreover, when the number of IRS elements is sufficiently large, our proposed CSI-free scheme outperforms the CSI-based scheme, suggesting that our CSI-free approach is better suited for large-scale IRS with massive elements in future deployments.

Taking pilot overhead into account, we further discuss the impact of the number of ERs. Fig. 9 demonstrates the performance differences between the CSI-free and CSI-based schemes. Due to the additional channel information, the CSI-based scheme performs considerably better than our CSI-free scheme when the number of ERs is small. However, as the number of ERs increases, the CSI-based scheme fails to accommodate all ERs, leading to a substantial performance decline. Numerical results indicate that our CSI-free solution is highly advantageous for scenarios with a massive number of ERs, especially in future 6G environments where the number of IoT devices per square meter is expected to reach tens or more. In applications such as smart factories and smart homes, where numerous ERs require regular charging and energy demand is not sudden or instantaneous, our CSI-free scheme excels. Nonetheless, the CSI-based scheme remains superior for scenarios with a small number of ERs requiring immediate and sudden charging. To demonstrate the impact of imperfect hardware, we also compare the performance differences between Practical and Ideal IRS under the CSI-free scheme. However, it is important to emphasize that such comparisons are not entirely fair, as they involve different hardware.

V. Conclusion

In this paper, we proposed a CSI-free scheme capable of supporting large-scale IRS elements and massive ERs without compromising energy harvesting performance, without altering the existing IRS hardware architecture. Initially, we developed our CSI-free scheme for the uncoupled reflection amplitude and phase shift IRS model and subsequently extended it to the coupled reflection amplitude and phase shift IRS model. Employing a phased beam rotation scheme, our approach achieves full spatial energy coverage within a single rotation. Furthermore, extensive simulations were conducted to demonstrate the superiority of our CSI-free scheme, particularly in scenarios involving massive ERs or large IRS elements, where our CSI-free approach significantly outperforms the CSI-based scheme. In essence, our scheme allows for an arbitrary increase in the number of IRS elements without negatively impacting performance due to excessive pilot overhead. Simultaneously, our method incurs no cost for adding or removing ERs, rendering it more suitable for practical applications in the upcoming IoT era.
APPENDIX A  
PROOF OF LEMMA 1

As we mentioned early, the PB-to-IRS channel \( \mathbf{G} \) can be expressed as

\[
\mathbf{G} = \sqrt{MN} \mathbf{a}_G(\theta_G, \varphi_G) \mathbf{a}_G^H(y_G)^\dagger
\]

with uniform distribution yields triangular distribution. Further, Eq. (36) shows that the subtraction of two random variables \( Z \sim U \) and \( Z \sim U \) are only related to phase and are independent of amplitude, whereas the last two components are common; thus, the incident signal of each element has the same amplitude but different phase. 

APPENDIX B  
PROOF OF LEMMA 2

Assume that there are two random variables \( X \sim \mathcal{U}(-\pi, \pi) \) and \( Y \sim \mathcal{U}(-\pi, \pi) \). The Cumulative Distribution Function (CDF) of random variable \( Z = X - Y \) can be expressed as 

\[
\mathbb{P}(Z \leq z) = \mathbb{P}(X - Y \leq z), \ z \in [-2\pi, 2\pi] \tag{33}
\]

and while \( z \in [-2\pi, 0) \), we have

\[
\int_{-\pi}^{z} \int_{-\pi}^{\pi} f(x,y) \, dx \, dy = \int_{-\pi}^{z} dx \int_{-\pi}^x f(x,y) \, dy = \frac{1}{8\pi^2} \left( z^2 + \frac{1}{2} \pi z + \frac{1}{2} \right), \tag{34}
\]

where \( f(x,y) = f(x)f(y) = 1/4\pi^2 \) since \( X \) and \( Y \) are independent. Similarly, while \( z \in [0, 2\pi) \), we have

\[
\int_{-\pi}^{\pi} \int_{-\pi}^{2\pi} f(x,y) \, dx \, dy + \int_{-\pi}^{-\pi} \int_{-\pi}^{x} f(x,y) \, dy = \int_{-\pi}^{\pi} dx \int_{-\pi}^{2\pi} f(x,y) \, dy + \int_{-\pi}^{x} dx \int_{-\pi}^{\pi} f(x,y) \, dy = \frac{1}{8\pi^2} \left( z^2 + \frac{1}{2} \pi z + \frac{1}{2} \right) \tag{35}
\]

Thus we have the Probability Density Function (PDF) of \( Z \) as

\[
f(z) = \begin{cases} 
-\frac{1}{4\pi^2} z + \frac{1}{2}, & z \leq 0, \\
\frac{1}{4\pi^2} z + \frac{1}{2}, & z \geq 0,
\end{cases} \tag{36}
\]

Eq. (36) shows that the subtraction of two random variables with uniform distribution yields triangular distribution. Furthermore, since the phase should be limited to \([-\pi, \pi] \), we have

\[
f(z) = \left\{ 
\begin{aligned}
&\frac{1}{4\pi^2} z + \frac{1}{2} + \left( \frac{1}{4\pi^2} (z - 2\pi) + \frac{1}{2} \right), & z \in [0, \pi], \\
&\frac{1}{4\pi^2} z + \frac{1}{2} + \left( -\frac{1}{4\pi^2} (z + 2\pi) + \frac{1}{2} \right), & z \in [-\pi, 0],
\end{aligned}
\right.
\]

where \( (a) \) is the outcome of shifting the PDF in \([-2\pi, -\pi] \) and \([\pi, 2\pi] \) to \([-\pi, \pi] \). Eq. (37) illustrates that the subtraction of two phases that obey the uniform distribution from \(-\pi \) to \( \pi \) is still the uniform distribution from \(-\pi \) to \( \pi \).

Due to \( \Phi_{kl}, \forall k \in N(\mu_k), \forall l \in N \) change in the index of the IRS element (i.e., \( \Phi_{kl} = \mod(t, N_l) - 1) \pi \sin \theta_{il}, \forall l \in N \), it can be regarded as a uniform random variable. Thus we have both \( \Phi_{kl} \) and \( (\mu_k - \mu_l) \) obey uniform distribution according to the preceding conclusion. Then using the correlation again, we finally have the results that \( \Phi_{kl} - (\mu_k - \mu_l) = \Phi_{kl} + \mu_l - \Phi_{kl} - \mu_l \approx 0 \). Thus the proof is completed.

APPENDIX C  
PROOF OF LEMMA 3

In order to prove that MRT in Remark 1 is still the optimal solution of problem (P2), we first analyze how MRT maximizes the incident power of IRS elements. We assume MRT can be expressed as 

\[
\mathbf{w}_{\text{MRT}} = \left[ C_1 e^{j\xi_1} \ C_2 e^{j\xi_2} \ \cdots \ C_M e^{j\xi_M} \right]^H \tag{38}
\]

and MRT enables phase alignment, with \( \xi_1 = \cdots = \xi_M = (M - 1)\pi \). Moreover, the transmit power allocation of each antenna is obtained easily by Cauchy-Schwarz inequality as

\[
C_1 = C_2 = \cdots = C_M = \sqrt{P/M} \tag{39}
\]

under transmit power constraint \( \sum_{m=1}^{M} C_m^2 = P \).

Assume there is a precoder \( \mathbf{w} \) that outperforms \( \mathbf{w}_{\text{MRT}} \), which can be expressed as

\[
\mathbf{w} = \text{diag}(\xi) \mathbf{w}_{\text{MRT}}, \tag{39}
\]

where \( \xi = [e^{-j\xi_1}, \ldots, e^{-j\xi_M}] \), and Eq. (38) can be rewritten as

\[
\sqrt{\mathbf{M}_{G, l}(\xi)}^H \mathbf{w} = C_1 e^{-j\xi_1} + \cdots + C_M e^{-j\xi_M} (M-1)\pi + \xi) \]

where \( (a) \) comes from let \( \sum_{m=1}^{M} e^{-j\xi_m} = C_M e^{-j\xi_M} \), and we can easily observe that \( C_M/M \leq 1 \). It shows the fact that \( \mathbf{w} \) will decrease (or remain) the incident power on the IRS element.
And considering the additional incident phase of i-th IRS element according to Remark 1, we have
\[
\mu_i - \mu = \arg(\alpha_{G_i}(\psi_G))_{\text{mod}(N)} - \arg(\alpha_{G_i}(\psi_G))_{\text{mod}(N)} + \arg(\alpha_{G_i}(\psi_G))_{\text{mod}(N)}
\]
\[
= \arg(\alpha_{G_i}(\psi_G))_{\text{mod}(N)} - \arg(\alpha_{G_i}(\psi_G))_{\text{mod}(N)} + \arg(\alpha_{G_i}(\psi_G))_{\text{mod}(N)}
\]
\[
= \arg(\alpha_{G_i}(\psi_G))_{\text{mod}(N)} - \arg(\alpha_{G_i}(\psi_G))_{\text{mod}(N)} + \arg(\alpha_{G_i}(\psi_G))_{\text{mod}(N)}
\]
\[
= \arg(\alpha_{G_i}(\psi_G))_{\text{mod}(N)} - \arg(\alpha_{G_i}(\psi_G))_{\text{mod}(N)} + \arg(\alpha_{G_i}(\psi_G))_{\text{mod}(N)}
\]
\[
= \arg(\alpha_{G_i}(\psi_G))_{\text{mod}(N)} - \arg(\alpha_{G_i}(\psi_G))_{\text{mod}(N)} + \arg(\alpha_{G_i}(\psi_G))_{\text{mod}(N)}
\]
\[
= \arg(\alpha_{G_i}(\psi_G))_{\text{mod}(N)} - \arg(\alpha_{G_i}(\psi_G))_{\text{mod}(N)} + \arg(\alpha_{G_i}(\psi_G))_{\text{mod}(N)}
\]
\[
= \arg(\alpha_{G_i}(\psi_G))_{\text{mod}(N)} - \arg(\alpha_{G_i}(\psi_G))_{\text{mod}(N)} + \arg(\alpha_{G_i}(\psi_G))_{\text{mod}(N)}
\]
where \( \mu^* \) (\( \mu \)) denotes the incident phase using \( \psi^* \) (\( \psi \)) as mentioned in Eq. (6), and (a) comes from Eq. (31), (b) follows the fact that the first two components of Eq. (41) are the same. And (c) follows Eq. (40).

Eq. (42) illustrates that compared with \( \psi_{\text{MRT}} \), \( \psi \) will bring the same phase \( \xi \) to each IRS element. According to Eq. (20), we have \( \mu_i - \mu = \xi_i + \xi - (\mu_i + \xi) = \mu - \mu_i \) and obviously, the additional phase \( \xi \) will not change the value of \( E_{\text{eq}} \).

In conclusion, precoder \( \psi \) will decrease (or remain) the incident power of the i-th element, and does not affect the maximal value of \( E_{\text{eq}} \), which illustrates that there is no better precoder than \( \psi_{\text{MRT}} \). Thus, we can conclude that \( \psi_{\text{MRT}} \) is the optimal precoder for (P2).
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