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ABSTRACT
Photoexcitation of green fluorescent protein (GFP) triggers long-range proton transfer along a “wire” of neighboring protein residues, which,
in turn, activates its characteristic green fluorescence. The GFP proton wire is one of the simplest, most well-characterized models of biolog-
ical proton transfer but remains challenging to simulate due to the sensitivity of its energetics to the surrounding protein conformation and
the possibility of non-classical behavior associated with the movement of lightweight protons. Using a direct dynamics variational multicon-
figurational Gaussian wavepacket method to provide a fully quantum description of both electrons and nuclei, we explore the mechanism of
excited state proton transfer in a high-dimensional model of the GFP chromophore cluster over the first two picoseconds following excitation.
During our simulation, we observe the sequential starts of two of the three proton transfers along the wire, confirming the predictions of pre-
vious studies that the overall process starts from the end of the wire furthest from the fluorescent chromophore and proceeds in a concerted
but asynchronous manner. Furthermore, by comparing the full quantum dynamics to a set of classical trajectories, we provide unambiguous
evidence that tunneling plays a critical role in facilitating the leading proton transfer.

© 2024 Author(s). All article content, except where otherwise noted, is licensed under a Creative Commons Attribution (CC BY) license
(http://creativecommons.org/licenses/by/4.0/). https://doi.org/10.1063/5.0188834

I. INTRODUCTION

Long-range transfer of protons along a “wire” via multiple pro-
ton transfer reactions is an important process in biology, particularly
for pumping protons against a gradient (as occurs in respiration).
Green fluorescent protein (GFP), which is the quintessential exam-
ple of a fluorescent protein,1 is also highly studied as a small,
stable model system for the functioning of proton wires.2 GFP
has an 11-stranded beta-barrel structure with a single alpha helix
hanging down the center of the barrel.3 The GFP chromophore, p-
hydroxybenzylideneimidazolidinone (HBDI), forms in situ halfway
along the central helix via a cyclization reaction between exposed
serine, tyrosine, and glycine residues.

Wild-type GFP (wt-GFP) has two major absorption bands at
398 and 478 nm, corresponding to neutral (protonated) and anionic
(deprotonated at the phenolic oxygen) forms of the chromophore.4.
The neutral, protonated form is the most prevalent in the ground
state, although both forms exist and can interconvert via a series
of three proton transfers along a wire formed by a structural water

molecule and two nearby sidechain residues (Ser205 and Glu222) on
the exposed interior of the GFP barrel3,5 (shown in Fig. 1). Regard-
less of the excitation wavelength, wt-GFP produces a characteristic
green fluorescence at around 502 nm. Assignment of this emission
to the relaxed anionic form of the chromophore indicates that pro-
ton transfer also occurs in the excited state.4 Fluorescence from
the excited anion, which occurs with a quantum yield of 0.8,3,6 is
typically followed by reverse proton transfer to reform the neutral
ground state.4,5

Structural constraints imposed by the protein pocket,7 con-
tracted donor–acceptor distances along the proton wire, and the
extremely low pKa2 of the excited neutral chromophore relative to
the ground state means that excited state proton transfer (ESPT)
occurs much faster than the corresponding ground state process
(GSPT).8 Consequently, ESPT in GFP is less well understood than
GSPT, which has been extensively characterized, both experimen-
tally and theoretically.2 Transient electronic absorption measure-
ments reveal that ESPT occurs over two distinct timescales (2–3 and
10 ps for wt-GFP) and has a large kinetic isotope effect (timescales
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FIG. 1. Cluster model of the GFP chromophore and proton wire. The proton wire
is highlighted in yellow. The OH bonds along the proton wire are labeled with the
vibrational normal mode coordinates (Sec. III A) that describe their length.

increase to 11–12 and 69 ps for deuterated GFP).9 The shorter of the
two timescales appears to be largely temperature independent, while
the longer timescale increases further at lower temperatures.

The interpretation of the biphasic ESPT kinetics is still under
debate. One study suggests that the initial fast timescale corresponds
to formation of an intermediate state with extended low-barrier
hydrogen bonds along the proton wire and that the full proton trans-
fer only occurs over the longer 10 ps timescale.10 However, transient
infrared spectroscopy shows that the fast and slow timescales are
associated with different COO− stretching frequencies in the final
proton acceptor, leading to the alternative suggestion that the bipha-
sic kinetics are a result of structural inhomogeneity, with the faster
timescale corresponding to stronger hydrogen-bonding around the
carboxylate group of Glu222.11,12

The debate around whether or not the two proton transfer
timescales reflect a multistage process is linked to wider questions
around whether the three proton transfers happen in series (step-
wise transfer) or as a single concerted process and, if concerted,
whether the transfers are triggered in stages (asynchronous transfer)
or all start and end at approximately the same time (synchronous
transfer). The corresponding GSPT process has been confirmed
experimentally2,8 and theoretically13,14 to proceed via a concerted,
asynchronous mechanism where the initial, rate-limiting step is
proton transfer from Ser205 to Glu222. The remaining two pro-
ton transfers are barrierless and rapidly follow the first transfer.
Since excitation at 398 nm is localized on the GFP chromophore,
away from Glu222, it is plausible that ESPT would follow a similar
mechanism.

The majority of experimental studies appear to support the
idea of a concerted mechanism for ESPT. No intermediate species
has yet been unambiguously detected,2,4,10,15 and transient infrared15

and electronic4,16 absorption measurements seem to show match-
ing timescales for the decay of the initially excited chromophore and
production of the deprotonated product. Ultrafast transient infrared
and fluorescence spectroscopy further suggests that the process is
asynchronous with a rate limited by the first proton to start trans-
ferring.17 As the acceptor conformation appears to be correlated
with the ESPT rate,18 this initial, rate-limiting proton transfer is

thought to be at the far end of the chain, from Ser205 to Glu222, as
in GSPT.

However, attempts to confirm these observations theoretically
are inconclusive. High-level [(6,6) CASPT2] calculations of the
potential energy along an expected reaction coordinate for the pro-
ton wire suggest that the lowest energy path is a stepwise transfer
of the protons starting with the transfer of HSer205 from Ser205 to
Glu222, although the synchronous, concerted transfer of all three
protons is only very slightly higher in energy19 and may even be the
lowest energy route for certain configurations of the chromophore
and surrounding residues.20 These simulations were limited to only
6 degrees of freedom—the relative positions of the three oxygen and
three hydrogen atoms of the proton transfer wire. Early dynamical
modeling using MCTDH (the multiconfigurational time-dependent
Hartree method) with the same 6 degrees of freedom appeared
to favor the synchronous, concerted mechanism, although they
showed a considerable mismatch between the simulated and mea-
sured rate of ESPT.21 Later studies recognize that the energetic
cost of stretching (and breaking) the OH bonds along the pro-
ton wire is strongly influenced by the geometry of the rest of the
system,2,22,23 to the extent that certain (low-frequency) vibrational
motions of the chromophore may be essential in setting up a favor-
able geometry for proton transfer.2,22 QM/MM potential energy
surfaces calculated for the six proton wire coordinates described
above indicate that the asynchronous, concerted transfer led by the
transfer of HSer205 is the most energetically favorable pathway.23

This suggestion is supported by QM/MM molecular dynamics sim-
ulations of the full GFP protein,22 but attempts to describe the
ESPT process using fully quantum MCTDH dynamics with the
QM/MM potential in Ref. 23 were unable to successfully observe any
proton transfer events, either due to the short simulation timescale
or due to freezing all but the six atoms directly involved in the proton
wire.

The rates of many biological proton transfers are heavily influ-
enced by tunneling. This is, for example, a very important effect
in enzyme catalysis.24 GFP is an ideal system for studying the
role of tunneling in proton transfer. The relatively small range of
donor–acceptor distances imposed by its rigid beta-barrel structure
makes it much easier to identify tunneling effects on the proton
transfer kinetics than in highly flexible enzymes.2 Furthermore, the
GFP proton wire includes a serine residue, whose large ionization
energy creates a high potential barrier that, classically, should
inhibit proton transfer.8 Nonetheless, serine residues are frequently
involved in biological proton transfer processes.25,26 It has been
suggested that they help control the direction of transfer because
their donor and acceptor orbitals point in different directions, giv-
ing very different tunneling distances (and, therefore, tunneling
rates) for forward and backward transfers.2,8 The large kinetic iso-
tope effect observed for the ground state proton transfer in GFP
(KIE = 40 at room temperature) is well fitted by a model of vibra-
tionally assisted deep tunneling (long-range tunneling through the
base of a high potential energy barrier) associated with the trans-
fer of HSer205 from Ser205 to Glu222.8 However, while ESPT is also
associated with a large kinetic isotope effect (about 5, independent
of temperature9,16,27), the origin of this effect is harder to elucidate.
Previous studies have variously suggested that the non-Arrhenius
behavior of ESPT could reflect the complex kinetics of multiple pro-
ton transfer pathways,27 the combined effect of isotopic differences
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in zero-point energy across the three proton transfers,16 or a role for
tunneling.2,16,27

In this work, we present a fully quantum simulation of the
nuclear dynamics of ESPT in GFP, including many more degrees of
freedom than have been considered in previous studies. The model
used for the potential surfaces is based on the proton transfer wire
in the protein but ignores the protein environment. In this way,
the importance of nuclear quantum effects for the transfer mech-
anism can be observed without mixing in the effects due to the
rearrangement of the environment that more sophisticated models
have observed to be required for the proton transfer to occur with
classical nuclei.22,28 Our results provide a mechanism that agrees
with the earlier work in terms of the order and (a)synchronicity
of the three proton transfers and obtains a timescale that can be
related to experimental observations. Finally, by comparing to a fully
classical description of the dynamics, we demonstrate the potential
importance of tunneling in the ESPT mechanism.

II. THEORY AND METHODS
A. Structural model

Since the full GFP protein is too large to model quantum
mechanically, a number of cluster models have been developed to
capture the chromophore and key elements of surrounding residues
that participate in the proton wire.13,20,21 We use the simple model
developed by Zhang et al.,29 shown in Fig. 1, which includes the
HBDI chromophore and proton transfer chain from the crystal
structure 1EMB.3 The Ser205 residue is replaced by a representative
methanol molecule, while Glu222 is represented by an acetate ion.
The cluster geometry was originally optimized at the B3LYP/cc-pvdz
level of theory. We reoptimized the geometry usingωB97xd/6-31G∗,
which gives a better description of the stretched O–H bonds along
the proton wire (see Sec. S1 of the supplementary material) and is
comparable to the level of theory used in recent ab initio MD studies
of ESPT.22

The coordinates of the reoptimized structure are given in Sec.
S2 of the supplementary material along with a comparison of the
optimized structure to the original cluster model taken from the
crystal structure. The RMSD (root mean square deviation) of the
optimized structure from the original cluster model is 0.59 Å, show-
ing that the geometry is similar to that found in the protein. In
addition, in Sec. S2, a comparison is made of the optimized structure
to an optimized structure at the ωB97xd/6-31++G∗∗ level of theory
to check the importance of diffuse functions. The RMSD between
these structures is 0.35 Å, meaning that the diffuse functions do not
radically affect the geometry of the cluster.

B. Quantum dynamics
1. Variational multiconfigurational
Gaussian approach

The photoexcited dynamics of the proton wire were simu-
lated using a variational multiconfigurational Gaussian (vMCG)
approach, implemented in the Quantics software package.30,31 This
method is detailed in a number of other publications (e.g., Refs.
32–35), so here we simply outline the key principles.

The aim is to solve the time-dependent Schrödinger equation
for the full electronic and nuclear wave function,

ih̵
∂

∂t
Ψ(R, r, t) = ĤΨ(R, r, t). (1)

Treating the nuclei quantum mechanically is particularly important
for understanding proton transfer reactions, where the light weight
of the hydrogen atoms increases the likelihood of non-classical
behavior such as tunneling.

By expressing the full wave function in a basis of electronic
states ψi(r; R) (eigenfunctions of the clamped-nucleus electronic
Hamiltonian) as

Ψ(R, r, t) =∑
i
χi(R, t)ψi(r; R, t), (2)

Equation (1) can be rewritten as a Schrödinger equation for the
nuclear wave functions χi(R, t),36

[
−1
2M
(∇ + F)2

+V]χi(R, t) = ih̵
∂χi(R, t)

∂t
. (3)

The dressed kinetic energy operator ( −1
2M (∇ + F)2

) contains both
the standard nuclear kinetic energy operator and the derivative cou-
pling vector Fij = ⟨ψi∣∇ψj⟩ between electronic states i and j. V is the
potential energy operator. Current evidence supports the idea that
proton transfer in GFP is electronically adiabatic, so from here on,
the subscript on χ will be dropped.2,8

In vMCG, the nuclear wave functions are expanded in terms of
a basis of N Gaussian wavepackets {g j(x, t)} as

χ(x, t) =
N

∑
j=1

Aj(t)gj(x, t). (4)

Each Gaussian wavepacket is defined by

gj(x, t) = exp (xT
⋅ σj ⋅ x + ξj ⋅ x + ηj), (5)

where the diagonal matrix σj governs the width of the Gaussian in
each dimension, the vector ξj dictates the position and momentum
of the center of the wavepacket, and the scalar factor ηj contains the
phase of the wavepacket.37 For convenience, vMCG uses “frozen”
Gaussians, with a fixed value of σj.34 We choose the Gaussians to
have a width (standard deviation) of 1/

√
2 in position along all nor-

mal mode coordinates. This corresponds to the width of the v = 0
eigenfunction for a simple harmonic oscillator on the ground elec-
tronic state in the mass-frequency scaled normal mode coordinates
used.33 ηj is constructed to make g j(x, t) phaseless [the phase is
factored out into the expansion coefficients Aj(t)] and to keep the
Gaussians normalized. The variational nature of the wavepacket is
preserved in ξj, which is propagated fully variationally.

At t = 0, the set of GWPs all have the same center coordinate,
here the Franck–Condon point, and different momenta. The first
GWP has zero momentum, and subsequent functions are displaced
in momentum space sequentially along each mode so that each nor-
mal mode has a basis function in which it is excited. The expansion
coefficients are then set so that only the GWP with zero momentum
is initially populated. The initial wavepacket is thus the ground-state
vibrational wave function in the harmonic approximation at 0 K,
and the basis set is ready to adapt to configurations with excitations
in the normal modes.
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The Gaussian wavepackets form a nonorthogonal basis, which
has to be handled carefully to avoid singularities arising in the case
of strongly overlapping functions. The choice to use a Gaussian
basis despite this added complication is motivated by their well-
defined shape and properties.38 At any given time, each wavepacket
is localized onto a well-defined region of the potential energy sur-
face, within which it is reasonable to approximate the potential as a
simple harmonic function (particularly if the width of the Gaussian
is sufficiently small). Using this local harmonic approximation to the
potential, the matrix elements of the Hamiltonian reduce to sim-
ple functions of the moments of the Gaussian functions (⟨gi∣x

n
∣g j⟩),

which can be evaluated analytically based on the value of the poten-
tial at the center of the Gaussian. Since the potential only needs to
be calculated at one well-defined point for each Gaussian, there is
no need to evaluate the whole potential over a finite grid in advance
of any time propagation (as is done in the related multiconfigura-
tional time-dependent Hartree method). This makes it possible to
evaluate the potential on the fly, which offers considerable advan-
tages for high-dimensional potentials and bond-breaking reactions
of the type being investigated here (see Sec. II B 2).

Equations of motion for the Gaussian wavepackets and expan-
sion coefficients are derived by variationally minimizing the wave
function according to the Dirac–Frenkel variational principle,

⟨δΨ∣H − ih̵
∂

∂t
∣Ψ⟩ = 0. (6)

The expansion coefficients Aj(t) are propagated in time
according to

iȦj(t) =∑
kl

S−1
jk (t)(Hkl(t) − iτkl(t))Al(t), (7)

where Sij(t) = ⟨gi(t)∣g j(t)⟩ is the overlap between Gaussian basis
functions, τi j(t) = ⟨gi(t)∣ ∂∂t g j(t)⟩ is the differential overlap, and Hi j

= ⟨gi(t)∣[ −1
2M∇

2
+V]∣g j(t)⟩ is a matrix element of the Hamiltonian

constructed with the potential energy operator V appropriate to the
electronic state of interest.

The equation of motion for the Gaussian center parameter (the
only one that is propagated variationally) is34

iξ̇ = C−1Y , (8)

where

Ciα,jβ = ρij(S(αβ)i j − [S(α0)S−1S(0β)]
ij
), (9)

Yiα = ρij(H(α0)
i j − [S(α0)S−1H]

ij
). (10)

In Eqs. (9) and (10), ρi j = A∗i A j is referred to as the density matrix.
Various differential overlaps are defined with respect to the Gaussian
parameters {σ, ξ,η}. λiα is the αth parameter for the function gi. In
this notation, S(αβ) is a matrix with elements

Sαβi j = ⟨
δgi

δλi,α
∣
δgj

δλj,β
⟩ (11)

and

Hαβ
i j = ⟨

δgi

δλi,α
∣H∣

δgj

δλj,β
⟩. (12)

An index of α or β equal to zero indicates that no derivative is taken.
The equations of motion for Aj and ξ are solved numerically

using a fifth-order Runge–Kutta method with an adaptive step size.
The error threshold for accepting a step in the propagation is 10−6.

2. Direct dynamics
As has been observed previously,19,21,23 the challenge of char-

acterizing the full multidimensional potential energy surface for the
ESPT is often a limiting factor in dynamical simulations. To help
overcome this issue, we use a direct dynamics approach, where
points on the potential energy surface are calculated on the fly, as
they are explored by the Gaussian wavepackets.

At a given time step, the potential energy surface V(x) in the
vicinity of each individual Gaussian wavepacket is approximated by
a second order Taylor expansion Ti(x) around the coordinates (x0)

at the center of the wavepacket,

V(x) = Ti(x) = V(x0) + g(x0)
T
⋅ (x − x0)

+
1
2
(x − x0)

T
⋅H(x0)

T
⋅ (x − x0). (13)

This is known as the local harmonic approximation (LHA).
Equation (13) requires the energy V(x0), gradient g(x0), and Hes-
sian H(x0) to be evaluated at the center point of each Gaussian
wavepacket at each time step of the simulation. Each time a quantum
chemical calculation of these quantities is performed, their values
are stored in a database and can be reused at future time steps.
New calculations are only carried out for structures where the max-
imum atomic displacement relative to all existing structures in the
database exceeds a threshold value dbmin. In our simulations, dbmin
was initially set to 0.05 to populate the database with some starting
structures, before being increased to 0.15 to propagate out to longer
times.

For structures that lie within the threshold distance of a
database point, the local potential energy surface is estimated as a
weighted sum of the LHA potential energy surface around all points
in the database using a modified Shepard interpolation scheme,

V(x) =∑
i∈DB

wi(x)Ti(x). (14)

The normalized weights33,39

wi(x) =
vi(x)
∑j vj(x)

, (15)

vi(x) = ([
∥x − xi∥

radi
]

4

+ [
∥x − xi∥

radi
]

24

)

−1

, (16)

decrease with the distance (∥x − xi∥) between the new structure x
and the database structure xi. These distances are expressed relative
to a confidence radius radi = ∥xj − xi∥, which is the distance between
database structure xi and a reference database structure xj that is
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close to x. When ∥x − xi∥ < radi, the second term in Eq. (16) dom-
inates (and tends to zero), meaning that only a handful of database
points close to x will contribute to the interpolated potential. This
helps keep the potential energy surfaces smooth for larger systems.

Hessians are particularly expensive to calculate, and for this
reason, the Hessian is only calculated from scratch for the very first
point added to the database. At every other point on the potential
energy surface, the Hessian is estimated using the Hessian updating
scheme described in Refs. 32 and 40. Under this scheme, the Hessian
at a new point x is given by the weighted average

H(x) = ∑i ∥x − xi∥
−4H(i)est

∑i ∥x − xi∥
−4 , (17)

where the index i runs over all database points that are closer to the
initial (reference) point than x. H(i)est is an estimate of the Hessian
extrapolated from point i using the Powell updating scheme,

H(i)est = H(xi) +
1
δ ⋅ δ
(ϵ⊗ δ + δ⊗ ϵ) −

ϵ ⋅ δ
(δ ⋅ δ)2 H(xi) ⋅ δ⊗ δ ⋅H(xi),

(18)

where ϵ = g(x) − g(xi) and δ = x − xi. Once H(x) has been added to
the database, the Hessian at every database point further away from
the reference point than x is also updated using the same scheme so
that the Hessian at every point is based on all points that lie between
it and the reference point.

For the simulations presented in this paper, the energies
and gradients of the adiabatic surface are calculated using time-
dependent density functional theory (TDDFT) with an ωB97XD
functional and 6-31G∗ basis set. Stretching of the OH bonds in the
proton wire and the resulting proton transfer is well-described by
range-separated hybrid functionals (see Sec. S1 of the supplementary
material). The ωB97XD functional additionally contains an empir-
ical dispersion correction. Inclusion of this correction does not
appear to make a significant difference to the description of ESPT
energetics, compared to other range-separated functionals, such as
CAM-B3LYP,41 but does improve the description of non-covalent
interactions, such as hydrogen bonds, in the ground state optimiza-
tion used to generate the starting geometry.42 Polarization functions
are included in the basis set to capture the polarization of the OH
bonds. However, the basis set is kept small to make it computation-
ally tractable to simulate ESPT over the relatively long experimental
timescale.

C. Classical dynamics
To explore the importance of tunneling in promoting proton

transfer along the proton wire, the full quantum dynamics were
compared to classical dynamics from which all quantum effects had
been removed.

A set of frozen Gaussian wavepackets were propagated on the
same TDDFT-level potential energy surface, using the structures,
energies, gradients, and Hessians stored in the direct dynamics
database described above. They were propagated according to a clas-
sical equation of motion obtained by factoring out and discarding all
second order and higher Gaussian moments from Eq. (10) to leave

iξ̇j = −2σj ⋅ q̇ − i(
∂V
∂x
)

x=q
, (19)

where q is the position of the center of the Gaussian wavepacket.
Equation (19) describes the classical propagation of the wavepacket
based only on the momentum and force at the center of the
Gaussian, essentially ignoring its shape.

The full wave function is constructed by averaging over the
individual wavepackets according to Eq. (4). However, the quantum
nature of the wave function is removed by ignoring the overlap of the
Gaussian wavepackets in the propagation of the expansion coeffi-
cients. For the system considered in this study, where all the dynam-
ics take place on a single electronic state, this makes the expansion
coefficients time-independent. This approximation defines the inde-
pendent multiconfigurational Gaussian (iMCG) method,37 which
describes the evolution of the full wave function by averaging over a
swarm of Gaussian wavepackets evolving classically and completely
independently on an Ehrenfest potential energy surface.

In iMCG, the expansion coefficients act as weights in the aver-
age over the individual wavepacket trajectories and are set at the
beginning of a simulation by fitting the full initial wave function.
However, properly sampling and fitting the full high-dimensional
wave function for the GFP chromophore cluster is challenging, and
for simplicity, in this work, we assigned equal weights to each basis
Gaussian wavepacket. The wavepackets were all initially centered
on the Franck–Condon point. Each wavepacket was given an ini-
tial momentum along one normal mode, with an equal number of
wavepackets assigned to each mode and symmetrically spaced about
zero. This does not give us a true description of the full wave func-
tion but provides properties as an average over a swarm of classical
trajectories. However, this is sufficient to determine whether proton
transfer can still occur at the same rate when the option of tunneling
is removed.

D. Calculating time-dependent properties
Properties such as average geometries, or bond lengths, must

be obtained from expectation values of the full wave function. The
expectation value of a general operator Ô using the vMCG wave
function, Eq. (4), is

⟨Ô⟩ =∑
ij

A∗i ⟨gi(xi)∣Ô∣gj(xj)⟩Aj , (20)

where xi and xj are the center coordinates of the GWPs. Proper-
ties such as bond lengths, however, cannot be easily written as an
operator in coordinate space, particularly as the simulations are per-
formed in normal mode coordinates. However, if the operator is
taken at the center of the GWP on the RHS, then

⟨Ô⟩ =∑
j

O(xj)A∗i ⟨gi(xi)∣gj(xj)⟩Aj + c.c. (21)

=∑
j

GGPjO(xj) + c.c., (22)

where c.c. is the complex conjugate and we have defined the gross
Gaussian populations as

GGPj =∑
i

A∗i SijAj , (23)

which are analogous to the Mulliken population analysis used in
quantum chemistry calculations.43 In this way, properties of any
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function of the molecular geometry can be obtained by knowing the
trajectory followed by the centers of the GWPs and the Gaussian
overlap matrices.

III. RESULTS
A. Vibrational analysis

It is not computationally feasible to simulate the full quantum
dynamics of all 144 degrees of freedom of the cluster model shown
in Fig. 1 (x, y, z coordinates of 48 atoms). Rather than focusing on
the motion of the proton wire atoms, as has previously been done in
Refs. 21 and 23), we treat all 48 atoms in the cluster but only consider
motion along vibrational normal mode vectors that we expect to be
significantly involved in the ESPT process.

Vibrational frequencies and normal modes were calculated for
the cluster model shown in Fig. 1 at the ωB97xd/6-31G∗ level of
theory using Gaussian09.44 Displacements along the O–H bond
coordinates of the proton wire (used as the reaction coordinates by
Refs. 21 and 23) are described by a Ser205 O–H bond stretch at
2873 cm−1 (mode 116) and symmetric and antisymmetric combina-
tions of the (O−H)HBDI and (O−H)H2O bond stretches at 3340 cm−1

(mode 134) and 3437 cm−1 (mode 136), respectively.
The primary GFP absorption at 398 nm is an n→ π∗ transi-

tion centered on the conjugated ring system of HBDI and does not
directly excite the OH stretching modes of the proton wire. The
vibrational modes most strongly excited by the electronic absorption
are alternating C–C (C=C) bond stretches around the HBDI ring
system at 1665 cm−1 (mode 109), 1685 cm−1 (mode 110), 1742 cm−1

(mode 112), and 1750 cm−1 (mode 113), as can be seen by the abso-
lute magnitude of the potential energy gradient with respect to each
normal mode at the Franck–Condon point (shown in Fig. 2).

The size of the off-diagonal elements of the Hessian at the
Franck–Condon point reveals the strength of coupling between dif-
ferent vibrational modes. Figure 2 shows the absolute values of the
ten largest coupling values for each of the proton-wire OH stretches
and four initially excited C–C stretches identified above. These two
sets of vibrations couple to many of the same lower frequency
modes, creating a route for absorbed energy to be transferred to the
proton wire, triggering ESPT.

Based on this analysis, the 23 vibrational modes in Table I
were selected as active degrees of freedom in simulations of the
ESPT dynamics. Further analysis of the forces experienced by each
normal mode during the course of the simulation (Sec. S4 of the
supplementary material) confirms that this set of normal modes
captures the most important motions of the chromophore cluster
during ESPT.

B. Proton transfer dynamics
The dynamics of the ESPT process were simulated for 2 ps

(comparable to the observed experimental timescale), with a basis
of 46 Gaussian wavepackets to describe the wave function. This cor-
responds to two basis functions per vibrational mode and was found
to be sufficient to allow each mode to vibrate freely (see Sec. S5 of the
supplementary material). The simulation was started by vertically
exciting the neutral ground state eigenfunction (a single Gaussian
wavepacket centered on the optimized ground state geometry) onto
the S1 state with an average momentum of zero. The remaining 45

FIG. 2. Top panel: Absolute values of the initial force (negative gradient of the
energy with respect to displacement) on each normal mode. Modes 109, 110, 112,
and 113 (circled) experience a significantly larger initial force than other modes
and are, therefore, selected for inclusion in the simulation. Bottom panel: Absolute
values of the coupling (off-diagonal elements of the Hessian) for the ten normal
modes most strongly coupled to modes 109, 110, 112, 113, 116, 134, and 136
(the initially excited and reaction coordinate modes). All quantities are reported in
atomic units. Displacement along a normal mode is measured in mass-frequency
weighted coordinates.

basis wavepackets were given an initial coefficient of zero in the total
wave function. The dynamics were assumed to proceed exclusively
on the bright S1 state (398 nm absorption), in keeping with pre-
vious studies demonstrating that transfer along the proton wire is
electronically adiabatic.8

As expected, photoexcitation into the S1 state activates a set
of strongly coupled vibrational modes, largely centered on the cen-
tral conjugated π system of the HBDI chromophore. This does

TABLE I. Index and frequencies of the 23 vibrational normal modes included in sim-
ulations of the proton wire ESPT dynamics. Visualizations of the selected modes are
presented in Sec. S3 of the supplementary material.

Frequency Frequency Frequency
Mode (cm−1) Mode (cm−1) Mode (cm−1)

45 656 84 1300 111 1705
46 697 85 1303 112 1742
47 704 89 1366 113 1750
56 885 90 1392 115 1853
62 962 91 1416 116 2873
67 1031 100 1525 134 3340
73 1127 109 1665 136 3437
78 1205 110 1685
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FIG. 3. Top two panels: Expectation value of the displacement (q) and momentum (p) for the three proton transfer modes as a function of time. Mass-frequency weighted
coordinates are used to measure the displacement of each normal mode from its ground state-optimized geometry. The expectation value is calculated as a weighted average
over the centers of each Gaussian wavepacket basis function, with weights equal to the population associated with the wavepacket (see Sec. II D for details). Lower two
panels: Standard deviations of the displacement (dq) and momentum (dp) of the three proton transfer modes.

not include any of the three proton transfer modes, which initially
remain completely stationary (although, in reality, they would be
expected to have some thermal motion). The oscillation amplitude
of the activated modes varies as energy spreads from the initially
excited modes to the lower frequency coupled modes identified in
Fig. 2 and eventually starts to accumulate in the three proton transfer
modes (116, 134, and 136).

The slow filtering of energy into the three proton transfer
modes is shown in Fig. 3, in the increasing amplitude of oscilla-
tions in their average position and momentum. Figure 4, which

shows the time-dependent position of the center of each Gaussian
basis wavepacket (in normal mode coordinates), similarly shows
increasing motion of the proton transfer modes over time. A closer
examination of Fig. 4 indicates that energy is transferred from the
initially excited vibrations of the HBDI ring system (modes 109,
110, 112, and 113) to OH stretching modes along the proton wire
within ∼100 fs. Modes 134 and 136 start vibrating fractionally before
mode 116, reflecting their stronger coupling to the lower frequency
vibrations of the HBDI side groups (see Fig. 2). Inspection of the
normal mode vectors for the vibrations listed in Table I suggests

FIG. 4. Trajectories describing the position of the center of each Gaussian wavepacket basis function along the normal mode axes 116, 134, and 136 (the proton transfer
modes). To guide the eye, a small number of trajectories with interesting features have been picked out in color. The normal mode coordinates are mass-frequency weighted.
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FIG. 5. Change in total system energy and wave function norm over the course of the simulation. Energies are given relative to the energy of the S1 state at the Franck–Condon
point. The gradual drift in both values is an indication of numerical errors in the description of the dynamics.

the following mechanism for photoactivation of the OH stretches
along the GFP proton wire: photoexcitation from an n to π∗ orbital
weakens the double bonds in the conjugated ring system of HBDI,
causing fluctuations in the C–C bond lengths (i.e., activating alter-
nating C–C/C=C bond stretching modes). This, in turn, activates
low frequency ring-breathing modes and wagging motion of the
HBDI side groups (including the OH group at the near end of the
proton wire). These movements create fluctuations in the interac-
tions between HBDI and other nearby residues (e.g., in the strength
of hydrogen bonding between the OH side group and the struc-
tural H2O molecule in the proton wire), ultimately triggering OH
stretches along the proton wire.

By construction, the vMCG equations of motion conserve
the total energy of the system and the wave function norm, and
ideally, these quantities will remain constant during a simulation
even as energy is redistributed between different vibrational modes.
However, the error introduced by using the local harmonic approx-
imation to obtain the Hamiltonian matrix elements, combined with
the limited accuracy of the numerical integrator, introduces small

errors, leading to a gradual upward drift in the total energy and a
corresponding decrease in the norm of the wave function through-
out the simulation. Figure 5 shows the trend in total energy and
wave function over the 2 ps of the simulation. The clear drift in both
quantities indicates that the description of the dynamics becomes
less reliable at later times. This energy and norm drift are, however,
spread over the 46 GWPs of the simulation, which means that this
is a relatively small overall change in total energy (approximately
less than 0.01 eV/GWP) and norm (less than 2% overall) from start
to finish, offering reassurance that the qualitative behavior of the
system will be correctly described.

Although the (O−H)Ser205 bond is (marginally) the slowest of
the OH bonds in the proton wire to be affected by photoexcitation,
it quickly starts vibrating with a noticeably greater amplitude than
the rest of the proton wire. Moreover, a clear jump in the average
displacement of mode 116 is observed around 1250 fs (Fig. 3), indi-
cating transfer of the HSer205 proton toward Glu222. This transfer
can also clearly be seen as an increase in the average (O−H)Ser205
bond length by 0.1 Å (Fig. 6). Since the distance between OSer205 and

FIG. 6. Change in the average length of the three OH bonds along the proton wire over time. The average bond length is calculated as an average over the bond length
explored by each of the 46 basis Gaussian wavepackets, weighted by the population of the wavepacket. Populations are calculated from the density in an analogous way to
a Mulliken population analysis (see Sec. II D for details).
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FIG. 7. Total fractional populations of Gaussian wavepacket trajectories in which a proton transfer has taken place, as a function of time. The proton is considered to have
transferred if it sits more than halfway between the oxygen atom to which it is initially bonded and the oxygen atom to which it is transferring. Populations are calculated from
the density in a manner analogous to Mulliken populations. We note that negative populations are a well-known artifact that can arise from Mulliken population analysis and,
in this case, have led to an apparently negative percentage of population transfer at around 1700 fs. No physical significance should be attached to this.

OGlu222 is 2.6 Å, the proton transfer is clearly incomplete (a full trans-
fer would be expected to increase the (O−H)Ser205 bond length by
∼0.6 Å). However, note that the average bond length reflects an aver-
age over parts of the wave function that explore the full transfer of
HSer205 and parts where HSer205 remains very closely associated with
OSer205, as can be seen from the trajectories of the individual Gaus-
sian basis functions in Fig. 4. Therefore, the small increase in average
bond length should not be taken as an indication that HSer205 never
explores larger displacements from its original position.

No equivalent jump in average displacement is seen for modes
134 and 136 within the 2 ps timescale, confirming the suggestion of
previous studies that the ESPT process is asynchronous and starts

from the “far end” of the proton wire with the transfer of HSer205
from Ser205 to Glu222. In other words, the GFP proton wire acts as a
photobase, rather than a photoacid, with the proton transfers being
driven by abstraction of a proton by the Glu222 anion rather than
proton donation by the photoexcited HBDI.

The start of a second proton transfer is observed in the last
250 fs of the simulation. Although no significant change is seen in
the average displacement of modes 134 and 136, a sharp increase
in the variation of the displacement (dq) and momentum (dp) is
observed for these modes around 1750 fs (Fig. 3). Figure 4 shows that
this corresponds to significant displacement of modes 134 and 136
in a small number of individual (highlighted) Gaussian wavepacket

FIG. 8. Top two panels: Expectation value of the displacement (q) and momentum (p) for the three proton transfer modes over the course of a set of 2 ps classical
trajectories. Mass-frequency weighted coordinates are used to measure the displacement of each normal mode from its ground state-optimized geometry. The expectation
value is calculated as an (unweighted) average over the centers of each Gaussian wavepacket basis function. Lower two panels: Standard deviation of the average
displacement (dq) and momentum (dp) of the three proton transfer modes.
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trajectories. Since modes 134 and 136 are, respectively, symmetric
and asymmetric combinations of the (O−H)HBDI and (O−H)H2O
stretches, the combination of modes 136 and 134 corresponds (pri-
marily) to the (O−H)H2O stretch (transfer of HH2O) and, indeed, a
small increase is seen in the average length of the (O−H)H2O bond at
around 1750 fs (Fig. 6). We anticipate that a fuller transfer of HH2O
would occur in the next few hundred femtoseconds, following the
pattern of the earlier HSer205 transfer.

The proton transfer observed at 1250 fs is not complete. A
number of the individual Gaussian wavepacket trajectories plotted
in Fig. 4 only explore small displacements of mode 116, meaning
that some proportion of the total wave function describes a struc-
ture where HSer205 remains closely associated with OSer205. That the
trajectories with no HSer205 transfer are significantly populated is
evidenced by the fact that, at any one time, less than 20% of the pop-
ulation is exploring a conformation with the proton transferred (see
Fig. 7). Consequently, the average displacement of mode 116, shown
in Fig. 3, only reaches a fraction of the maximum displacements
observed for individual trajectories in Fig. 4. (Note that the dis-
placements reported in these figures are in mass-frequency weighted
coordinates.) Furthermore, those trajectories that do explore the
HSer205 transfer show the proton hopping continuously back and
forth between Ser205 and Glu222, rather than remaining closely asso-
ciated with Glu222 (the minimum displacement of mode 116 in the
oscillating trajectories in Fig. 4 does not noticeably increase). The
fact that the first proton transfer is still in progress when the sec-
ond proton transfer begins supports the hypothesis that the overall
ESPT process has a concerted (rather than stepwise) asynchronous
mechanism.

No proton transfer is observed within 2 ps for swarms of clas-
sically evolving Gaussian wavepackets. Figure 8 shows the evolution
of the average position and momentum of a swarm of 92 trajectories
(to test convergence, a smaller swarm of 46 trajectories with the same
initial momentum and position as the vMCG trajectories was also
considered but showed no appreciable difference). Both quantities
oscillate around their average with no sign of any increase, sudden
or gradual, that characterized proton transfer in the quantum trajec-
tories shown in Fig. 3. Not only is there no increase in the average
displacement of any of the three proton transfer modes but larger
displacements are not explored in any of the individual Gaussian

wavepacket trajectories (see Sec. S6 of the supplementary material).
Toward the end of the 2 ps simulation, a small increase is observed
in the variation of the average position and momentum of mode 116,
which is matched by a very small increase in the average (O−H)Ser205
bond length (Fig. 9). However, this is a significantly smaller increase
in bond length than seen in the quantum trajectory (Fig. 6), indicat-
ing that quantum tunneling is essential to allow proton transfer to
take place within the experimentally observed timescale.

C. Potential energy surfaces
The potential energy landscape for OH bond stretches along the

proton wire fluctuates continuously with the changing structure of
the rest of the system. However, certain cuts through the full 23-
dimensional potential energy surface offer some insight into why
the excited state proton transfer proceeds in the manner described
above.

Figures 10(a) and 10(b) show 2D slices through the potential
energy surface along modes 116 and 134 or 136, respectively. The
displacements of all the other vibrational modes are fixed at their
time-averaged values (values given in Sec. S3 of the supplementary
material). The surface is calculated using the Shepard interpolation
between database points, as described in Sec. II B 2. While stretch-
ing (and certainly breaking) any of the three OH bonds in the proton
wire has an associated energy cost, it is clear from the elongated min-
ima of the potential energy surfaces that stretching the (O −H)Ser205
bond (positive displacement along mode 116) is significantly easier
than stretching the other two OH bonds. This is likely because of the
electrostatic attraction between HSer205 and the Glu222 anion. Thus,
the proton transfer at the “far end” of the proton wire is the first to
commence.

Figures 10(c) and 10(d) show a comparison of the 2D slices
through the potential energy surface along modes 134 and 136
when the displacement of mode 116 is fixed at either 0.19 units (its
time-averaged value) or 8 units (the approximate maximum value
explored by individual trajectories). The displacements of all other
modes are again set to their time-averaged values. It is apparent
from these slices that the transfer of HSer205 significantly reduces
the energy barrier for the remaining two proton transfers (indeed,

FIG. 9. Change in the average length of the three OH bonds along the proton wire over the course of a set of 2 ps classical trajectories. The average bond length is calculated
as an (unweighted) average over the bond length explored by each of the 92 basis Gaussian wavepackets.
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FIG. 10. 2D slices of the 23-dimensional potential energy surface. (a) Slice along modes 116 and 134 with the displacement of all other modes fixed at their time-averaged
values (see Sec. S3 of the supplementary material). (b) Slice along modes 116 and 136 with the displacement of all other modes fixed at their time-averaged values. (c) Slice
along modes 134 and 136 with the displacement of all other modes fixed at their time-averaged values. (d) Slice along modes 134 and 136 with mode 116 displaced by 8 units
and the displacement of all other modes fixed at their time-averaged values. Displacements along each normal mode are given in mass-frequency weighted coordinates.
Each contour line is labeled with a value for the potential energy in eV, relative to the energy of the photoexcited S1 state at the Franck–Condon point.

in the case of a complete HSer205 transfer, the second proton trans-
fer would become energetically downhill). Furthermore, the lowest
energy pathway is the transfer of HH2O alone (simultaneous dis-
placement of mode 134 in the negative direction and mode 136 in
the positive direction). There is a slight widening of the minimum
around the top left corner of the potential energy surface shown in
Fig. 10(d). This suggests that once HH2O has (partially) transferred,
it may become easier to displace mode 136 [the symmetric combi-
nation of (O−H)HBDI and (O−H)H2O stretches], making it possible
for the final proton transfer (transfer of HHBDI) to occur.

The shape of the potential energy surface helps explain why
tunneling might be necessary to achieve proton transfer within a
reasonable timeframe. The energetic cost of stretching any of the

OH bonds along the proton wire creates a large activation barrier to
the proton transfer process that is difficult to overcome classically.
However, a quantum wave function is able to explore regions of the
potential energy surface that are classically inaccessible, allowing it
to sample the downhill gradient created by transferring HSer205 (and
the presumed minimum associated with transfer of all three protons)
and tunnel in this direction.

The potential energy surfaces shown in Fig. 10 are constructed
by interpolating between the energies of the structures stored in
the database built up during the simulation (see Sec. II B 2). The
transfer of HHBDI was not observed during the 2 ps simulation,
so the database does not contain information about this part of
the potential energy surface. Therefore, this simulation does not
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provide a picture of the potential minimum associated with the
product species where all three proton transfers have occurred.
However, we note that those parts of the potential energy surface
explored by our simulation also do not show any local minima asso-
ciated with intermediate species where the first or second proton
transfers have occurred. This is in keeping with experimental stud-
ies, suggesting that there is no observable intermediate for the ESPT
process.

IV. DISCUSSION
By selecting a subset of vibrational normal modes strongly cou-

pled to the electronic photoexcitation and proton transfer reaction
coordinate of wt-GFP, we have been able to perform a fully quantum
simulation of the nuclear dynamics of excited state proton transfer
on a higher dimensional potential than has previously been used.
The importance of considering more than the six degrees of freedom
describing the relative position of the atoms in the proton wire has
been evident from the failure of previous theoretical studies to repro-
duce the experimentally measured ESPT timescale. By contrast, we
observe partial transfer of two of the three protons along the wire
within 2 ps, consistent with the 2–3 ps ESPT timescale measured
using ultrafast electronic transient absorption spectroscopy.9 This
good agreement with the experimental timescale indicates that our
model is sufficiently large to provide a qualitatively accurate descrip-
tion of the mechanism of excited state proton transfer, clarifying a
number of key mechanistic details.

First, we observe that ESPT proceeds via a concerted, asyn-
chronous mechanism analogous to that for ground state proton
transfer:13,14 the three proton transfers all begin at different times,
but the first transfer is not complete before subsequent transfers
begin. This is in contrast to the stepwise, asynchronous16 and con-
certed, synchronous20,21 mechanisms that appear favorable when
only energetic changes along the O–H coordinates of the proton wire
are considered, emphasizing the importance of the wider system
in shaping the reactive pathway through the potential energy sur-
face. We note that Nadal-Ferret et al. previously demonstrated that
proton transfer could not occur without structural relaxation of the
chromophore and residues surrounding the proton wire.23 Based on
embedded QM/MM energies of the stretched O–H bonds along the
proton wire (with all other atoms frozen in the optimized ground-
state geometry), they predicted that allowing for a wider structural
relaxation would reveal the ESPT mechanism to be concerted and
asynchronous. Our result confirms their prediction.

Deprotonation of HBDI via the proton wire is initiated by
proton transfer from Ser205 to Glu222 (at the far end of the
wire). Based on 2D slices through the full-dimensional potential
energy surface, we observe, in agreement with a number of previ-
ous studies,11,18,19,21,22 that (O −H)Ser205 is by far the easiest part
of the wire to extend (stabilized by its proximity to the Glu222
anion) and that the transfer of HSer205 substantially reduces the ener-
getic cost of subsequent proton transfers. The transfer of HSer205
as the rate-limiting step is consistent with transient infrared mea-
surements, showing a strong correlation between ESPT rate and the
conformation of the Glu222 acceptor.2,18

The 2D PES slices analyzed in this study are based on a time-
averaged structure for the bulk of the chromophore system. They do
not illustrate the time-dependent availability of different pathways

through the full-dimensional PES (which dictates the dynamical
behavior of the system) and, therefore, give a limited view of the
energetic cost of each individual proton transfer.

In particular, this selective view of the PES does not straight-
forwardly reveal the size of the energetic barrier for the reaction.
However, we note that stretching and breaking the (O–H)Ser205 bond
(displacing mode 116) at the start of the proton transfer takes on the
order of 1 eV of energy (see Fig. 10). This is an important obser-
vation in light of the upward drift in total energy caused by the
buildup of small numerical errors across the simulation. Since the
energy drift over the whole simulation only corresponds to ∼0.01 eV
of additional energy per GWP (see Fig. 5), it is unlikely to have
artificially triggered the proton transfer reaction. Furthermore, the
continuous upward slope of the potential surface along mode 116
means that, classically, additional energy should result in a smooth
increase in the (O–H)Ser205 bond length. Instead, we observe a sud-
den increase in (O–H)Ser205 bond length around 1250 ps that is not
preceded by any sudden increase in the total energy, offering some
reassurance that the observed proton transfer dynamics are not an
artifact of the energy drift.

However, the quantitative accuracy of our potential energy sur-
faces could be improved by further extensions to the model. Most
significantly, the potential energy surface can be sensitive to the con-
figuration of the surrounding protein environment. In this study,
we allow motion of only 23 normal modes out of the 136 vibra-
tional degrees of freedom of the chromophore cluster model. The
surrounding protein environment is not considered beyond the
selected side-chain residues involved in the proton wire. Inspection
of the forces on the normal modes at each geometry explored in
the direct dynamics database shows that the frozen modes in our
simulation are almost never subject to large forces that could trig-
ger significant motion (see Sec. S4 of the supplementary material).
This confirms our assertion that the degrees of freedom included in
our simulation are those that are most important in describing the
ESPT dynamics. Nevertheless, additionally considering the motion
of the frozen modes, even at the level of a classical force field, would
likely influence the ESPT timescale, both through small changes to
the potential energy surface and by providing additional routes for
energy dissipation. Slightly larger forces on a small handful of frozen
normal modes in a small number of database structures also indi-
cate that considering additional modes (or a different selection of
modes) may be necessary for exploring the dynamics of the proton
wire at longer times. Previous QM/MM studies of the GFP proton
wire have, moreover, demonstrated that the potential energy sur-
face can be sensitive to the configuration of the surrounding protein
environment.22,23 In particular, the proximity of a nearby histidine
residue (His148) to OHBDI may play an important role in triggering
a favorable conformation for proton transfer.22 However, the added
cost of increasing the system size or including an atomistic envi-
ronment makes it unfeasible at the present time to explore the full
quantum dynamics of the proton wire plus its surroundings over
the timescale of proton transfer. While our results give a good over-
all picture of the proton transfer mechanism, alternative QM/MM
approaches describing the full system and environment may be suit-
able for exploring nuanced structural details at critical stages of the
proton transfer.

Within a cell, the GFP proton wire operates not only within
a complex environment but also at body temperature. By contrast,
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our simulation is effectively carried out at low temperatures in the
sense of propagating a single wave function, rather than a density
matrix of thermally populated states. However, we do not expect
this to have a significant effect. The vibrational states of the low-
est frequency vibrational normal mode included in our simulation
will have a spacing of 656 cm−1, already several times the Boltzmann
energy at 310 K (37 ○C). Therefore, the population of vibrational
states higher than v = 0 will be very small and should not noticeably
affect the dynamics.

An important outstanding question around the GFP ESPT
mechanism is the origin of its two fluorescence lifetimes. Suggested
explanations have included a two-stage process with the forma-
tion of an intermediate species containing a long OSer205 −HSer205
−OGlu222 hydrogen bond, or different ESPT timescales associated
with two different structures around the Glu222 end of the pro-
ton wire. Intermediate formation is generally considered to be a
less likely explanation since a variety of experiments have failed to
detect any distinct intermediate species.2,4,10,15 Our results similarly
do not show any evidence of an intermediate species forming. The
transfer of HSer205 observed in the second picosecond of our simula-
tion is incomplete, giving an average picture of a slightly lengthened
(O −H)Ser205 bond, similar to that postulated by Di Donato et al.10

However, this intermediate bond length is a weighted average over
individual wavepacket trajectories that show either no proton trans-
fer or full transfer of HSer205 back and forth between OSer205 and
OGlu222. This suggests that the wave functions explore a wide region
of the geometric space, with some probability of finding HSer205 in
most locations between OSer205 and OGlu222 (but strongly weighted
toward finding it in close association with one of the two oxygens).
This is different to forming an identifiable intermediate, where the
wave function would be expected to describe a narrower distribution
around an intermediate HSer205 position. Furthermore, the fact that
signs of an imminent HH2O transfer emerge at close to 2 ps appears
inconsistent with the suggestion that the longer 10 ps timescale is
required to complete the final two proton transfers. However, simu-
lating the dynamics of the proton wire for a full 10 ps is not feasible
at the level of theory used in this study, in terms of both computa-
tional cost and the degree of numerical error that would accumulate
over a longer simulation. For this reason, we also do not attempt to
explore the dynamics of alternative proton wire structures thought
to be associated with slower ESPT.

The fact that not even partial proton transfer is observed within
our 2 ps classical trajectories is strong evidence that the proton wire
relies on tunneling to operate. However, the static 2D slices that we
obtain through the PES do not allow us to calculate accurate barrier
heights. For this reason, we do not attempt to calculate the tunneling
rate or quantitatively rationalize the experimentally observed kinetic
isotope effect. Characterizing the full, dynamic PES associated with
the HSer205 transfer, for both wild-type and mutant species of GFP,
would be extremely interesting for understanding the potential role
of Ser205 in controlling or gating the ESPT process.

Furthermore, as we do not observe transfer of HH2O or HHBDI
within the timeframe of our simulation, we cannot determine
whether tunneling is important for all three proton transfers or,
as previously suggested,8 only for the transfer of HSer205. However,
while HSer205 transfer is an energetically uphill process, our calcu-
lated slices through the PES suggest that subsequent transfers may
be entirely downhill. Therefore, we anticipate that tunneling is likely

to play a much smaller, even negligible, role in promoting HH2O and
HHBDI transfers.

V. CONCLUSIONS
Using direct quantum dynamics, we have confirmed that

excited state proton transfer along the proton wire in GFP proceeds
in a concerted, asynchronous fashion, led by abstraction of a proton
from Ser205 by the Glu222 anion. There is a significant activation
barrier to deprotonating Ser205, and tunneling through this barrier
plays a critical role in allowing the proton transfer to proceed at
a reasonable rate. Deprotonating Ser205 makes subsequent proton
transfers along the wire energetically more favorable—possibly even
barrierless.

Direct dynamics means that the nuclei move over the anhar-
monic potential surfaces of the excited state as given by the level
of quantum chemistry selected with no restrictions. However, the
2D slices through the PES obtained in this study do not fully cap-
ture the complexity of the time-evolving potential as the model used
just included the proton wire and ignored the protein and solvent
environment. While this minimal model shows that the proton wire
alone can undergo proton transfer if the quantum nature of the
nuclei is taken into account, a more detailed analysis of the pathway
taken through the full-dimensional PES is required to quantitatively
characterize the kinetics of ESPT and understand how these are con-
trolled by the structure of the proton wire and vibrational motion of
the wider system. In addition to using a bigger basis set to improve
the quality of the dynamics simulation, the role of specific residues,
such as histidine 128, and re-organization of the protein environ-
ment should be examined, as they are known to enhance the proton
transfer.22 For simulations of this size, further improvements are
required of the DD-vMCG method to increase the efficiency in order
to treat the larger systems. This includes more efficient and stable
integration schemes and a more efficient handling of the quan-
tum chemistry data providing the surfaces. This work is presently
underway.

SUPPLEMENTARY MATERIAL

See the supplementary material for benchmarking data for the
electronic structure methods, optimized structure of the GFP clus-
ter model, characterization of the selected normal modes included
in the dynamics, initial forces on normal modes, benchmarking of
the number of Gaussian wavepackets required for dynamics, GWP
trajectories from classical simulations, and input and output files for
the geometry optimization and dynamics calculations, including the
full database of geometries explored by the dynamics.
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