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Abstract

Robot-assisted airway intubation application needs high accuracy in locating targets and organs. Two vital landmarks, nostrils 
and glottis, can be detected during the intubation to accommodate the stages of nasal intubation. Automated landmark detection 
can provide accurate localization and quantitative evaluation. The Detection Transformer (DeTR) leads object detectors to a new 
paradigm with long-range dependence. However, current DeTR requires long iterations to converge, and does not perform well 
in detecting small objects. This paper proposes a transformer-based landmark detection solution with deformable DeTR and the 
semantic-aligned-matching module for detecting landmarks in robot-assisted intubation. The semantics aligner can effectively align 
the semantics of object queries and image features in the same embedding space using the most discriminative features. To evaluate 
the performance of our solution, we utilize a publicly accessible glottis dataset and automatically annotate a nostril detection 
dataset. The experimental results demonstrate our competitive performance in detection accuracy. Our code can be accessible at 
https://github.com/ConorLTH/airway intubation landmarks detection.
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1. Introduction

Object detection is critical in computer vision, necessitating accurate recognition and localization of objects within
frames. Deep learning methods have spurred the creation of numerous models that can detect objects efficiently
and effectively. Recently, Detection Transformer (DeTR) [5] was introduced, leading to novel design methodologies.
Before DeTR, human-designed elements and detection processes heavily impacted detector performance. However,
DeTR enables fully end-to-end detection frameworks. Nevertheless, DeTR’s performance is limited by two issues:
low accuracy for detecting small objects and slow convergence rates.

To address these limitations, researchers developed Deformable DeTR [30]. Inspired by Deformable Convolu-
tion [11, 30], this model provides better performance on small objects. Researchers noted that DeTR’s slow conver-
gence was primarily due to challenges in matching object queries with features, particularly during cross-attention in
the decoder. To address this challenge, they suggested methods that would help object queries match with objects’
features. For instance, Conditional DeTR [20] splits the object query into query content and query spatial embedding
to search relevant areas based on objects’ appearances and locate extremity areas. Spatially modulated co-attention
(SMCA) DeTR [12] introduces a Gaussian spatial map that forces cross-attention to focus on specific local spatial
areas. Semantic-Aligned-Matching (SAM) DeTR [26] designs a flexible module that implements semantics-align to
simplify the matching of objects’ features and object queries.

The development of computer vision has propelled its application in many medical fields, such as image pre-
processing [2, 9, 10], medical diagnosis [4, 6, 7], robot-assisted surgery and intubation [3, 24, 27]. One such applica-
tion is airway intubation, which may require nasal intubation for semiconscious or awake patients when a laryngoscope
is not an option but poses challenges due to insufficient space. Intubation during medical procedures can pose signif-
icant challenges. To overcome these challenges, some researchers have implemented convolutional neural networks
(CNNs) to classify and detect intubation difficulties [25, 28]. For example, Hayasaka et al. [15] developed an AI
model that uses the patient’s facial image to classify intubation difficulty. Similarly, Aguilar et al. [1] proposed a mo-
bile app that employs a CNN to detect a difficult airway. Specifically, this work defines two classes for a challenging
airway based on the Mallampati score. Deep learning in difficult airway detection has shown promise in facilitating
intubation procedures. However, there are several areas for improvement. For instance, existing models focus solely
on detecting difficult airways, without additional information on intubation procedures, which can limit their prac-
ticality. Therefore, a more comprehensive approach to difficult airway detection is necessary. However, the need for
medical professionals to label these datasets manually has limited further progress. Moreover, creating datasets for
specific applications based on current open-source datasets and automatically generating annotations can overcome
this limitation.

To overcome these limitations, we present a novel approach for achieving comprehensive landmark detection to
enhance the efficiency of intubation procedures. Landmarks serve as essential indicators during the intubation process,
providing valuable information about its progress. The specific landmarks to be detected may vary at different stages
of the intubation process. For example, during the initial phase, when the tube is external to the human body, detecting
the position of the nostril becomes essential. Subsequently, as the tube moves inside the nasal passage, detecting
the glottis becomes crucial. However, some landmarks, such as nostrils, are relatively small objects, presenting a
challenge for accurate detection by methods like DeTR. In this work, we make the following contributions to address
these challenges:

• We propose a comprehensive solution to facilitate the successful execution of robot-assisted intubation. Our
method demonstrates the capability to effectively detect pertinent anatomical landmarks, thereby furnishing
critical information required for precise intubation procedures.
• We integrate the semantic aligner and deformable attention module, into the detection transformer framework

for landmark detection tasks. This integration enhances the model’s ability to identify and localize landmarks
throughout the intubation process accurately.
• Additionally, we devise an automatic annotation methodology for generating detection bounding boxes for a

nostril dataset. Furthermore, through extensive experimentation, we provide compelling evidence showcasing
the superior performance of our proposed solution in accurately detecting landmarks during intubation. Our
transformer-based detection solution achieves outstanding performance with only 24-epoch training.
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2. Detection Model

In this section, we will discuss the DeTR model, its current challenges, and the process of adapting DeTR for the
practical application of airway landmark detection.

2.1. DeTR and its Challenges

DeTR is a state-of-the-art object detection model that treats object detection as a set prediction problem. It uses
learnable object queries to form relations with extracted features using the transformer-based encoder and decoder
modules. In the encoder, self-attention modules encode the extracted image features. In the decoder, two attention
mechanisms - self-attention modules and cross-attention modules - are utilized to enable information exchange be-
tween object queries and encoded features. DeTR faces two challenges. Firstly, the computation complexity of the
attention mechanism increases with the spatial size of the input, making it difficult to implement multi-level feature
maps and improve small object detection accuracy [30]. Secondly, the random initialization of object queries makes
them pair equally with all spatial locations of the image, rather than specific regions for detecting objects [13, 20, 30].
This prevents training object queries from focusing on specific regions. Therefore, long training iterations are neces-
sary for DeTR to perform well.

To address the computation complexity challenge, Deformable DeTR was proposed. It combines deformable con-
volution with the attention mechanism to create Multi-scale Deformable Attention [30]. This novel approach can
aggregate features from multi-level feature maps and decrease the computation complexity of the original attention
mechanism used in DeTR. The deformable attention only samples key positions on the feature map to act as queries,
rather than considering all possible spatial locations.

Another variant, SAM-DeTR, proposes the Semantic Aligner Module to accelerate DeTR’s convergence. To ensure
semantic alignment, it aligns object queries and features within uniform embedding spaces. SAM uses learnable
reference boxes to guide object queries to align with the semantics of encoded features. This process involves three
sub-operations: extracting region features with reference boxes using ROIAlign; resampling salient points with M
points for each region to form new object queries and their corresponding positional embeddings; and evaluating re-
weighting coefficients with current object queries to combine messages of old and new object queries. The operations
related to object queries are formulated using the sigmoid function.

2.2. Landmark Detection Solution

We propose integrating the semantic aligner module into Deformable DeTR, which combines deformable con-
volution with multi-scale deformable attention. To achieve this integration, we focus on adapting the decoder in
Deformable DeTR to accommodate the SAM module. Specifically, we model the object queries and their positional
embeddings as query, querypos ∈ RN,256, following Deformable DeTR’s implementation, instead of directly modeling
the object query of RN,4 used in the SAM-DeTR for modeling reference boxes where N represents the number of
the object queries and 4 and 256 are hyperparameters for the channel of queries. We also use four feature levels in
multi-scale deformable attention modules, consistent with the implementation in Deformable DeTR. In contrast, the
SAM module of each layer in the decoder only uses encoded features from a single level to realize semantic align-
ment between object queries and encoded features. To achieve this, different decoder layers take encoded features
from different levels as input.

The reference boxes used in the SAM module are obtained via a learnable linear projection over query position
embeddings, while the reference points used in the cross-attention modules of the decoder are obtained from a learn-
able linear projection over reference boxes. To avoid inappropriate reference points being chosen, we do not directly
regard the center points as the reference points, even though the reference boxes are represented as coordinates of the
center points and the height and width of the bounding boxes.

To ensure interoperability between the cross-attention and SAM modules, we set the hidden dimension of cross-
attention to 256 × 8. Here, 256 is the dimension of the object queries, and 8 is the number of heads in multi-head
attention. In the SAM module, each object query is assigned a reference box. During resampling, each reference box
is resampled with M salient points. M representing the number of heads in multi-head attention (typically 8). Thus,
after resampling, the dimension of the query changes to Qnew ∈ RN×M×256. Before sending Qnew into the cross-attention
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Fig. 1. The workflow of our proposed solution with deformable attention and semantic aligner.

module, it is reshaped to [N,M × 256]. Therefore, our approach integrates the SAM module into Deformable DeTR,
providing a more effective and efficient landmark detection model. The overview architecture of our solution can be
found in Fig. 1.

3. Experiments

3.1. Datasets

In the context of this research, we utilized two distinct datasets: one for nostril detection and another for glottis
detection, with the aim of enabling airway intubation landmark detection.

The nostril dataset is derived from the publicly available BioID dataset [17], which was initially collected and
annotated for human face keypoint detection. The dataset consists of 1521 grayscale images, all standardized to a
resolution of 384x286 pixels. We manually use key point annotations of nostrils provided by the BioID dataset as the
center points and expand the height and width to form bounding box annotations. To denote the nostril locations, we
adopt the bounding box annotation format following the COCO format [19].

Similarly, the glottis dataset is based on the publicly available BAGALS dataset [14], initially designed for glottis
segmentation. Collaboratively compiled by seven institutions, the BAGALS dataset comprises endoscope videos, de-
tailed segmentation annotations, and frame-level information. From this collection, we extracted a subset of explicit
annotations from nasal endoscopic videos, resulting in 881 images for glottis detection. As the videos originate from
diverse sources, the frames within the subset exhibit varying resolutions. To form corresponding bounding box anno-
tations, we use OpenCV to capture the contours of the segmentation annotations of BAGALS and annotate with their
maximum and minimum coordinate values. We follow the COCO format for annotating the glottis dataset to maintain
consistency.

3.2. Implementation Details

In our experiments, the object detection models are implemented using MMdetection [8], a freely available toolbox
for PyTorch that supports various deep learning-based detectors. All models are trained from scratch and evaluated
using the abovementioned two datasets. The nostril dataset is partitioned into 1021 frames for training, 185 frames for
validation, and 315 frames for testing. Similarly, the glottis dataset is divided into 377 frames for training, 88 frames
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attention to 256 × 8. Here, 256 is the dimension of the object queries, and 8 is the number of heads in multi-head
attention. In the SAM module, each object query is assigned a reference box. During resampling, each reference box
is resampled with M salient points. M representing the number of heads in multi-head attention (typically 8). Thus,
after resampling, the dimension of the query changes to Qnew ∈ RN×M×256. Before sending Qnew into the cross-attention
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Fig. 1. The workflow of our proposed solution with deformable attention and semantic aligner.

module, it is reshaped to [N,M × 256]. Therefore, our approach integrates the SAM module into Deformable DeTR,
providing a more effective and efficient landmark detection model. The overview architecture of our solution can be
found in Fig. 1.

3. Experiments

3.1. Datasets

In the context of this research, we utilized two distinct datasets: one for nostril detection and another for glottis
detection, with the aim of enabling airway intubation landmark detection.

The nostril dataset is derived from the publicly available BioID dataset [17], which was initially collected and
annotated for human face keypoint detection. The dataset consists of 1521 grayscale images, all standardized to a
resolution of 384x286 pixels. We manually use key point annotations of nostrils provided by the BioID dataset as the
center points and expand the height and width to form bounding box annotations. To denote the nostril locations, we
adopt the bounding box annotation format following the COCO format [19].

Similarly, the glottis dataset is based on the publicly available BAGALS dataset [14], initially designed for glottis
segmentation. Collaboratively compiled by seven institutions, the BAGALS dataset comprises endoscope videos, de-
tailed segmentation annotations, and frame-level information. From this collection, we extracted a subset of explicit
annotations from nasal endoscopic videos, resulting in 881 images for glottis detection. As the videos originate from
diverse sources, the frames within the subset exhibit varying resolutions. To form corresponding bounding box anno-
tations, we use OpenCV to capture the contours of the segmentation annotations of BAGALS and annotate with their
maximum and minimum coordinate values. We follow the COCO format for annotating the glottis dataset to maintain
consistency.

3.2. Implementation Details

In our experiments, the object detection models are implemented using MMdetection [8], a freely available toolbox
for PyTorch that supports various deep learning-based detectors. All models are trained from scratch and evaluated
using the abovementioned two datasets. The nostril dataset is partitioned into 1021 frames for training, 185 frames for
validation, and 315 frames for testing. Similarly, the glottis dataset is divided into 377 frames for training, 88 frames
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Fig. 2. The visualization of the mAP results from the comparison experiments on the glottis and nostril dataset.

for validation, and 416 frames for testing. For feature extraction, we opt for the ResNet50 backbone [16]. Besides, we
employed the Adam optimizer [18] with a learning rate of 1 × 10−5 for the backbone and 1 × 10−4 for the detectors.
We ensure standardized implementation and evaluation across all models by utilizing MMdetection and adhering to
this experimental setup, facilitating reliable comparisons and analysis. We set the number of epochs to 24 to observe
the performance under limited training iterations.

3.3. Experimental Results

Table 1. Comparison experiments of our SAM Deformable DeTR against baseline models on the glottis dataset.

Method mAP mAP@0.5 mAP@0.75
FasterRCNN [22] 0.129 0.366 0.054

YOLOv3 [21] 0.254 0.733 0.084
FCOS [23] 0.042 0.188 0.002

Centernet [29] 0.037 0.153 0.006
Deformable DeTR [30] 0.128 0.482 0.013

SAM-DeTR [26] 0.015 0.064 0.003
Ours 0.282 0.661 0.270

Table 2. Comparison experiments of our SAM Deformable DeTR against baseline models on the nostril dataset.

Method mAP mAP@0.5 mAP@0.75
YOLOv3 [21] 0.311 0.855 0.133

FCOS [23] 0.084 0.267 0.027
Centernet [29] 0.171 0.673 0.017

Ours 0.325 0.865 0.142

Tables 1 and 2 present the results obtained from various models trained on two distinct datasets using a consistent
24-epoch training scheme. The baseline models consist of both CNN-based and Transformer-based architectures. The
performance evaluation adheres to the standard COCO metric. We also visualize the qualitative results in Fig. 3.

As depicted in Table 1 and Figure 2(a), the test results on the glottis dataset reveal the advantages of combining
the semantics aligner module with deformable attention, as evident from the performance of SAM Deformable DeTR
and other baseline models trained from scratch. Notably, SAM-DeTR exhibits inferior results on the glottis dataset.
This can be attributed to the inherent limitations of DeTR, despite the inclusion of a plug-and-play module in SAM-
DeTR to expedite its convergence. SAM-DeTR encounters similar challenges as DeTR when trained on datasets with
limited capacity. In contrast, the performance of Deformable DeTR surpasses that of SAM-DeTR, although it falls
short compared to certain CNN-based detectors. These findings suggest that integrating the semantic aligner module
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into Deformable DeTR has the potential to enhance the model’s capabilities, an observation supported by the results of
SAM Deformable DeTR. Specifically, the mAP increment demonstrates an 18-fold increase compared to SAM-DeTR
and a 2-fold increase compared to Deformable DeTR.

In Table 2 and Figure 2(b), the performance of SAM Deformable DeTR on the nostril dataset achieves the highest
capability. The Deformable DeTR and SAM-DeTR results are omitted from Table 2 since their mAP results are 0.000.
This suggests that these models were not fully trained on the nostril dataset with limited training iterations. The nostril
dataset lacks distinct appearances, and the features of the nostril are strongly correlated with the fixed locations and
surrounding facial organs. SAM Deformable DeTR effectively leverages multi-scale features and spatial information
in object detection, contributing to its superior performance on this dataset.

4. Conclusion

In this research work, we employ SAM Deformable DeTR, an improved version of the Deformable DeTR frame-
work integrated with the semantics aligner module inspired by SAM-DeTR. Our primary objective is to evaluate the
performance of our solution and demonstrate its effectiveness in detecting airway intubation landmarks for medical
applications. Comprehensive experiments were conducted using two public datasets, encompassing various scenarios
encountered in airway intubation procedures. The experimental results indicate that SAM Deformable DeTR surpasses
both the original SAM-DeTR framework and the standard Deformable DeTR model regarding detection accuracy. The
outcomes of our study demonstrate the significant advancements of our solution in the domain of airway intubation
landmark detection. The proposed framework exhibits superior performance compared to existing methods, showcas-
ing its potential for improving medical interventions and facilitating accurate and efficient airway-related procedures.
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