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Hematoma expansion (HE) is a modifiable risk factor and a potential treatment target in patients with intracerebral hemorrhage
(ICH). We aimed to train and validate deep-learning models for high-confidence prediction of supratentorial ICH expansion, based
on admission non-contrast head Computed Tomography (CT). Applying Monte Carlo dropout and entropy of deep-learning model
predictions, we estimated the model uncertainty and identified patients at high risk of HE with high confidence. Using the receiver
operating characteristics area under the curve (AUC), we compared the deep-learning model prediction performance with
multivariable models based on visual markers of HE determined by expert reviewers. We randomly split a multicentric dataset of
patients (4-to-1) into training/cross-validation (n = 634) versus test (n = 159) cohorts. We trained and tested separate models for
prediction of >6 mL and >3 mL ICH expansion. The deep-learning models achieved an AUC = 0.81 for high-confidence prediction of
HE.g m. and AUC = 0.80 for prediction of HE. 3 ., , which were higher than visual maker models AUC = 0.69 for HE.¢ . (p = 0.036)
and AUC = 0.68 for HE.3 , (p = 0.043). Our results show that fully automated deep-learning models can identify patients at risk of
supratentorial ICH expansion based on admission non-contrast head CT, with high confidence, and more accurately than

benchmark visual markers.
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INTRODUCTION

Hematoma expansion (HE) affects 13-38% of patients with acute
intracerebral hemorrhage (ICH)'?, and is an independent
determinant of morbidity and mortality®. Every 1 mL increase
in hematoma volume is associated with a 5% higher risk of
death or long-term functional dependency®. As a modifiable
predictor of outcome, HE is a potential target for anti-expansion
interventions or hemostatic therapies®. Identification of patients
at risk of HE for targeted therapy, can increase the chances of
treatment benefit from anti-expansion interventions®. However,
there is yet no reliable tool available for prediction of HE in acute
ICH settings.

Non-contrast head Computed Tomography (CT)—as a fast and
widely available imaging modality—is the first line of diagnosis in
patients with suspected ICH. An actively hemorrhagic cerebral
hematoma—at risk of HE—tends to contain a mixture of
hyperdense acute and hypodense subacute clot materials, leading
to a heterogenous appearance on head CT’~'°, Many groups have
described different visual markers of ICH heterogeneity pattern
and irregular shape on admission non-contrast head CT, which are
associated with subsequent HE—including swirl, hypodensity,
black hole, blend, fluid level, island, and satellite signs”~'°. Such
visual markers are, however, subject to inter-reader variability and
overlapping definitions, indicating a need for reliable neuroima-
ging tools for prediction of HE.

Deep-learning algorithms, which are specialized in image
pattern recognition, can potentially address this unmet need by

identifying CT imaging patterns associated with a higher risk of
HE. Such automated image analysis tools can provide fast and
accurate HE-risk stratification in acute ICH settings, with
reproducible results across different centers'®. Many groups have
applied Convolutional Neural Networks (CNN) to detect ICH on
non-contrast head CT'7~"°. However, there are only a few reports
about HE prediction using CNN2°-22, We aimed to train, optimize,
and validate CNN-based models for end-to-end fully automated
prediction of HE from head CT images. In addition, we
implemented Monte Carlo dropout method to estimate predic-
tion uncertainty and achieve high-confidence prediction of
supratentorial ICH expansion?>. We compared final deep-
learning model performance with benchmark visual predictors
of HE, which were based on expert review of scans (Supplemen-
tary Table 1).

RESULTS

Patients’ demographics

A total of 793 patients (610 patients from Antihypertensive
Treatment of Acute Cerebral Hemorrhage (ATACH-2) trial and 183
patients from Yale) were included in our analysis, and split (4-to-1)
into 634 training/cross-validation and 159 test cohorts (Fig. 1).
Table 1 summarizes the demographic characteristics, treatments,
and baseline clinical information of the training/cross-validation
and independent test cohorts. The rates of HE.gm, and HE.3 m
were respectively 16%, and 25% in both training/cross-validation
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and test cohorts (Table 1). Supplementary Table 2 compares the
clinical and demographic characteristics of the ATACH-2 and Yale
datasets. Overall, the ATACH-2 dataset had higher rates of Asian

793 patients
(610 from ATACH-2 trial and 183 from Yale)

Train/Cross-validation (n=643) Test cohort (n=159)
Hematoma expansion >6mL in 104 (16.4%) Hematoma expansion >6mL in 26 (16.4%)
Hematoma expansion >3mL in 160 (25.2%) Hematoma expansion >3mL in 41 (25.8%)

Fig. 1 Patients’ flowchart. The dataset was split 4:1 into training/
cross-validation (5-fold) and test cohort, which was isolated from the
training process. ATACH Antihypertensive Treatment of Acute
Cerebral Hemorrhage Trial, HE Hematoma Expansion.

patients, but lower rate of White patients, and smaller hematoma
volumes compared to the Yale dataset.

Automated hematoma segmentation

We developed and tested automated hematoma segmentation
models using similar training/validation and test data splitting. In
the 5-fold cross-validation, the best segmentation algorithm
achieved an averaged Dice similarity coefficient (DSC) of
0.86 + 0.01, and volume similarity (VS) of 0.91 £0.01 in validation
folds. This model achieved a DSC of 0.87, and VS of 0.91 in the test
cohort. This segmentation model generated all automated
hematoma masks, which were then dilated to provide additional
inputs to axial head CT slices for the HE prediction model (Fig. 2).

Table 1. The demographic and clinical characteristics of patients in training/cross-validation versus test cohorts.
Cross-validation/training data (n = 634) Test data (n=159) P value

Hematoma expansion 26 mL—n (%) 104 (16.4%) 26 (16.4%) 0.987
Hematoma expansion 23 mL—n (%) 160 (25.2%) 41 (25.8%) 0.886
Sex [male]—n (%) 364 (57.4%) 96 (60.4%) 0.018
Age? [years]—mean + SD 63.4+31.6 63.7£34.3 0.780
Ethnic group—n (%)

Hispanic 62 (9.8%) 16 (10.0%) 0.818

Not Hispanic 572 (90.2%) 143 (90.0%)
Race—n (%)

White 316 (49.9%) 66 (41.5%) 0.259

Black 113 (17.8%) 28 (17.6%)

Asian 189 (29.8%) 56 (35.2%)

Other 16 (2.5%) 9 (5.6%)
Systolic blood pressure? [mmHg] mean + SD 171.4+£27.6 171.0£25.2 0.867
History of hypertension—n (%) 514 (81.1%) 124 (78.0%) 0.389
History of diabetes mellitus type I/Il—n (%) 148 (23.3%) 37 (23.2%) 1.000
History of hyperlipidemia—n (%) 235 (37.1%) 54 (34.0%) 0.359
History of atrial fibrillation—n (%) 62 (9.8%) 15 (9.5%) <0.001
Glasgow Coma Scale score at baseline—n (%)

3-11 105 (16.5%) 19 (11.9%) 0.010

12-14 164 (25.8%) 56 (35.2%)

15 356 (56.2%) 84 (52.9%)

unknown 1 (0.1%) 0
NIH Stroke Scale score at baseline—n (%)

0-4 146 (23.0%) 31 (19.5%) <0.001

5-9 139 (21.9%) 47 (29.5%)

10-14 149 (23.5%) 38 (23.9%)

15-19 104 (16.4%) 27 (17.0%)

20-25 71 (11.2%) 11 (6.9%)

>25 23 (3.6%) 5 (3.2%)

unknown 2 (0.4%) 0
Baseline hematoma volume? [mL]—mean = SD 15.56 + 16.88 14.41+13.76 0.673
Follow-up hematoma volume? [mL]—mean + SD 18.03+19.76 18.39+19.86 0.618
CcT

Slice thickness® [mm]—mean + SD 45+09 456 +0.91 0.673

In-plane pixel spacing® [nm]—mean + SD 0.458 £ 0.032 0.461 +0.031 0.726

Min axial image matrix [n x n] 418x 418 512x 512

Max axial matrix [n X n] 512x734 512 x 666

Number of slices—mean + SD 37.3+19.7 375165
2Using two-sample t tests; others using the chi-square test.
SD standard deviaton.
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Fig. 2 Fully automated pipeline for prediction of hematoma expansion. As detailed in the methods, we first applied voxel value constraint
and morphology-based skull stripping to remove the bony calvarium. Then, we applied a U-Net based convolutional neural network (CNN) to
segment hematoma lesions, followed by resampling to 1 mm isotropic space. Next, we cropped all brain scans to fixed-size boxes centered
around the hematoma lesion. The dual input for the optimal deep-learning model (Table 2) included both the cropped box of axial head CT
and the dilated mask of hematoma and surrounding tissue. The CNN model structure is provided in our GitHub and Supplementary Fig. 2.

Development and testing of deep-learning models for
prediction of HE

Table 2 summarizes the performance of HE prediction models
with different inputs in the testing cohorts using DenseNet1212*
as the backbone CNN. The best results were achieved with dual
inputs from head CT axial slices and dilated mask of automatically
segmented hematoma (Table 2 and Fig. 2).

For HE.¢ ., the average AUC, sensitivity, and specificity in five
validation folds of cross-validation were 0.73 +0.09, 0.65 + 0.08,
and 0.75+0.08 respectively: with the best-performing model
achieving an AUC = 0.82, sensitivity = 0.62, and specificity = 0.86
in the validation fold. In the independent test cohort, our model
achieved an AUC (95% Confidence Interval) of 0.80 (0.71-0.90),
sensitivity = 0.77, and specificity = 0.80. After excluding patients
with high uncertainty in model prediction (8 out of 159), the final
deep-learning model predicts HE.g ,,. with AUC = 0.81 (0.70-0.92),
sensitivity = 0.62, and specificity = 0.81.

For HE.3 ., the average AUC, sensitivity, and specificity across
five validation folds in were 0.73+0.05 0.62+0.15 and
0.78 + 0.05, respectively: with the best-performing model achiev-
ing an AUC = 0.81, sensitivity = 0.71, and specificity = 0.76 in the
validation fold. In the independent test cohort, our model
achieved an AUC = 0.75 (0.67-0.84), sensitivity = 0.56, and speci-
ficity = 0.82. After excluding patients with high uncertainty in
model prediction (16 out of 159), the final deep-learning model
predicts HE.5 ,,. with an AUC = 0.80 (0.71-0.88), sensitivity = 0.84,
and specificity = 0.61.

Supplementary Table 3 represents the confusion matrix for all
models; and supplementary Table 4 summarizes precision, accuracy,
and Matthew's correlation coefficients of the models. The heatmaps
confirmed that models’ decisions were predominantly based on

Published in partnership with Seoul National University Bundang Hospital

attention to ICH and surrounding parenchyma on head CTs, as high-
impact regions had an overlap with dilated ICH masks in all subjects
(Fig. 3)*. All the codes are publicly available on GitHub
(https://github.com/anhtrnyaleedu/HE).

Comparison of deep-learning model with visual markers of HE
Supplementary Table 5 summarizes the distribution of eight visual
predictors of HE between the train/cross-validation and indepen-
dent test cohorts. The inter-rater agreement ranged from 0.44 to
0.61 (similar to our previous reports)®S. After fitting logistic
regression models for prediction of HE in the training/cross-
validation cohort based on combination of the visual markers, we
compared the predictive performance of visual-marker models
with high-confidence predictions of deep-learning models in the
test cohort. The visual-marker model achieved an AUC = 0.69
(0.58-0.80), sensitivity = 0.50, and specificity = 0.80 for prediction
of HE.gmL, and an AUC = 0.68 (0.58-0.79), sensitivity = 0.63, and
specificity = 0.70 for prediction of HE.3 , . Deep-learning models
achieved higher AUCs compared to visual-marker models for
predicting HE. . (p =0.036) and HE.3 ., (p =0.043)—the ROC
curves are depicted in Fig. 4. Additional risk assessment plots
(Fig. 5) also demonstrate that deep-learning models increased
sensitivity and identified more at-risk patients for HE compared to
visual markers. Of note, the baseline hematoma volume alone
could predict HE.¢ . with an AUC = 0.59, sensitivity = 0.42, and
specificity = 0.81; and HE.3,, with AUC =0.62, sensitivity = 0.52,
and specificity = 0.67. The deep-learning models had higher AUC
compared to hematoma volume for prediction of either HE.g m.
(p =0.004) or HE.3 1, (p =0.004).
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Table 2. Predictive performance of deep-learning models with different inputs.
Metrics
AUC Sensitivity Specificity

Input
Prediction of 26 mL hematoma expansion

CT slices 0.72 0.42 0.93

CT slices + hematoma mask 0.76 0.65 0.75

CT slices + dilated hematoma mask 0.79 0.62 0.84
Monte Carlo Dropout excluding uncertain patients (input = CT slices + dilated hematoma mask) 0.81 0.62 0.81
Prediction of >3 mL hematoma expansion

CT slices 0.72 0.51 0.84

CT slices + hematoma mask 0.75 0.56 0.85

CT slices + dilated hematoma mask 0.75 0.56 0.82
Monte Carlo Dropout excluding uncertain patients (input = CT slices + dilated hematoma mask) 0.80 0.84 0.61
Summary of model prediction performance in the test cohort with different inputs. Our final model was based on DenseNet121 3D convolutional neural
network (CNN) with inputs from axial slices encompassing the hematoma in addition to dilated circular mask of automatically segmented hematoma lesions—
which included peri-hematomal parenchyma (Fig. 2).
AUC area under the curve (of receiver operating characteristics analysis).
The performance metrics of the final model are depicted in bold font.

Association of HE predictions with poor outcomes and death

Among patients with high-confidence prediction of HE.g ., the
odds ratios of poor outcome and death were 2.92 (p =0.017), and
6.47 (p<0.001), respectively. Among patients with high-
confidence prediction of HE.s ., the odds ratios of poor outcome
and death were 1.69 (p =0.18), and 5.70 (p = 0.001), respectively.
In the same cohorts, patients with (ground truth) HE had higher
odds of poor outcomes and death. For HE.¢ ., the odds ratios of
poor outcome and death were 248 (p=0.07), and 4.38
(p=10.006); and for HE.3 ., the odds ratios of poor outcome
and death, were 2.47 (p =0.02), and 2.42 (p = 0.13), respectively.

DISCUSSION

We developed, optimized, and validated fully automated
uncertainty-aware deep-learning models for high-confidence
prediction of supratentorial ICH expansion based on admission
non-contrast head CT scans. We found that a dual input for
DenseNet121 CNN with axial slices and dilated mask of
(automatically segmented) hematomas produce optimal predic-
tions. We used Monte Carlo dropout to generate estimates of the
deep-learning model prediction uncertainty for each patient and
used that to identify subset of patients with high-confidence
prediction?, Compared to multivariable models combining eight
benchmark visual predictors of HE, the deep-learning models had
higher accuracy and improved risk assessment. Nevertheless, an
automated model offers several advantages over visual assess-
ment of CT scans including timely prediction in acute ICH settings,
reduced dependence on local expertize for interpretation of head
CTs, and reproducible results across different centers. Such deep-
learning models can quickly and automatically identify those
patients who are most likely to benefit from anti-expansion
therapies, and potentially guide treatment decisions in acute ICH
settings.

Different cut-offs have been proposed for binary categorization
of HE?’-2°, Dowlatshahi et al.?’” reported that =26%, =33%, =3 mL,
26 mL, and =12.6 mL HE are associated with 2.59, 2.73, 2.99, 3.11,
and 3.98 odds ratio for poor outcome, respectively?”. Recently,
many groups have adopted an increase in hematoma size of
“>33% or =6 mL" as HE definition?°. However, we noted that 33%
increase in hematoma volume for HE prediction was prone to
inter-rater variability: for example, in a patient with a 1-mL ICH at
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admission, a 0.1 mL difference between hypothetical 1.3 versus
1.4 mL hematoma segmentation on follow-up scan would change
HE binary classification. Thus, we decided to develop and validate
models for HE.¢ . as well as HE.5 .. In our cohort, both HE.g m1
and HE.; . were associated with higher odds of poor outcomes
and death during 3-month follow-up. Notably, those identified at
risk of HE by the deep-learning model also had higher odds of
poor outcome and death, highlighting the clinical relevance of
models’ predictions.

Some of the prior studies applying deep-learning for prediction
of HE were limited by smaller sample sizes?®?'. In the largest
sample size thus far, Teng et al.?? utilized a dataset of 3016 ICH
patients (20% with HE) to train and validate a deep-learning
model for prediction of HE.¢ .. In an independent test set of
n =118 ICH patients (24% with HE), their model achieved 89.3%
sensitivity, 77.8% specificity, and a Yoden index of 0.671. They
compared the model with BAT score, which is based on blend
sing, hypodensity, and CT time gap from the onset.

Overall, our study has several advantages over prior reports:
utilization of a large multicentric multinational dataset, reporting
improved prediction accuracy by dual-input model design,
implementation of prediction uncertainty estimates to identify
patients with high-confidence prediction, direct comparison of
deep-learning model with benchmark visual predictors in an
independent test cohort, and evaluating the risk assessment
benefits of deep-learning model over benchmark visual predictors.

In recent years, there has been increasing recognition of the
need for quantifying confidence and uncertainty of predictions by
artificial intelligence applications in medical field***'. Since the
primary outputs of deep-learning classifiers are not necessarily
calibrated, they should not be assumed as empirical probabilities
without attention to prediction uncertainty32. Different methods
and metrics have been proposed to estimate uncertainty of a
deep-learning model prediction®3. In this study, we applied a
recently described method, which involves Monte Carlo dropout
to randomly drop a proportion of nodes within the model
architecture when generating predictions?3. Thus a single input
sample undergoes multiple forward passes through different
(suboptimal) variations of the final optimized network (with
dropped nodes) and generates a distribution of predictions during
the inference step®*. Then, we applied Shannon’s entropy, which
measures the randomness in the distribution of model prediction

Published in partnership with Seoul National University Bundang Hospital
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Fig. 3 Attention maps for visual validation and interpretation of deep-learning model performance. Examples of 3D attention maps
highlighting the brain regions with the highest impact on decisions of deep-learning models confirm that predictions of hematoma
expansion were based on imaging patterns of parenchymal hemorrhage and surrounding tissues®.

outputs®. The optimal entropy cutoff point was a tradeoff
between model prediction accuracy and percentage of patients
excluded due to uncertainty. Our model was able to predict both
>6mL and =3 mL supratentorial HE with high confidence and
accuracy (AUC > 0.8) in >90% of patients in the independent test
set. The deep-learning model predictions were more accurate
than benchmark visual predictors of HE and were associated with
higher likelihood of poor outcome and death.

The use of dual input for model design was supported by prior
studies, our multistep experiments, and pathophysiology of HE.
Prior radiomics studies have shown the relevance of hematoma
lesion texture features on head CT in prediction of HE?3538 Teng
et al. also combined CNN and radiomics features extracted from
ICH lesions to predict HE?2. From a technical standpoint, given the
small and imbalanced number of CT slices that contain hematoma
lesions, targeting the contiguous stack of slices containing ICH can
theoretically improve the CNN prediction by removing the noise
and inefficient features from large number of slices without any
hematoma. In addition, given the imperfection of automated
segmentation, a dilated mask can ensure inclusion of all slices and
brain regions with hemorrhage. The inclusion of parenchyma
around the ICH can also provide neurobiologically relevant
information from peri-hematomal edema, which contributes to
pathogenesis of HE*°, As summarized in Table 2, we found an
incremental improvement in prediction accuracy by addition of
dual input from hematoma lesion mask to axial head CT slices, and
then from dilated circular mask including hematoma and

Published in partnership with Seoul National University Bundang Hospital

surrounding tissues (Supplementary Fig. 3). Our final model,
combined broad features from consecutive axial slices of skull-
stripped head CT, centered around the ICH with focal features
from dilated masks containing ICH and surrounding parenchyma
for the prediction of HE (Fig. 2 and Supplementary Fig. 2).

While different visual markers of ICH on admission head CT are
reported in association with increased risk of HE’~'%, each marker
independently, and in combination with each other, have limited
predictive accuracy*®*'. Some authors reported 0.70 to 0.96 inter-rater
agreement in evaluation of these markers*'**2, which was higher than
ours?®, and reflects the inter-institutional variability in application of
these markers. Nevertheless, these visual markers currently serve as
benchmark tools available to predict HE based on admission non-
contrast head CT in patients with acute ICH'. In our series, deep-
learning models had higher accuracy and improved risk stratification
compared to combination of eight different visual markers for
predicting HE.¢ . and HE.3 .. Baseline hematoma volume is also a
main predictor of HE* however, we showed that deep-learning
models had higher AUC than hematoma volume in predicting HE.
Thus, the predictive performance of the model is not solely due to its
estimate of baseline ICH volume. Overall, our deep-learning model
could provide high-confidence and more accurate prediction of
supratentorial HE compared to visual predictors and baseline
hematoma volume.

In this study, we complemented AUC analysis with Net Reclassifica-
tion Improvement (NRI) and Integrated Discrimination Improvement
(IDI) indices, which provide additional insights to how new models
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Fig. 4 Comparison of predictive performance of deep-learning versus visual-marker models. The raw and smoothed (95% confidence
interval) area under the curve (AUC) of receiver operating characteristic for high-confidence prediction of =6 mL (left panel) and >3 mL (right
panel) hematoma expansion (HE) by the deep-learning model (red) versus visual-marker model (blue). The deep-learning model had higher
AUC than visual markers in prediction of HE»gm (p =0.036) and HEs3 . (p = 0.043).

may improve risk stratification compared to an existing one**. While
the AUC is a valuable metric, it alone may not offer a complete picture
for a comprehensive analysis of the impact of new biomarkers and
models. Overall, deep-learning models were more sensitive in the
identification of patients at risk of HE, with a net improvement in risk
assessment compared to visual markers (Fig. 5). However, NRI and IDI
metrics have been criticized for overfitting, and such results should be
interpreted with caution®>,

Although our results are promising, the current study has
several limitations. First, the study included only patients with
primary supratentorial ICHs that were smaller than 60 mL. Notably,
although for both ATACH-2 and Yale datasets, we applied similar
baseline hematoma volume cutoff (<60 mL), the ATACH-2 trial
patients had smaller ICH volumes (Supplementary Table 2). Given
the hematoma volume differences, we combined the two
datasets, since a model trained solely on ATACH-2 trial would
predominantly be exposed to smaller baseline ICH data. Moreover,
although ATACH-2 trial found no treatment benefit from intensive
blood pressure reduction, follow-up exploratory analysis in subset
of patients with basal ganglia ICH (444 of 1000)*’, those receiving
ultra-early treatment (within 2 h of onset, 354 patients)*é, or those
from Asia (n=537)*° reported lower rates of HE in intensive
treatment versus controls. In subgroup of 610 patients from
ATACH-2 trial, who were included in our study, we could not
replicate any of prior sub-cohort analysis showing treatment
benefit in preventing either HE.g . or HE.3 m. This can be in part
due to difference in the definitions of HE used in the trial (i.e.
>33% or =6mL)*° and/or hematoma volume measurements
between our manual segmentation versus those from the clinical
trial imaging core. Of note, there was no significant difference
between admission systolic blood pressure between ATACH-2
versus Yale cohorts (Supplementary Table 2). In addition, reliable
details of clinical course during the hospital stay were not
available in all subjects; datasets with such detailed information
can facilitate the development of clinically informed predictive
models for identification of patients at risk of HE and neurological
deterioration. Finally, while the datasets for our study were
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collected from multicenter hospitals and the model performance
is superior to benchmark visual predictors of HE, it still needs to be
externally validated in other institutes.

In summary, using a multicentric dataset of 793 patients with
acute supratentorial ICH, we trained, optimized, and tested
uncertainty-aware deep-learning models for high-confidence
prediction of HE based on admission non-contrast head CTs. In
independent test cohorts, the deep-learning models achieved
higher accuracy, and improved the risk assessment, compared to a
multivariable model combining eight benchmark visual predictors
of HE. The multicentric nature of our training and validation
datasets improves the stability and likely the generalizability of the
final model. Such automated models have the potential to guide
targeted treatment decisions in acute ICH settings.

METHODS
Study design and participants

The clinical and imaging data for this study are from the
Antihypertensive Treatment of Acute Cerebral Hemorrhage
(ATACH-2) trial®®, and the Yale Longitudinal Study of Acute Brain
Injury®'. ATACH-2 was a multicenter randomized trial enrolling
1000 patients who presented with a primary supratentorial ICH
smaller than 60 mL, within 4.5 h from symptom onset and had
systolic blood pressure above 180 mmHg, across 11 medical
centers in United States, Germany, China, Taiwan, Japan, and
South Korea (ClinicalTrials.gov ID NCT01176565)°°. However,
intensive blood pressure lowering had no treatment benefit in
ATACH-2 trial®®. We supplemented the ATACH-2 dataset with a
patient cohort from the Yale Longitudinal Study of Acute Brain
Injury, which has been prospectively collecting the longitudinal
imaging and clinical information of patients presenting with acute
brain injury (including spontaneous ICH) to the Yale health
system®'. From both datasets, we included adult patients
(>18 years old) with acute supratentorial ICH who had admission
non-contrast head CT and 24-hour follow-up scans, baseline
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Fig. 5 Comparison of HE-risk assessment plot between the deep-learning and visual-marker models. The risk assessment plots for
prediction of hematoma expansion (HE, in black) versus non-expansion (red) show that deep-learning (solid line) models were more sensitive
than visual-marker models (dashed lines) in identification of patients at risk of both HE.g v (left panel) and HEs . (right panel). The deep-
learning model improved HE.¢ . risk assessment (left panel) with an NRI (Net Reclassification Index) of 0.69 (0.28-1.10) (p <0.001), and an
Integrated Discrimination Improvement (IDI) of 0.1073 (0.024-0.190) (p < 0.001). In addition, the deep-learning model improved HE3 . risk
assessment with an NRI of 0.75 (0.39-1.09) (p <0.001) and an IDI of 0.2307 (0.12-0.48) (p < 0.001). Risk assessment plots demonstrate that
deep-learning models increased sensitivity and identified more at-risk patients for HE compared to visual markers.

hematoma volume <60 mL, and either high admission systolic
blood pressure (>180 mmHg) or history of hypertension. We
excluded patients who had head CT with axial slice thickness
>5.8mm, <28 slices, imaging artifacts affecting the hematoma
lesion, any interval craniectomy or drain placement affecting the
follow-up hematoma volume. This study received Institutional
Review Board approval from all corresponding centers. Informed
consent was waived given the retrospective nature of the study
and the use of de-identified data.

Ground truth segmentation and labeling of patients with and
without HE

Using 3D-Slicer software®?, trained research associates manually
segmented hematoma lesions on all axial head CT slices from
baseline and follow-up scans to calculate the ground truth hematoma
volumes. Segmentations only included the intraparenchymal hemor-
rhage and excluded the intraventricular or extra-axial components.
Then, all initial segmentations were further reviewed and edited by a
neuroradiologist with over 10 years of experience. We used the
manually segmented hematoma volumes on baseline and follow-up
scans to define HE. The landmark study by Dowlatshahi et al.?’
reported that HE of =3 mL and =6 mL have odds ratios of 2.99, and
3.11 in association with poor outcomes—defined by modified Rankin
Scale (mRS) score 4-627. Since the adoption of a percentage increase
in hematoma volume (e.g., 33%) for HE prediction was prone to inter-
rater variability—especially for smaller admission ICH volume, we
decided to adopt =3 mL and =6 mL absolute increase in hematoma
size for binary definitions of HE?.

Image preprocessing for deep-learning models

Adjusting  brain  window-level in non-contrast head CT
scan images. During visual inspection of medical imagery,
radiologists usually apply window width and level settings to
optimize the image contrast difference for evaluation of various
tissue components®>, In our study, we applied the brain window-
level (level =40, and width = 80) to optimize the image contrast
between brain parenchyma and hemorrhage.
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Skull stripping. To accentuate the model focus on brain parench-
yma, we applied Hounsfield units (HU) restrictions followed by
morphology-based methods to remove the skull from head CT
images. Based on osseous structure density on non-contrast CT
images, voxels with intensity <0 and >200 HU were removed to
facilitate skull stripping®**°. Then, we applied morphology-based
methods for skull stripping, including image dilation, erosion
operations (binary_erosion(), remove_small_objects(), binary_dila-
tion()), and removing boundary via the findContours() function.

Resampling of images.

Head CT scans tend to differ in terms of

voxel size and the number of slices across centers. Based on the
patients’ image summary, we resized, cropped, or padded all 3D
brain scans into a 512 x 512 x 48 matrix to achieve a consistent
data size for the segmentation step. To maintain consistency of
voxel spacing, we then resampled all images (and segmented
masks) to isotropic 1-mm voxels (214, 214, 98)°5>8,

Fixed-size cropped box containing axial slices centered around the

hematoma.

For more efficient computation, we generated fixed-

size cropped boxes centered around the automatically segmented
hematoma masks. After hematoma segmentation, the first slices
containing hematoma mask were detected by traversing each
scan from bottom to top, and the last slices containing hematoma
mask were detected by moving backward. Thus, we could
determine the contiguous slices that contained hematoma, and
center a fixed-size crop box encompassing all slices with
hematoma. Given the hematoma size and number of contiguous
slices containing hematoma lesions, we transformed and resized
the image to (192, 192, 96) and then further cropped the volume
to the image center and a fixed-size box (128, 128, 96).

Experiments design

Using a nested cross-validation scheme, we designed, trained, and
validated different HE prediction models. The data from Anti-
hypertensive Treatment of Acute Cerebral Hemorrhage (ATACH-2)
trial and Yale Longitudinal Study of Acute Brain Injury were used
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in this study. Patients were randomly divided into 20%
independent test data and 80% training data. Then, within the
training cohort, we employed a 5-fold cross-validation method for
both segmentation and classification tasks>®. Thus, the training/
cross-validation dataset was randomly divided into 5 parts, 4 of
which were used for training, and the rest were used for
validation, repeated x5 times. All data splitting (train/validation/
test) was performed using “Stratified K-Folds” splitting, preserving
the percentage of samples for each class. All experiments were
carried out by a computing device with AMD Ryzen 397SWX 32
Cores 2200H CPU (48 GB memory) and 4 GPUs (NVIDIA Quadro
RTX 6000) with 32 GB memory, using Ubuntu operating system,
Python 3.8, and the MONAI deep-learning framework®.

Evaluation of model performance

Segmentation. DSC®' measures the volumetric overlap between
segmentation results and ground truth. Dice is computed where A
is the set of foreground voxels in the ground truth and B is the
corresponding set of foreground voxels in the segmentation
result.

2(ANB)

Dice = ———=
|Al + |B]

M

Volume Similarity measures and compares the absolute volume
of the segmented result and ground truth, defined as

vl —v2|
vl 4v2

Vs=1 (2)

Classification. Binary classifiers performance in imbalance data
are routinely evaluated with Area Under the Curve (AUC) in
Receiver Operating Characteristics (ROC) plots, sensitivity, and
specificity®2. Recall, also called sensitivity, is the proportion of true
positives among all positives, and it varies between 0 and 1.

P

€)
TP+ FN

Sensitivity = Recall =

Specificity measures the proportion of true negatives that are
correctly identified by the model.

™
TN + FP
where TP =true positive, TN = true negative, FP = false positive,
and FN = false negative.

The F1 score represents the harmonic mean of precision and
recall, with its optimal value at 1 and its worst value at 0.

Specificity = (4)

2% (Recall * Precision)

5
(Recall + Precision) ©)

Matthews’s correlation coefficient (MCC) is a correlation
coefficient between the ground truth and predicted in binary
classifications with values between —1 and +1. A coefficient of +1
represents a perfect prediction, 0 no better than random
prediction and —1 indicates total disagreement.

(TP TN — FP x FN)

mee = /(TP + FP)(TP + FN)(TN + FP)(TN + FN) (6)

Training a CNN model for automated hematoma
segmentation

During our model development experiments, we evaluated head
CT slices, segmented hematoma, dilated masks of hematoma, and
their combinations as input for prediction model. We found that
models with dual inputs from head CT slices and dilated masks
encircling hematomas can achieve the best prediction
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performance. To devise a fully automated end-to-end predictive
model, we incorporated an ICH segmentation pipeline to provide
additional input for the prediction model. We trained and
validated a 3D CNN model for automated ICH segmentation
using SegResNet®3, which is a deep semantic segmentation
network based on the U-Net (details in the supplementary
material). The input for the network has a size of 512 x 512 x 48
and the segmentation output is the intracerebral hemorrhage
(ICH) region. During training, we randomly zeroed some of the
elements of the input tensor with probability dropout_prob = 0.2.
Manual segmentations of hematomas were used as gold standard
(Supplementary Fig. 1). We used the Diceloss as loss function,
Adam as the optimizer®®, CosineAnnealingLR as the learning rate
scheduler, the sliding window inference method, and applied
RandFlip for augmentation. We used both baseline and follow-up
scans for training/validation and independent test data. Using
stratified 4-to-1 splitting, we divided the dataset into training/
cross-validation versus test cohorts (Fig. 1). We trained and
optimized the model using a 5-fold cross-validation scheme in
training/cross-validation cohort. Then, we trained the final model
using hyperparameters from cross-validation on the whole
training/cross-validation cohort and evaluated segmentation
performance in the independent test cohort against manually
segmented ICH masks as the ground truth. To evaluate the
hematoma segmentation model performance, we used DSC and
VS metrics, as described above.

Training, validation, and testing of CNN models for
prediction of HE

For the HE prediction model, we implemented a 5-fold cross-
validation scheme with the same splits as the segmentation step
described above. Then, we trained the final model in training/
cross-validation data with hyperparameters from cross-validation
to predict HE in the test cohort. Briefly, we trained a fully
automated end-to-end model by combining hematoma segmen-
tation and HE classification CNNs. In our experiments, we found
that dual inputs from head CT slices and hematoma segmentation
masks result in more accurate predictions. The hematoma mask
from the automated segmentation step will serve as one of the
two inputs for HE prediction CNN (Supplementary Fig. 2). For HE
prediction, we implemented a 3D CNN with a binary classification
output layer using our proposed method based on typical
DenseNet121. Our optimal model had dual input from (1)
consecutive axial CT slices centered around the ICH and (2) a
dilated mask based on automated hematoma segmentation,
which included both ICH and surrounding brain parenchyma.
Applying binary_dilation() function, we dilated hematoma masks
(Supplementary Fig. 3). For data augmentation, we used RandFlip
(spatial_axis=0, 1, and 2), RandZoom(min_zoom = 0.8, max_-
zoom = 1.2), RandRotate(range_x = (0.2, 0.2), range_y = (0.2, 0.2),
range_z= (0.2, 0.2)), and RandAffine (shear_range=(0.2, 0.2)).
Examples of augmented scans are depicted in Supplementary Fig.
4. We used (static) augmentation, creating x4 times the number of
data and balancing the data, before training the model on all
training/cross-validation set together. Moreover, in each epoch,
we applied additional (dynamic) augmentation during training
process to make input slightly different in each epoch. To avoid
overfitting, we used Dropout = 0.2, weight decay = 1e-5, and early
stopping = 15 steps. Adam with learning rate = 0.001 was used as
an optimization algorithm. The BCEWithLogitLoss, a binary cross-
entropy loss that comes with a sigmoid function, was employed as
a loss function (Supplementary Fig. 5). We applied StepLR learning
scheduler to decrease learning rate until convergence with
step_size = 15. The number of epoch = 100. The output is HE or
not (1 or 0). The final prediction models had dual input from axial
CT slices centered around the ICH and dilated masks from
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automated hematoma segmentation (Fig. 2 and Supplementary
Fig. 2).

Uncertainty-aware deep-learning model for high-confidence
prediction®3

The primary output of deep-learning models does not directly
provide a measure of prediction confidence or (un)certainty. There
are several metrics to estimate uncertainty of a deep-learning
model prediction®>. In this study, we applied Monte Carlo dropout
and processes, which have recently been proposed for develop-
ment of uncertainty-informed deep-learning models for high-
confidence predictions in digital histopathology slides?3. Com-
monly, dropout is only applied during the training of deep-
learning models as a regularization method to avoid overfitting.
Dolezal et al. have proposed using Monte Carlo dropout to
generate a range of prediction probabilities and estimate deep-
learning model uncertainty for high-confidence classification of
lung adenocarcinoma versus squamous cell carcinoma on digital
histopathology slides?. In this study, we adopted similar strategy
to generate metrics of prediction uncertainty and achieve high-
confidence prediction. After developing the optimal model, we
deployed the Monte Carlo dropout (x100 times) when applying
the model on the test set, using the enable_dropout() function
with 0.2 dropout rate. In this method, the dropout generates (less
than perfect) variations of the model by dropping some of the
nodes of the trained model, and then applying them on the test
set resulting in distribution of prediction probability values for
each head CT in the test set. Then, we applied the Shannon
entropy, which can provide a measure of uncertainty from such
probability distribution3, with higher entropy representing higher
prediction uncertainty. In this scheme, although lower entropy
levels provide higher certainty, but they also exclude larger
number of patients. Thus, the optimal cutoff needs to strike the
proper balance between prediction accuracy/AUC, certainty/
confidence in prediction, the number of patients excluded due
to uncertainty, and the rate of HE in the remaining subjects. To
achieve such optimal entropy threshold, one by one, we excluded
the patient with the highest entropy (or the most uncertain
prediction), and recalculated the AUC, accuracy, and rate of HE in
remaining subjects. The process was stopped as soon as one of
the metrics decreased from the initial test levels.

Visual verification of deep-learning attention maps

To visually verify and confirm that the deep-learning model
decisions were indeed based on imaging features of hemorrhage,
we applied M3d-CAM?®> to generate 3D attention maps and
highlight brain regions with the highest impact on model
prediction decisions on the original head CT. From the 3D input,
we applied the Grad-Cam from M3d-CAM to extract the feature
map from the last layer of the model, with the attention map
resulting in 3D images. Then, we resized the attention map to scan
dimension (e.g., 128 x 128 X 64), and overlaid the resized map
onto the original scan.

Prediction of HE based on CT imaging patterns determined by
visual inspection

Applying the criteria by the international non-contrast CT ICH
study group'!, we determined eight visual predictors of HE on
admission head CTs—namely, the blend sign, hypodensity, swirl
sign, black hole sign, island sign, satellite sign, fluid level, and
irregular shape (defined in supplementary Table 1)%%3, Trained
research associates initially labeled admission head CTs, which
were then reviewed, confirmed or corrected by a board-certified
neuroradiologist (SP). Thus, each scan was reviewed by at least
two raters. We applied logistic regression models for prediction of
HE based on combining these visual markers in the training/cross-
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validation cohorts and then tested their prediction performance in
independent test cohort.

Comparing the CNN model with visual markers of HE—risk
assessment plot

To compare the performance of the CNN model with current
benchmark visual predictors of HE in the test cohort, we used the
DeLong test for two related ROC curves. To measure the ability of
the deep-learning model for risk assessment compared to a pre-
existing visual marker**, we evaluated two additional metrics to
determine whether deep-learning models could more accurately
assess an individual patient’s risk for HE compared to visual
markers. The Net Reclassification Improvement (NRI) estimates the
proportion of patients reclassified to a more appropriate risk
category and can be used in conjunction with the AUC*. The
NRleyent is the net proportion of patients with events reassigned to
a higher-risk category and the NRlyoneven: is the number of patients
without events reassigned to a lower-risk category.

NRleyen: = P(uplevent) — P(down|event) 7)
NRlnonevent = P(down|nonevent) — P(up|nonevent) (8)
NRI' = NRleyent + NRlnonevent 9)

The IDI is a measure of the change in the discrimination slopes
and shows the impact of new biomarkers on a binary predictive
model. The IDI is the sum of the integrated sensitivity (IS) and
integrated specificity (IP).

IDlevent = P(new|event) — P(reference|event) (10)
IDlnon—event = P(reference|nonevent) — P(new|nonevent) (11)
IDI = IDIevent + lDlnonfevent (12)

Risk Assessment Plots provide visual depiction of NRI and IDI
reclassification metrics (Fig. 5).

Association of HE with poor outcomes and death

To evaluate the clinical relevance of HE prediction, we tested the
association of model predictions with 3-month clinical outcome.
Similar to prior studies?’, we defined poor functional outcome by
mRS score 4-6 at 3-month follow-up. In the independent test
cohort, we separately determined the odds ratios of 3-month
follow-up poor outcomes as well as death during follow-up period
in patients who had HE (ground truth) as well as those predicted
to have HE by the deep-learning models.

DATA AVAILABILITY

The datasets generated and/or analyzed during the current study are available from
the corresponding authors (Kevin. N Sheth OR Seyedmehdi Payabvash) upon
reasonable request.

CODE AVAILABILITY

The source code is available at the following GitHub repository: https://github.com/
anhtrnyaleedu/HE.

Received: 21 June 2023; Accepted: 10 January 2024;
Published online: 06 February 2024

REFERENCES

1. Brott, T. et al. Early hemorrhage growth in patients with intracerebral hemor-
rhage. Stroke 28, 1-5 (1997).

npj Digital Medicine (2024) 26


https://github.com/anhtrnyaleedu/HE
https://github.com/anhtrnyaleedu/HE

npj

AT. Tran et al.

10

20.

21.

22.

23.

24,

25.

26.

27.

28.

29.

. Li, Z. et al. Hematoma expansion in intracerebral hemorrhage: an update on

prediction and treatment. Front. Neurol. 11, 702 (2020).

. Brouwers, H. B. et al. Predicting hematoma expansion after primary intracerebral

hemorrhage. JAMA Neurol. 71, 158-164 (2014).

. Delcourt, C. et al. Hematoma growth and outcomes in intracerebral hemorrhage:

the INTERACT1 study. Neurology 79, 314-319 (2012).

. Sheth, K. N. Spontaneous intracerebral hemorrhage. N. Engl. J. Med. 387,

1589-1596 (2022).

. Hemorrhagic Stroke Academia Industry Roundtable, P. & Second, H. R. P.

Recommendations for clinical trials in ICH: the second hemorrhagic stroke aca-
demia industry roundtable. Stroke 51, 1333-1338 (2020).

. Lei, C, Geng, J,, Chen, C. & Chang, X. Accuracy of the blend sign on computed

tomography as a predictor of hematoma growth after spontaneous intracerebral
hemorrhage: a systematic review. J. Stroke Cerebrovasc. Dis. 27, 1705-1710
(2018).

. Li, Q. et al. Blend sign on computed tomography: novel and reliable predictor for

early hematoma growth in patients with intracerebral hemorrhage. Stroke 46,
2119-2123 (2015).

. Xiong, X. et al. Comparison of Swirl sign and black hole sign in predicting early

hematoma growth in patients with spontaneous intracerebral hemorrhage. Med.
Sci. Monit. 24, 567-573 (2018).

. Zhang, D. et al. Heterogeneity signs on noncontrast computed tomography

predict hematoma expansion after intracerebral hemorrhage: a meta-analysis.
Biomed. Res. Int. 2018, 6038193 (2018).

. Morotti, A. et al. Standards for detecting, interpreting, and reporting noncontrast

computed tomographic markers of intracerebral hemorrhage expansion. Ann.
Neurol. 86, 480-492 (2019).

. Li, Q. et al. Island sign: an imaging predictor for early hematoma expansion and

poor outcome in patients with intracerebral hemorrhage. Stroke 48, 3019-3025
(2017).

. Blacquiere, D. et al. Intracerebral hematoma morphologic appearance on non-

contrast computed tomography predicts significant hematoma expansion. Stroke
46, 3111-3116 (2015).

. Yu, Z. et al. Significance of satellite sign and spot sign in predicting hematoma

expansion in spontaneous intracerebral hemorrhage. Clin. Neurol. Neurosurg. 162,
67-71 (2017).

. Yu, Z. et al. BAT score versus spot sign in predicting intracerebral hemorrhage

expansion. World Neurosurg. 126, €694-e698 (2019).

. Tanioka, S. et al. Machine learning prediction of hematoma expansion in acute

intracerebral hemorrhage. Sci. Rep. 12, 12452 (2022).

. Lee, H. et al. An explainable deep-learning algorithm for the detection of acute

intracranial haemorrhage from small datasets. Nat. Biomed. Eng. 3, 173-182
(2019).

. Ye, H. et al. Precise diagnosis of intracranial hemorrhage and subtypes using a

three-dimensional joint convolutional and recurrent neural network. Eur. Radio.
29, 6191-6201 (2019).

. Lee, J. Y, Kim, J. S, Kim, T. Y. & Kim, Y. S. Detection and classification of intra-

cranial haemorrhage on CT images using a novel deep-learning algorithm. Sci.
Rep. 10, 20546 (2020).

Ma, C. et al. Automatic and efficient prediction of hematoma expansion in
patients with hypertensive intracerebral hemorrhage using deep learning based
on CT images. J. Pers. Med. 12, 779 (2022).

Zhong, J. et al. Deep learning for automatically predicting early haematoma
expansion in Chinese patients. Stroke Vasc. Neurol. 6, 610-614 (2021).

Teng, L. et al. Artificial intelligence can effectively predict early hematoma
expansion of intracerebral hemorrhage analyzing noncontrast computed tomo-
graphy image. Front. Aging Neurosci. 13, 632138 (2021).

Dolezal, J. M. et al. Uncertainty-informed deep learning models enable high-
confidence predictions for digital histopathology. Nat. Commun. 13, 6572 (2022).
Huang, G. Van Der Maaten, Z. L. L. & Weinberger, K. Q. Densely connected
convolutional networks. [EEE Conf. Comput. Vis. Pattern Recognit. 2017,
2261-2269 (2017).

Gotkowski, K., Gonzalez, C,, Bucher, A. & Mukhopadhyay, A. M3d-CAM: a PyTorch
library to generate 3D data attention maps for medical deep learning. https://
arxiv.org/abs/2007.00453 (2020).

Haider, S. P. et al. Radiomic markers of intracerebral hemorrhage expansion on
non-contrast CT: independent validation and comparison with visual markers.
Front. Neurosci. 17, 1225342 (2023).

Dowlatshahi, D. et al. Defining hematoma expansion in intracerebral hemor-
rhage: relationship with patient outcomes. Neurology 76, 1238-1244 (2011).
Demchuk, A. M. et al. Prediction of haematoma growth and outcome in patients
with intracerebral haemorrhage using the CT-angiography spot sign (PREDICT): a
prospective observational study. Lancet Neurol. 11, 307-314 (2012).

Gladstone, D. J. et al. Effect of recombinant activated coagulation factor VIl on
hemorrhage expansion among patients with spot sign-positive acute

npj Digital Medicine (2024) 26

30.

31.

32.

33.

34.

35.

36.

37.

38.

39.

40.

41.

42.

43.

44,

45.

46.

47.

48.

49.

50.

51

52.

53.

54.

55.

56.

57.

58.

intracerebral hemorrhage: The SPOTLIGHT and STOP-IT randomized clinical trials.
JAMA Neurol. 76, 1493-1501 (2019).

Kompa, B., Snoek, J. & Beam, A. L. Second opinion needed: communicating
uncertainty in medical machine learning. NPJ Digit. Med. 4, 4 (2021).

Begoli, E., Bhattacharya, T. & Kusnezov, D. The need for uncertainty quantification
in machine-assisted medical decision making. Nat. Mach. Intell. 1, 20-23 (2019).
Guo, C, Pleiss, G, Sun, Y. & Weinberger, K. Q. On calibration of modern neural
networks. In: Proceedings of the 34th International Conference on Machine
Learning, PMLR 70, 1321-1330 (2017).

Abdar, M. et al. A review of uncertainty quantification in deep learning: techni-
ques, applications and challenges. arXiv https://arxiv.org/abs/2011.06225 (2020).
Yarin Gal, Z. G. Dropout as a bayesian approximation: representing model
uncertainty in deep learning. In: Proceedings of the 33rd international conference
on machine learning, PMLR 48, 1050-1059 (2016).

Shannon, C. E. A mathematical theory of communication. Bell Syst. Tech. J. 27,
379-423 (1948).

Haider, S. P. et al. Admission computed tomography radiomic signatures out-
perform hematoma volume in predicting baseline clinical severity and functional
outcome in the ATACH-2 trial intracerebral hemorrhage population. Eur. J. Neurol.
28, 2989-3000 (2021).

Chen, Q. et al. Clinical-radiomics nomogram for risk estimation of early hema-
toma expansion after acute intracerebral hemorrhage. Acad. Radio. 28, 307-317
(2021).

Ma, C. et al. Radiomics for predicting hematoma expansion in patients with
hypertensive intraparenchymal hematomas. Eur. J. Radio. 115, 10-15 (2019).
Ye, G. et al. Early predictors of the increase in perihematomal edema volume after
intracerebral hemorrhage: a retrospective analysis from the Risa-MIS-ICH study.
Front. Neurol. 12, 700166 (2021).

Yang, W. S. et al. Noncontrast computed tomography markers as predictors of
revised hematoma expansion in acute intracerebral hemorrhage. J. Am. Heart
Assoc. 10, e018248 (2021).

Almubarak, H. et al. Diagnostic accuracy and reliability of noncontrast computed
tomography markers for acute hematoma expansion among radiologists.
Tomography 8, 2893-2901 (2022).

Nawabi, J. et al. Inter- and intrarater agreement of spot sign and noncontrast CT
markers for early intracerebral hemorrhage expansion. J. Clin. Med. 9, 1020 (2020).
Bakar, B. et al. In spontaneous intracerebral hematoma patients, prediction of the
hematoma expansion risk and mortality risk using radiological and clinical
markers and a newly developed scale. Neurol. Res. 43, 482-495 (2021).
Pickering, J. W. & Endre, Z. H. New metrics for assessing diagnostic potential of
candidate biomarkers. Clin. J. Am. Soc. Nephrol. 7, 1355-1364 (2012).

Pepe, M. S, Fan, J,, Feng, Z,, Gerds, T. & Hilden, J. The net reclassification index
(NRI): a misleading measure of prediction improvement even with independent
test data sets. Stat. Biosci. 7, 282-295 (2015).

Kerr, K. F. et al. Net reclassification indices for evaluating risk prediction instru-
ments: a critical review. Epidemiology 25, 114-121 (2014).

Leasure, A. C. et al. Association of intensive blood pressure reduction with risk of
hematoma expansion in patients with deep intracerebral hemorrhage. JAMA
Neurol. 76, 949-955 (2019).

Li, Q. et al. Ultra-early blood pressure reduction attenuates hematoma growth
and improves outcome in intracerebral hemorrhage. Ann. Neurol. 88, 388-395
(2020).

Toyoda, K. et al. Regional differences in the response to acute blood pressure
lowering after cerebral hemorrhage. Neurology 96, e740-e751 (2021).

Qureshi, A. I. et al. Intensive blood-pressure lowering in patients with acute
cerebral hemorrhage. N. Engl. J. Med. 375, 1033-1043 (2016).

. Torres-Lopez, V. M. et al. Development and validation of a model to identify

critical brain injuries using natural language processing of text computed
tomography reports. JAMA Netw. Open 5, 2227109 (2022).

Kikinis, R., Pieper, S. D. & Vosburgh, K. G. 3D slicer: a platform for subject-specific
image analysis, visualization, and clinical support. In: Jolesz, F. (eds). Intraopera-
tive Imaging and Image-Guided Therapy, Springer, NY (2014).

Kamalian, S. L., Michael, H. & Gupta, R. Computed tomography imaging and
angiography - principles. Handb. Clin. Neurol. 135, 3-20 (2016).

Smith, S. M. Fast robust automated brain extraction. Hum. Brain Mapp. 17,
143-155 (2002).

Pei, L. et al. A general skull stripping of multiparametric brain MRIs using 3D
convolutional neural network. Sci. Rep. 12, 10826 (2022).

Moummad, I. et al. The impact of resampling and denoising deep learning
algorithms on radiomics in brain metastases MRI. Cancers 14, 36 (2021).
Mottola, M. et al. Reproducibility of CT-based radiomic features against image
resampling and perturbations for tumour and healthy kidney in renal cancer
patients. Sci. Rep. 11, 11542 (2021).

Shafig-ul-Hassan, M. et al. Voxel size and gray level normalization of CT radiomic
features in lung cancer. Sci. Rep. 8, 10545 (2018).

Published in partnership with Seoul National University Bundang Hospital


https://arxiv.org/abs/2007.00453
https://arxiv.org/abs/2007.00453
https://arxiv.org/abs/2011.06225

59. Ojala, M. & Garriga, G. C. Permutation Tests for Studying Classifier Performance.
Ninth IEEE International Conference on Data Mining, 908-913 (2009).

60. Cardoso, M. J. et al. MONAI: An open-source framework for deep learning in
healthcare. arXiv:2211.02701 (2022).

61. Dice, L. R. Measures of the amount of ecologic association between species.
Ecology 26, 297-302 (1945).

62. Fawcett, T. An introduction to ROC analysis. Pattern Recognit. Lett. 27, 861-874
(2006).

63. Myronenko, A. In: Brainlesion: glioma, multiple sclerosis, stroke and traumatic
brain injuries. BrainLes 2018. Lecture Notes in Computer Science 11384 (ed. A.
Crimi, Bakas, S., Kuijf, H., Keyvan, F., Reyes, M., van Walsum, T.) (Springer, Cham,
2019).

64. Diederik, P. & Kingma, J. B. In: Proceedings of the 3rd International Conference on
Learning Representations (ICLR, 2015).

ACKNOWLEDGEMENTS

Dr. Guido Falcone is supported by the National Institutes of Health (K76AG059992,
RO3NS112859, and  P30AG021342), the American Heart  Association
(18IDDG34280056), the Yale Pepper Scholar Award, and the Neurocritical Care
Society Research Fellowship. Dr. Sheth is supported by the National Institutes of
Health (U24NS107136, U24NS107215, ROTNR0O18335, and UOTNS106513) and the
American Heart Association (18TPA34170180 and 17CSA33550004) and a Hyperfine
Research Inc research grant. Dr. Seyedmehdi Payabvash received grant support from
the Doris Duke Charitable Foundation (2020097) and the National Institutes of Health
(K23NS118056).

AUTHOR CONTRIBUTIONS

Conceptualization and Study Design: ATT, KNS, SP. Data collection/curation: GAA,
ERB, HT, HRK, AIQ. Investigation: ATT, AIQ, PCS, DJW, AM, NHP, ADH, GJF, KNS, SP.
Methodology, Formal Analysis, Visualizations (Figures): ATT, TZ, SPH. Data
Interpretation: ATT, TZ, SP. Manuscript Writing—original draft: ATT, TZ, PS,
Manuscript Writing—review and editing: ATT, TZ, SPH, GAA, ERB, HT, AlQ, PCS,
DJW, AM, NHP, ADH, GJF, KNS, SP. Project administration: ATT, KNS, SP. Resources:
KNS, SP. Supervision: KNS, SP. ATT and SP have directly accessed and verified the

Published in partnership with Seoul National University Bundang Hospital

AT. Tran et al.

npj

underlying data reported in the manuscript. Drs. Sheth and Payabvash contributed
equally to this work.

COMPETING INTERESTS

The authors declare no competing interests.

ADDITIONAL INFORMATION

Supplementary information The online version contains supplementary material
available at https://doi.org/10.1038/541746-024-01007-w.

Correspondence and requests for materials should be addressed to Kevin N. Sheth
or Seyedmehdi Payabvash.

Reprints and permission information is available at http://www.nature.com/
reprints

Publisher’s note Springer Nature remains neutral with regard to jurisdictional claims
in published maps and institutional affiliations.

Open Access This article is licensed under a Creative Commons

(2 Attribution 4.0 International License, which permits use, sharing,
adaptation, distribution and reproduction in any medium or format, as long as you give
appropriate credit to the original author(s) and the source, provide a link to the Creative
Commons license, and indicate if changes were made. The images or other third party
material in this article are included in the article’s Creative Commons license, unless
indicated otherwise in a credit line to the material. If material is not included in the
article’s Creative Commons license and your intended use is not permitted by statutory
regulation or exceeds the permitted use, you will need to obtain permission directly
from the copyright holder. To view a copy of this license, visit http://
creativecommons.org/licenses/by/4.0/.

© The Author(s) 2024

npj Digital Medicine (2024) 26


https://doi.org/10.1038/s41746-024-01007-w
http://www.nature.com/reprints
http://www.nature.com/reprints
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/

	Uncertainty-aware deep-learning model for prediction of supratentorial hematoma expansion from admission non-contrast head computed tomography�scan
	Introduction
	Results
	Patients&#x02019; demographics
	Automated hematoma segmentation
	Development and testing of deep-learning models for prediction�of HE
	Comparison of deep-learning model with visual markers�of HE
	Association of HE predictions with poor outcomes and�death

	Discussion
	Methods
	Study design and participants
	Ground truth segmentation and labeling of patients with and without�HE
	Image preprocessing for deep-learning�models
	Adjusting brain window-level in non-contrast head CT scan�images
	Skull stripping
	Resampling of�images
	Fixed-size cropped box containing axial slices centered around the hematoma

	Experiments�design
	Evaluation of model performance
	Segmentation
	Classification

	Training a CNN model for automated hematoma segmentation
	Training, validation, and testing of CNN models for prediction�of HE
	Uncertainty-aware deep-learning model for high-confidence prediction23
	Visual verification of deep-learning attention�maps
	Prediction of HE based on CT imaging patterns determined by visual inspection
	Comparing the CNN model with visual markers of HE—risk assessment�plot
	Association of HE with poor outcomes and�death

	DATA AVAILABILITY
	References
	Acknowledgements
	Author contributions
	Competing interests
	ADDITIONAL INFORMATION




