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Machine learning (ML)-based risk prediction models hold the potential to support the health-care setting in several ways; however, use of such models is scarce. We aimed to review health-care professional (HCP) and patient perceptions of ML risk prediction models in published literature, to inform future risk prediction model development. Following database and citation searches, we identified 41 articles suitable for inclusion. Article quality varied with qualitative studies performing strongest. Overall, perceptions of ML risk prediction models were positive. HCPs and patients considered that models have the potential to add benefit in the health-care setting. However, reservations remain; for example, concerns regarding data quality for model development and fears of unintended consequences following ML model use. We identified that public views regarding these models might be more negative than HCPs and that concerns (eg, extra demands on workload) were not always borne out in practice. Conclusions are tempered by the low number of patient and public studies, the absence of participant ethnic diversity, and variation in article quality. We identified gaps in knowledge (particularly views from under-represented groups) and optimum methods for model explanation and alerts, which require future research.

Introduction

Machine learning (ML)-based risk prediction models are increasingly being developed across all areas of medical care. Such models can support the health-care setting in several ways, including pattern recognition in digital imaging and aiding decision making for patients and clinicians. Given the current emphasis on personalised medicine, there is a growing need for increasingly complex risk prediction tools, illustrated by ongoing research developing polygenic risk scores via ML methods. Despite their potential however, use of such ML models is restricted within health-care settings.

ML has the potential to enhance the performance of risk prediction models; however, there are challenges associated with it. For instance, one article found a high risk of bias in oncology-related ML-based risk models, contraindicating use in clinical practice, and highlighted the necessity for sufficient data in model development. Another challenge is that many types of ML models are not readily interpretable, which might lead clinicians to use less accurate standard models rather than more accurate ML models that they do not trust.

Given the current concerns, it is important to understand perceptions of ML-based risk prediction models, how they are perceived, and how they might impact patients and clinicians. Given the current emphasis on personalised medicine, there is a growing need for increasingly complex risk prediction tools, illustrated by ongoing research developing polygenic risk scores via ML methods.

ML has the potential to enhance the performance of risk prediction models; however, there are challenges associated with it. For instance, one article found a high risk of bias in oncology-related ML-based risk models, contraindicating use in clinical practice, and highlighted the necessity for sufficient data in model development.

Another challenge is that many types of ML models are not readily interpretable, which might lead clinicians to use less accurate standard models rather than more accurate ML models that they do not trust.

Given the current concerns, it is important to understand perceptions of ML-based risk prediction models, how they are perceived, and how they might impact patients and clinicians. Given the current emphasis on personalised medicine, there is a growing need for increasingly complex risk prediction tools, illustrated by ongoing research developing polygenic risk scores via ML methods.

Methods

This Review of published literature was registered with PROSPERO (CRD42022330042) and adhered to PRISMA systematic review guidance.

Search strategy and selection criteria

We aimed to identify articles assessing perceptions of ML risk prediction models in the health-care setting. Inclusion and exclusion criteria were documented with the PICO framework (panel). We searched MEDLINE, Embase, Web of Science, and Scopus on June 13, 2022, with search terms developed by considering previous reviews and permutations of the following: “machine learning”, “prediction”, and “user perception” (appendix pp 2–8). Following duplicate removal, RG performed article screening against inclusion and exclusion criteria (panel) by sequentially assessing the title, abstract, and full text. To supplement the database searches, for included articles forward and backward citation searches (forward citation search screens all articles that cite the included article, and backward search screens articles referenced in the included article itself) were performed, along with screening similar articles (using word-weighted algorithms) identified by PubMed or Web of Science. We repeated the database search on July 21, 2023 to update publications.

Data analysis

Data were extracted by RG—from main text and supplementary material—on study design, study population, and model details (appendix pp 9–10). Due to
**Panel: PICO framework inclusion and exclusion criteria**

**Population**
- Inclusion criteria: staff working in a health-care setting, patients, members of the public, and parents and relatives
- Exclusion criteria: not meeting inclusion criteria

**Intervention**
- Inclusion criteria: machine learning (ML) risk prediction models assessing risk per individual of disease or health condition; we considered any modelling approach except standard linear models (eg, linear, logistic, and Cox’s proportional hazards regression) as ML; models must include clinicodemographic data as input variables; and studies must consider either developed ML models, hypothetical ML models (ie, providing model screenshots, stills, or exerts without access to an underlying model), clinical decision support systems based on eligible risk prediction models, or articles garnering input before and following ML risk prediction model development
- Exclusion criteria: we excluded models diagnosing a disease or condition rather than predicting risk due to focus on risk predictions, models aiding administrators in health-care resource and staff allocations, models predicting epidemiological outcomes, and cost-based models identifying high-cost patients

**Comparison**
- Inclusion criteria: not applicable
- Exclusion criteria: not applicable

**Outcome**
- Inclusion criteria: user perceptions of models
- Exclusion criteria: evaluation of the prognostic or predictive value of different factors; determining intervention effectiveness, optimal treatment dosages, in vitro outcomes, or cost-effectiveness; and model development

**Date**
- Inclusion criteria: published in the past 10 years
- Exclusion criteria: not applicable

**Location**
- Inclusion criteria: no restrictions
- Exclusion criteria: no restrictions

**Language**
- Inclusion criteria: English
- Exclusion criteria: none

**Study type**
- Inclusion criteria: mixed methods, qualitative, and quantitative studies
- Exclusion criteria: not applicable

The diversity of study design and outcomes, a narrative synthesis was undertaken. Following author familiarisation with published literature,1,2,19 we took a deductive approach and identified a priori themes and applied as predetermined codes, with codes further refined during analysis. During coding, RG assessed whether an article presented, per theme, predominantly positive, negative, or mixed views as expressed by respondents (or alternatively general thoughts).

In instances where additional technologies were assessed in a study, article results were considered unless clearly irrelevant to ML risk prediction models. Due to study variation in providing respondents with tool access and differing ML experience levels of the responders, article findings varied between the responders’ general perceptions and thoughts versus details from lived experiences. Unless relevant, no distinction was made between these viewpoints during coding.

We adapted two widely used quality assessment tools to form an appraisal tool for included studies: the mixed methods appraisal tool (MMAT)22 and Critical Appraisal Skill Program (CASP).23 MMAT was appropriate given its relevance to mixed method articles; however, the criteria poorly differentiated the included qualitative studies, and some questions were deemed unsuitable by the first author RG (eg, assessing patient intervention adherence). Integration with relevant CASP criteria was therefore performed, with efforts to facilitate consistency across study types, resulting in five criteria per study type and five additional questions for mixed methods studies maintained as per MMAT (appendix pp 11–20).

Quality appraisal was undertaken concurrently by two reviewers (RG and AJ) following an initial screening of three articles and discussion of the ratings for calibration. Following assessment against recommended indicators, studies were assigned a high, medium, or low rating for each criterion by each reviewer. Inter-rater reliability was assessed with Cohen’s Kappa. Disagreements in ratings were discussed by the two reviewers until a consensus was agreed.

**Results**

After removing duplicates, 3515 articles were identified from database searches performed on June 13, 2022, and screened. Articles that were excluded following title review (n=2001) and abstract review (n=941) generally only identified prognostic or predictive factors or did not consider a risk prediction model. Of the remaining 562 articles, nine met inclusion criteria and the main reason for exclusion was because of not meeting outcome inclusion criteria (see appendix pp 21–109 for table of exclusion reasons for full texts). Forward and backward citation search, along with reviewing similar articles identified another 28 articles for inclusion, while additional database searches performed on July 21, 2023 identified an additional four articles for inclusion (figure 1).22

Most included articles had a quantitative survey (26 of 41 [63%]) or an interview of participants (19 [46%] of 41; table 1; appendix pp 109–36). The most frequently considered specialty or settings were emergency departments (nine [22%] of 41).22,24,28,29,36,37,42,49,56 Health conditions commonly considered were sepsis6,10,18,26 (four [10%] of 41), pneumonia5,8,16,21 (four, 10%), and suicide26,34,47 (four, 10%). Most articles analysed ML risk prediction models alone (23 [56%] of 41); five (12%) analysed risk prediction models in general22,29,33,43,48 (ML and non-ML models); and five (12%)10,28,36,42,57,79 analysed AI in general (risk prediction
alongside other AI models). Eight (20%) of 41 articles analysed tools with multiple elements used in addition to ML risk-prediction.28,32–34,46,47,52,61

Study participant numbers ranged from four33 to 1357 individuals, 65 with convenience sampling (where individuals are chosen on the basis of being readily available) commonly used. Most studies recruited individuals from the USA (22 [54%] of 41 articles) or Canada28,39,52,61 (four, 10%), with response rates ranging from 4·5%65 (23 of 510 participants) to 80%47 (72 of 90). Where recorded, approximately half of studies recruited predominantly female participants (11 [48%] of 23 studies), three-quarters were majority White ethnicity (nine [75%] of 12), with an average age between 30 and 40 years (seven [47%] of 15). The majority (25 [61%] of 41 articles) recruited health-care professionals (HCPs) only; six (15%) members of the public (four articles with patients,46,54,64,65 one with parents,59 and one with members from patient and public involvement groups);28,44,52 one (2%) hospital executive only;48 the remaining eight articles recruited physicians, the public and patients,28,44,52 domain experts,66 IT and ML experts,26,44,49 and social workers.30,55

Study participants generally interacted with a risk prediction model in a test environment or clinical practice (24 [59%] of 41); of those articles where
<table>
<thead>
<tr>
<th>Study design</th>
<th>Setting</th>
<th>Clinical specialty</th>
<th>Number of participants</th>
<th>Number invited to participate</th>
<th>Participant role</th>
<th>Nature of the model</th>
<th>ML technique</th>
<th>Duplicate model</th>
</tr>
</thead>
<tbody>
<tr>
<td>Alabi et al (2022)&lt;sup&gt;a&lt;/sup&gt;</td>
<td>Quantitative descriptive</td>
<td>Oncology</td>
<td>11</td>
<td>16</td>
<td>Physicians and experts in IT or ML</td>
<td>Prognostic</td>
<td>Deep learning neural network</td>
<td>No</td>
</tr>
<tr>
<td>Ballard et al (2013)&lt;sup&gt;b&lt;/sup&gt;</td>
<td>Quantitative descriptive</td>
<td>USA Emergency departments</td>
<td>339</td>
<td>499</td>
<td>Physicians</td>
<td>Prognostic</td>
<td>Binary recursive partitioning</td>
<td>PECARN prediction rules</td>
</tr>
<tr>
<td>Barda et al (2020)&lt;sup&gt;c&lt;/sup&gt;</td>
<td>Mixed methods</td>
<td>USA Paediatrics</td>
<td>21</td>
<td>–</td>
<td>Physicians</td>
<td>Prognostic</td>
<td>Random forest model</td>
<td>No</td>
</tr>
<tr>
<td>Bennimoh et al (2021)&lt;sup&gt;d&lt;/sup&gt;</td>
<td>Mixed methods</td>
<td>Canada Psychiatry</td>
<td>20</td>
<td>–</td>
<td>Physicians and public or patients</td>
<td>Prognostic</td>
<td>Deep learning neural network</td>
<td>No</td>
</tr>
<tr>
<td>Bentley et al (2022)&lt;sup&gt;e&lt;/sup&gt;</td>
<td>Qualitative</td>
<td>USA Urban hospitals</td>
<td>40</td>
<td>60</td>
<td>Physicians</td>
<td>Prognostic</td>
<td>Naive Bayesian classifiers</td>
<td>No</td>
</tr>
<tr>
<td>Brown et al (2020)&lt;sup&gt;f&lt;/sup&gt;</td>
<td>Quantitative descriptive</td>
<td>Psychiatry</td>
<td>139 (68 with complete data)</td>
<td>139</td>
<td>Physicians and social workers</td>
<td>Prognostic</td>
<td>Not specifically testing one model</td>
<td>No</td>
</tr>
<tr>
<td>Buck et al (2022)&lt;sup&gt;g&lt;/sup&gt;</td>
<td>Qualitative</td>
<td>Primary care</td>
<td>18</td>
<td>–</td>
<td>Physicians</td>
<td>–</td>
<td>Not specifically testing one model</td>
<td>No</td>
</tr>
<tr>
<td>Carr et al (2022)&lt;sup&gt;h&lt;/sup&gt;</td>
<td>Mixed methods</td>
<td>USA Resource-limited settings</td>
<td>31</td>
<td>62</td>
<td>Physicians</td>
<td>Diagnostic</td>
<td>Probabilistic Bayesian network</td>
<td>ePNa detection system</td>
</tr>
<tr>
<td>Chari et al (2023)&lt;sup&gt;i&lt;/sup&gt;</td>
<td>Qualitative</td>
<td>Renal medicine</td>
<td>4</td>
<td>–</td>
<td>Physicians</td>
<td>Prognostic</td>
<td>Suite of machine learning models</td>
<td>No</td>
</tr>
<tr>
<td>Dean et al (2019)&lt;sup&gt;j&lt;/sup&gt;</td>
<td>Quantitative descriptive</td>
<td>USA Emergency departments</td>
<td>90</td>
<td>169</td>
<td>Physicians</td>
<td>Diagnostic</td>
<td>Probabilistic Bayesian network</td>
<td>ePNa detection system</td>
</tr>
<tr>
<td>Diprose et al (2020)&lt;sup&gt;k&lt;/sup&gt;</td>
<td>Quantitative descriptive</td>
<td>New Zealand</td>
<td>170</td>
<td>1315</td>
<td>Physicians</td>
<td>Diagnostic</td>
<td>Hypothetical</td>
<td>No</td>
</tr>
<tr>
<td>Elahi et al (2020)&lt;sup&lt;l&lt;/sup&gt;</td>
<td>Mixed methods</td>
<td>Uganda Hospitals in low-income and middle-income settings</td>
<td>25 (use-cases survey), 11 (interview), and 9 (attitude survey)</td>
<td>–</td>
<td>Physicians</td>
<td>Prognostic</td>
<td>Bayesian generalised linear model</td>
<td>No</td>
</tr>
<tr>
<td>Fujimori et al (2022)&lt;sup&gt;m&lt;/sup&gt;</td>
<td>Mixed methods</td>
<td>Japan Emergency departments</td>
<td>14</td>
<td>–</td>
<td>Physicians</td>
<td>Diagnostic</td>
<td>XGBoost</td>
<td>No</td>
</tr>
<tr>
<td>Ghanzouri et al (2022)&lt;sup&gt;n&lt;/sup&gt;</td>
<td>Qualitative</td>
<td>Cardiology, vascular medicine, and primary care</td>
<td>12</td>
<td>–</td>
<td>Physicians</td>
<td>Diagnostic</td>
<td>Deep learning neural network</td>
<td>No</td>
</tr>
<tr>
<td>Gilbank et al (2020)&lt;sup&gt;o&lt;/sup&gt;</td>
<td>Qualitative</td>
<td>Canada Oncology</td>
<td>10</td>
<td>–</td>
<td>Physicians</td>
<td>Prognostic</td>
<td>Model in development</td>
<td>No</td>
</tr>
<tr>
<td>Ginesta et al (2019)&lt;sup&gt;p&lt;/sup&gt;</td>
<td>Quantitative non-randomised</td>
<td>USA Non-intensive care unit admissions</td>
<td>180 (first survey of nurses), 43 (second survey of nurses), 107 (first survey of providers), and 44 (second survey of providers)</td>
<td>–</td>
<td>Physicians</td>
<td>Prognostic</td>
<td>Random forest model</td>
<td>No</td>
</tr>
<tr>
<td>Gu et al (2020)&lt;sup&gt;q&lt;/sup&gt;</td>
<td>Mixed methods</td>
<td>USA Paediatrics</td>
<td>20</td>
<td>–</td>
<td>Physicians</td>
<td>Prognostic</td>
<td>Binary recursive partitioning</td>
<td>No</td>
</tr>
<tr>
<td>Henry et al (2021)&lt;sup&gt;r&lt;/sup&gt;</td>
<td>Quantitative descriptive</td>
<td>China Oncology</td>
<td>32</td>
<td>–</td>
<td>Physicians</td>
<td>Prognostic</td>
<td>XGBoost</td>
<td>No</td>
</tr>
<tr>
<td>Jacobsohn et al (2022)&lt;sup&gt;s&lt;/sup&gt;</td>
<td>Mixed methods</td>
<td>USA Emergency departments</td>
<td>25 (patients from online survey) and 32 (emergency department clinicians from online survey), usability testing unknown</td>
<td>65 (online survey)</td>
<td>Physicians and patients in IT or ML</td>
<td>Prognostic</td>
<td>Unclear ML models</td>
<td>No</td>
</tr>
<tr>
<td>Jauk et al (2021)&lt;sup&gt;t&lt;/sup&gt;</td>
<td>Mixed methods</td>
<td>Austria Inpatients</td>
<td>47 (survey) and 15 (group sessions)</td>
<td>21 (survey of physicians) and 67 (survey of nurses)</td>
<td>Physicians and domain experts</td>
<td>Prognostic</td>
<td>Random forest model</td>
<td>No</td>
</tr>
<tr>
<td>Jayakumar et al (2021)&lt;sup&gt;u&lt;/sup&gt;</td>
<td>Randomised control trial</td>
<td>USA Orthopaedics</td>
<td>129</td>
<td>162</td>
<td>Patients</td>
<td>Prognostic</td>
<td>Unclear ML models</td>
<td>No</td>
</tr>
</tbody>
</table>

*Note: Table 1 continues on next page.*
<table>
<thead>
<tr>
<th>Study design</th>
<th>Setting</th>
<th>Clinical specialty</th>
<th>Number of participants</th>
<th>Number invited to participate</th>
<th>Participant role</th>
<th>Nature of the model</th>
<th>ML technique</th>
<th>Duplicate model</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Continued from previous page)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Jones et al (2019)47</td>
<td>Quantitative descriptive</td>
<td>USA</td>
<td>Emergency departments</td>
<td>72</td>
<td>90</td>
<td>Physicians</td>
<td>Diagnostic</td>
<td>Probabilistic Bayesian network</td>
</tr>
<tr>
<td>Joshi et al (2022)48</td>
<td>Qualitative</td>
<td>USA</td>
<td>Hospitals</td>
<td>21</td>
<td>18 (hospital sites)</td>
<td>Clinical leaders and executives</td>
<td>Prognostic</td>
<td>Not specifically testing one model</td>
</tr>
<tr>
<td>Masterson et al (2018)49</td>
<td>Qualitative</td>
<td>USA</td>
<td>Emergency departments</td>
<td>38</td>
<td>--</td>
<td>Physicians and experts in IT or ML</td>
<td>Prognostic</td>
<td>Binary recursive partitioning</td>
</tr>
<tr>
<td>Mudahi et al (2021)50</td>
<td>Mixed methods</td>
<td>UK</td>
<td>--</td>
<td>28</td>
<td>--</td>
<td>Public</td>
<td>Diagnostic</td>
<td>XGBoost</td>
</tr>
<tr>
<td>Parikh et al (2022)51</td>
<td>Qualitative</td>
<td>USA</td>
<td>Oncology</td>
<td>29</td>
<td>72</td>
<td>Physicians</td>
<td>Prognostic</td>
<td>Not specifically testing one model</td>
</tr>
<tr>
<td>Popescu et al (2021)52</td>
<td>Mixed methods</td>
<td>Canada</td>
<td>Psychiatry</td>
<td>7 (staff) and 14 (patients)</td>
<td>20</td>
<td>Physicians and public or patients</td>
<td>Prognostic</td>
<td>Deep learning neural network</td>
</tr>
<tr>
<td>Rhee et al (2022)53</td>
<td>Quantitative descriptive</td>
<td>Korea</td>
<td>Oncology</td>
<td>86</td>
<td>1100</td>
<td>Physicians</td>
<td>Prognostic</td>
<td>Random forest model and k-nearest neighbours</td>
</tr>
<tr>
<td>Richardson et al (2021)54</td>
<td>Qualitative</td>
<td>USA</td>
<td>--</td>
<td>87</td>
<td>946</td>
<td>Patients</td>
<td>Prognostic</td>
<td>Not specifically testing one model</td>
</tr>
<tr>
<td>Romero-Brufau et al (2020)55</td>
<td>Quantitative non-randomised</td>
<td>USA</td>
<td>Primary care</td>
<td>45 (pre-implementation) and 38 (post-implementation)</td>
<td>81</td>
<td>Physicians and social workers</td>
<td>Prognostic</td>
<td>Unclear ML models</td>
</tr>
<tr>
<td>Sandhu et al (2020)56</td>
<td>Qualitative</td>
<td>USA</td>
<td>Emergency departments</td>
<td>15</td>
<td>--</td>
<td>Physicians</td>
<td>Prognostic</td>
<td>Deep learning neural network</td>
</tr>
<tr>
<td>Sax et al (2022)57</td>
<td>Mixed methods</td>
<td>USA</td>
<td>Emergency department</td>
<td>8 (semi-structured interviews) and 67 (survey)</td>
<td>Unknown from interview and interviews (survey)</td>
<td>Physicians</td>
<td>Prognostic</td>
<td>Not specifically testing one model</td>
</tr>
<tr>
<td>Schwartz et al (2022)58</td>
<td>Quantitative</td>
<td>USA</td>
<td>Inpatient setting (medical, surgical, and intensive care units)</td>
<td>17</td>
<td>--</td>
<td>Physicians</td>
<td>Prognostic</td>
<td>Unclear ML models</td>
</tr>
<tr>
<td>Sisk et al (2020)59</td>
<td>Quantitative descriptive</td>
<td>--</td>
<td>Paediatrics</td>
<td>404</td>
<td>--</td>
<td>Parents</td>
<td>--</td>
<td>Not specifically testing one model</td>
</tr>
<tr>
<td>Soliman et al (2023)60</td>
<td>Qualitative</td>
<td>Sweden</td>
<td>Cardiology</td>
<td>12 (semi-structured interviews), 12 (user testing), and 3 (discussion)</td>
<td>--</td>
<td>Physicians</td>
<td>Prognostic</td>
<td>CatBoost (resembles gradient-boosting decision trees)</td>
</tr>
<tr>
<td>Tsai et al (2022)62</td>
<td>Quantitative descriptive</td>
<td>Taiwan</td>
<td>Emergency department</td>
<td>10</td>
<td>--</td>
<td>Physicians</td>
<td>Prognostic</td>
<td>Numerous models, prognostic, and diagnostic</td>
</tr>
<tr>
<td>Watson et al (2020)63</td>
<td>Qualitative</td>
<td>USA</td>
<td>Academic medical centres</td>
<td>33</td>
<td>51</td>
<td>Executives</td>
<td>--</td>
<td>Not specifically testing one model</td>
</tr>
<tr>
<td>Yarborough et al (2022)64</td>
<td>Qualitative</td>
<td>USA</td>
<td>Psychiatry</td>
<td>62</td>
<td>146</td>
<td>Patients</td>
<td>Prognostic</td>
<td>Hypothetical and logistic regression</td>
</tr>
<tr>
<td>Yarborough and Stumbo (2021)65</td>
<td>Mixed methods</td>
<td>USA</td>
<td>Non-veterans</td>
<td>23 (focus groups) and 1357 (survey)</td>
<td>510 (focus groups) and 11293 (survey)</td>
<td>Patients</td>
<td>Prognostic</td>
<td>Not specifically testing one model</td>
</tr>
</tbody>
</table>


Table 1: Details of the included studies
individuals interacted with a risk prediction model, one (4%) of 24 studies provided model access for user testing but not interviews.\textsuperscript{60} Five (21%) of 24 articles were unclear on the ML methods used,\textsuperscript{43,44,46,55,58} with 15 unique models included across the remaining articles, the majority of which were prognostic (16, [20\%] of 80). Frequently used ML methods included neural networks,\textsuperscript{26,28,38,56} binary recursive partitioning,\textsuperscript{41,49} random forest,\textsuperscript{40,66} and XGBoost and CatBoost techniques.\textsuperscript{37,42,60}

Common model parameters included patient demographics and clinical information. Many models used EHR data (12 [60\%] of 20) and used thresholds highlighting individuals at risk (15, 71\%). Where participants did not interact with an ML model, methodologies included asking participants questions regarding ML and risk prediction,\textsuperscript{30,31,48,51,54,57,59,63,65} or providing model screenshots or exerts, most of which were prognostic (12, [71\%] of 17).

**Figure 2:** Quality assessment of included articles

Quality assessment of (A) non-mixed method studies and (B) mixed methods studies. Article quality were scored as: green (high quality or where the criteria were met), yellow (medium quality or criteria were somewhat met), red (low quality or criteria were not met), and grey (unable to determine).
Critical appraisal

Figure 2 provides the percentage of studies where criteria were scored high (green), medium (yellow), or low (red) quality by study type. The single randomised control trial scored 4 of 5 criteria as green, with 1 yellow rating for a lack of blinding.46 Across all remaining studies, recruitment strategies appeared inadequate, with one study providing no recruitment information and some studies generally missing sample size justification.

Qualitative papers (n=15) scored highly, with a median number of green criteria per article of 4 (range 1–5); shortcomings included the absence of detail regarding interview design38,39,60,63,64 and poor description of coding and analysis.8,9,39 Qualitative descriptive studies (n=10) performed less well, with a median green criteria per article of 3 (range 0–3); weaknesses included the absence of information on non-responders26,27,34,35,46,47 or not mentioning non-response rate.42,59,62 A similar issue was identified in quantitative non-randomised studies (n=2), where confounding factors were additionally poorly considered.8,9

Mixed methods articles (n=13) scored lower than qualitative and quantitative studies in their respective criteria, largely as details pertaining to research design were poorly reported (9 [69%] of 13) or had a poor level of interpretative rigour (9, 69%). Articles additionally scored poorly in criteria specific to mixed methods, with a median number of green criteria per article of 3 (range 0–4). Weaknesses included inadequate rationale for using mixed methods21,44,52 and poor integration of

<table>
<thead>
<tr>
<th>Key theme</th>
<th>Exemplar quote</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Contextual barriers and facilitators to use</strong></td>
<td></td>
</tr>
<tr>
<td>HCP Concerns felt before implementation—that models would take up too much time and negatively affect workload—were not borne out in practice</td>
<td>“[…] in routine cases, [AI] would not be a time saver for me.”31</td>
</tr>
<tr>
<td>HCP It is important to sympathetically integrate new tools into the existing workflow and consider current work processes and priorities</td>
<td>“It’s an interruption. Every single call we get is completely disruptive to workflow.”39</td>
</tr>
<tr>
<td>HCP It is important to provide education on tool use and feedback on tool outcomes</td>
<td>“But I think you need to loop it back and […] say: what was the performance on my patients? How many did I send to radiation nursing clinic and how much [did it] drop the actual rate of emergency admissions?”39</td>
</tr>
<tr>
<td>Hospital executives Alert fatigue is a major concern, although no universal solution appears to be known at present</td>
<td>“To optimise the alert, an issue is there is no consensus for what optimal means: there is no clear consensus for setting thresholds.”48</td>
</tr>
<tr>
<td>Consideration is needed regarding model costs alongside personnel and technical requirements</td>
<td>“Don’t give up. You got to just keep chugging. Sometimes it’s a lot of little steps that sometimes feel like you’re climbing a mountain that doesn’t end.”48</td>
</tr>
<tr>
<td><strong>Desirability of models in the health-care setting</strong></td>
<td></td>
</tr>
<tr>
<td>HCP Feeling that models are easy to use and are useful in the health-care setting</td>
<td>“It provides you clinical support to provide better quality of care to the patient.”48</td>
</tr>
<tr>
<td>HCP View ML risk prediction models are superior to alternatives, although HCps have skills and abilities that cannot be matched by models</td>
<td>“[The system] can’t help you with what it can’t see.”48</td>
</tr>
<tr>
<td>HCP Suggestion that models should recommend next steps and actions</td>
<td>“Understanding how the predicting part comes in, I think would give me more confidence…some sort of like if [then tool, so if the score is greater than this, then you should take this kind of action].”48</td>
</tr>
<tr>
<td>HCP and executives Recommendation that clinicians should be involved in the model development process</td>
<td>“I think just with anything, having someone who’s actually been there done that is way more, makes it, makes whatever you’re developing way more accurate, way more useful, way more diligent.”48</td>
</tr>
<tr>
<td>Patients or public Feeling that models can improve care and are acceptable to reduce the burden on the health-care workforce</td>
<td>“Using AI can just, reduce the burden on the health work force, meaning doctors can do what they’re supposed to do.”48</td>
</tr>
<tr>
<td>Patients or public Feeling an individuals’ unique situation must be considered alongside tool recommendations</td>
<td>“[It]’s important to take into account that people, depending on what the AI comes out with, people might not be willing to go with what that is, they might need alternates.”48</td>
</tr>
<tr>
<td><strong>Model development and outputs</strong></td>
<td></td>
</tr>
<tr>
<td>HCP It is important to understand how models have produced their predictions</td>
<td>“What’s the weight of the data that is available from the moment they did transfer them to the ICU and how does that carry into this predictive model?”48</td>
</tr>
<tr>
<td>HCP There is no consensus regarding whether false positives or negatives are preferable</td>
<td>“We get so many [I] prompts for drug interactions and other things that I often ignore them. My fear is if there were too many false positives, I would start to ignore them.”48</td>
</tr>
<tr>
<td>HCP Models should be user friendly and simple</td>
<td>“It took me three clicks to get here, it would have been better if it was simpler. It does affect my usage and efficiency and maybe satisfaction.”48</td>
</tr>
<tr>
<td>Patients or public Concerns were raised regarding data privacy</td>
<td>“We need to be aware that we know nothing about who these people that are creating these AI algorithms, they can be anyone and they’d have access to all our data.”48</td>
</tr>
<tr>
<td>HCPs and patients or public There are concerns regarding quality of data used to build models and inbuilt bias in data and model development</td>
<td>“I just think there’s a lot of under and over-reporting of co-morbidities. I’m not sure what [the algorithm] would capture from [the electronic medical record], but that would be my biggest worry is that the data is using to make its calculation is not accurate. I guess that would be my biggest worry.”48 “There’s a lot of discrepancies in the medical record I must say, especially now that you can see your portal. I know I’ve seen things saying that certain things were done or about myself and procedures that were totally not true. So I’ve had a lot of different things in my medical chart that are inaccurate, very inaccurate, so if they’re retraining an artificial intelligence that this is facts, it’s like, well no.”48</td>
</tr>
</tbody>
</table>

(Table 2 continues on next page)
Table 2: Summary of key findings regarding perspectives of machine learning risk prediction models in the health-care setting by stakeholder perspective

<table>
<thead>
<tr>
<th>Key theme</th>
<th>Exemplar quote</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Potential effects for patients and HCPs</strong></td>
<td></td>
</tr>
<tr>
<td>HCP</td>
<td>Models seen to positively influence clinician behaviours and knowledge</td>
</tr>
<tr>
<td>HCP</td>
<td>Model use can aid communication with patients and within teams, although the effects on the clinician-patient relationship were unclear</td>
</tr>
<tr>
<td>HCP</td>
<td>HCPs should retain autonomy over clinical decisions</td>
</tr>
<tr>
<td>HCP</td>
<td>The patients, staff, and setting that could see the most positive effects of these tools was unclear</td>
</tr>
<tr>
<td>Patients or public</td>
<td>Concerns regarding unintended consequences, particularly regarding use of model outputs by insurance companies</td>
</tr>
<tr>
<td>HCPs and patients or public</td>
<td>There are fears HCPs might become reliant on such tools</td>
</tr>
</tbody>
</table>

Synthesis

Our deductive approach established four broad themes: (1) contextual barriers and facilitators to ML risk prediction model use in the health-care setting (identifying setting-dependent factors affecting uptake), (2) desirability of such models within the health-care setting (uncovering whether ML risk prediction models can potentially add value within the health-care setting and the factors affecting acceptance), (3) model development and outputs (perceptions of ML risk prediction model development techniques and design), and (4) the potential effect for patients and HCPs (possible consequences of model use to inform clinical practice). Alongside each broad theme, recommendations to overcome barriers were recorded.

Coding was applied with information on whether positive, negative, or mixed respondent views dominated the articles (appendix pp 140–46). With this information, we found that for articles including only patient views or public views (n=6), on average 34% (95% CI 3–65%) of the themes considered per article were positive views and 39% (95% CI 18–59%) were negative views, compared with 48% (95% CI 34–62%) with positive and 23% (95% CI 13–34%) negative views for articles with HCP participants only (n=25). Articles where participants had access to an ML risk prediction tool as part of the study (n=24) showed on average 56% (95% CI 43–70) of the themes considered per article were positive views and 15% (95% CI 7–23) were negative, compared with 34% (95% CI 17–52) positive and 43% (95% CI 27–59) negative for articles with no model access (n=17). Table 2 summarises the key themes per participant group and the appendix (pp 147–65) contains themes identified and exemplar quotes.

Contextual barriers and facilitators

At an organisational level, a supportive culture positively influenced uptake, with tool use reinforced by a strong match with the mission of the institution. Patients, HCPs, and health-care executives reported concerns regarding financial costs and technical issues. HCPs and hospital executives believed that competing priorities and difficulty implementing models into the clinical workflow were barriers to success (ie, barriers to use in the setting). There appeared to be a conflict between the expected extra demand on health service resources and staff when using such tools versus potential resource reduction. Hospital executives expressed the importance of the connection between HCPs and IT, while HCPs felt no need for technical support.

At the individual level, HCP knowledge pertaining to AI and ML techniques appeared mixed, with training deemed as important. Both HCPs and hospital executives identified alert fatigue (ie, desensitisation to risk prediction alerts) as a barrier to success; however, one article reported this issue was lower with ML models, whereas models with appropriate alerts had
a positive effect on ML model perception.29 Some HCPs had concerns before implementation (eg, demands on workload),21,29,31,37,49,61 that were not borne out in practice.26,45,56

To maximise ML model acceptance and uptake, recommendations included providing feedback to users,26,44,48 revising procedures,50 endorsement by peers or professional bodies,27,31,41,58 and appointing model champions.45,49,54,61 It was important to optimise model integration into the workflow with ease,27 minimising interruptions27 and similarity in existing processes27,31,49 positively received; however, articles did not build consensus on a solution for reducing alert fatigue.20,48,56

Desirability of models in the health-care setting

Articles largely reported positive HCP and patient views regarding ML models being useful or helpful.27,31,37,41,43,44–47,58,62 (12 of 14 positive views), having the potential to improve care.27,46,49,58,63,65 (eight of 11 positive; albeit with improvements only verified following long-term follow-up),21 and improving patient safety.41,44–47,62 and aiding clinical diagnosis and decision making.20–28,34,36,39,41–44,46,52,54 (14 of 18 positive). HCP and patient views were all positive regarding models being easy to use,26,27,36,41,45,49,52,62 understandable,26,35,37,45 and holding potential to add value in the health-care setting.19,29,31,54 with HCP perceptions improving with use.29,62 However, model trust was affected by agreement with previous beliefs of HCPs29 and their own predictions,31,51 with predictions at risk of being disregarded when in disagreement with clinical judgement.28,51 Perceived actionability of model recommendations also affected usefulness.22,29,31,37,54,61

HCPs believed they had abilities and capabilities not covered by models.20,41,56,61 and patients recommended considering an individual’s unique situation when applying such models to avoid harm.30 Suggestions to enhance trust included ensuring that models suggest inherent bias,43,54 or potential to miss cases or recommend inappropriate treatments.43,55 HCPs did not reach consensus regarding whether false positives or negatives were more concerning.27,48,56,65

In all studies where it was considered, concerns were raised by HCPs, and hospital executives around data quality for model development.27,31,37,46,51,54,58,63,64 and biases therein.54,58 Concerns included under-reporting and over-reporting,51 missing data,58,61 data representation of real patients,51,58 timeliness of data availability,56 accuracy, and consistency of data coding.62 The majority of articles expressing negative data quality views did not provide participants with access to an ML-based risk prediction model. (eight of ten).21,29,31,50,51,54,63

Data privacy was considered in five of nine articles involving patients and the public.50,54,58,64 and the topics of concern ranged from data privacy identified as the most common public concern regarding AI use26 to data use not being considered an invasion of privacy.64

Recommendations included ensuring a user-friendly model interface,29,31,56 with simplicity key15,35,36,48 and the consideration of risk terminology.25,54,64 Patients expressed the need for oversight and a regulatory framework to protect against harm.27 HCPs and patients reported concerns regarding model input variables—missing61 or counterintuitive variables21,51—with a suggestion for model customisation to exhibit parameter control.6 HCPs stated the importance in understanding how models are developed and validated,29,31,51,58 their relevance to a particular patient,39,41,51,56,58,65 and local and national average risks for comparison,57 and how they make their predictions,21,29,31,37,43,58,60 although there was no consensus regarding the information required20,31,51 or preferred explanation format.31,51,56 Patients and the public did not comment on this requirement for model explanations in any included article.

Potential effects for patients and HCPs

Positive aspects of ML models reported by HCPs included providing additional insight,26,45,61 positively influencing behaviour,29,31,41,43,51,58 aiding communication with patients,27,39,41,54, and improved team dynamics.51,55

Concerns included over-reliance,31,37,51,54 use of models leading to clinicians becoming redundant,53 unintended consequences (eg, raising stigma directed at patients),21,51,54,65 models affecting disparities in care,37 models used by regulators to standardise and monitor care,43 and models used by insurance companies to limit access to care.54,61 Patient views heavily contributed to these negative perceptions of potential model effects (four of 11 articles had negative views).21,41,45,65 with little positive patient feedback identified overall.

Views regarding the effect of the patient–HCP relationship were mixed.26,39,48,52,62 Agreement between
HCPs and ML model recommendations had potential to reassure HCPs and offer a level of medico-legal protection, whereas disagreement was feared to lead to negative implications when the model recommendations were not followed. Few studies considered the effect of ML models on patient empowerment.

Some HCPs expressed the view that ML models offer the largest benefit when used by less experienced HCPs. We found an absence of consensus around the clinical setting to potentially benefit the most and whether ML models were suitable for complex patients (i.e., have difficult to predict disease or diagnostic uncertainty, rare diseases, have unique or complex patient characteristics, or are patients at risk). There was a strong feeling that HCPs should retain autonomy with ML models supplementing and not replacing them. Patients wished to control model use during consultations and desired only trusted physicians to access risk information.

**Discussion**

This Review develops understanding regarding HCP and patient perceptions of ML risk prediction models and their uses. We identified that where respondents do not have access to an ML model, they hold more negative views; implying fears might be lowered following actual tool use. Patients and members of the public might also hold more negative views regarding models, although more patient research is required to confirm the significance of this finding.

Perceptions were largely positive in terms of added value; however, responders identified many barriers and factors negatively affecting trust, particularly pertaining to contextual factors and methodological concerns. In terms of potential effects, HCP views appeared positive compared with patients and the public.

Many emerging themes had both positive and negative perspectives. Participants, for example, felt models aided decision making yet were concerned about over-reliance, the ability for models to protect from or lead to legal litigation, and the possibility that models might increase health service demands versus reducing resource need. Reservations that were identified potentially explain the low level of model use within health care. This Review suggests recommendations to improve uptake.

We identified contextual influences acting as barriers to model integration. However, given some concerns felt before implementation were not borne out in practice, consideration of longer-term effects might allay some fears. Broader research also emphasises opportunities not identified here—for example, decreasing financial costs with reducing inefficiencies and reducing overhead costs with time. Careful implementation oversight might also control for many systemic barriers identified, while further research in the field appears essential regarding workflow integration and alert fatigue.

ML risk prediction models were thought to be largely superior to alternatives and had the potential to add value in the health-care setting. However, clinician capabilities were deemed unmatched by models, while evidence supporting models and concordance between models and physician predictions was important for uptake, as was perceived actionability from model recommendations. The review by Kennedy and colleagues analysing HCP perspectives of clinical prediction rules supports many of these findings. It is evident that models and physicians offer differing strengths, with benefit maximised when models are designed to add value for users. We identified the importance of physician involvement in model design; other studies also suggest involving patients.

ML model outputs were generally deemed accurate; however, concerns regarding model development negatively affected perception, in particular data privacy, developmental data quality, and biases. Such data concerns echo findings elsewhere. However, although data bias concerns were raised, there was little discussion within the included articles regarding the potential for tools to reinforce ethnic inequalities as stressed elsewhere, with other studies highlighting the need to proactively design and use ML tools to advance health equity. In line with other research, we found that the explanations behind model predictions were important. Furthermore, model relevance to real-life patients was desired; recent research might assist with this requirement by enabling adaptation of ML models to accommodate regional variations. Models with missing risk factors were viewed sceptically here: wider research shows that ML outperforms statistical models when either high or low variable counts are included, although developers should consider what a complex model adds, for example the trade-off between variable inclusion and simplicity.

We found autonomy important to HCPs and patients, while the role of predictive models should be clearly defined as individuals feared negative consequences of non-compliance as seen elsewhere. Although the effect on patient–clinician relationship was unclear, models were perceived to provide additional insight and improve communication. Users reported fears of unintended consequences as identified in other studies, which recommend weighing potential benefits and harms before implementation. Model suitability for complex patients appeared unclear here, with wider research indicating ML models offer improved prediction in relevant subpopulations comparative to statistical techniques.

Our findings pertaining to ML risk prediction models largely align with perceptions of clinical decision support systems (CDSS) and risk prediction models (non-ML and in general) in the health-care setting. With analogous potential to add value, there were similar concerns regarding factors such as alert fatigue, data quality,
and unintended consequences\textsuperscript{8} along with model design requirements\textsuperscript{8,10,11} and retention of clinician autonomy.\textsuperscript{11} Our Review did not, however, identify concerns regarding lack of model maturity to fully accommodate a problem—a concern with CDSS algorithms\textsuperscript{8}—potentially implying more user faith in ML model capabilities. Indeed, we reported perceptions of superiority of ML models over rule-based alternatives in capturing complex disease dynamics.\textsuperscript{4} However, the importance of model explanations identified here appears heightened for ML models, likely due to unfamiliarity, and the non-linear relationships used by such models comparative to non-ML techniques.

There has been an upsurge in standards and regulations relevant to health-care ML models, alongside best practice research and guidance, with importance placed on themes, including data security, transparency, and accountability.\textsuperscript{7} Alignment with standards and guidelines might allay some fears outlined here and increase trust.

The strengths of this Review include that only peer-reviewed published literature were included; the study considered a broad range of settings, model uses, and stakeholders; was not restricted to EHR embedded models, and multiple study designs were included. Review of study quality was undertaken with a bespoke assessment tool and although not validated, its construction combined two widely accepted tools\textsuperscript{22,23} and enabled critique of the included studies that was not possible by either tool independently.

This Review amalgamated results using a narrative synthesis, with inclusion of quotes to illustrate findings. Although a meta-analysis might potentially strengthen findings, study heterogeneity made this unsuitable. The inclusion of quantitative, qualitative, and mixed research methods enabled inclusion of complementary perspectives from different study types.

The Review has several limitations. First, article selection and analysis were performed by one author. Second, the included articles were identified predominantly via citation searches. However, previous research suggests challenges in developing searches to identify prognostic factor studies and impact prognostic studies\textsuperscript{9} (including the absence of indexing of prediction studies and rarity of impact studies), the need for citation searching was anticipated. Last, we included only articles published in English (during article screening only 15 articles were removed from inclusion due to the language being non-English).

Articles included a range of ML techniques; thus, findings based on one model might not have relevance to more or less complex models; however, this breadth is helpful to develop understanding across the range of ML techniques. Furthermore, distinguishing models as either ML or statistical is challenging,\textsuperscript{9} and the taxonomy used will vary across ML reviews. In instances where articles assessed additional tools to ML risk prediction, study results were considered relevant unless clearly irrelevant. However, such comments cannot be guaranteed to refer to ML risk prediction models, potentially restricting result validity; nevertheless, a level of relevance can be assumed due to accordance of our results with broader literature.

Of the included studies, participants were predominantly recruited from high-income countries, restricting the relevance of the findings elsewhere. Additionally, only nine of 41 (22%) articles recruited patients or the public, limiting patient perspectives. Further, five of the nine articles including patients and members of the public recruited individuals solely from the USA; use of the USA health-care system might explain why this group held largely negative perceptions regarding potential effects of ML risk prediction models (eg, due to concerns regarding insurance and cost of health care). Further analysis of the audience perspective outside the USA might present differing views. The search undertaken also focused on identifying patients and HCPs, rather than hospital leaders, which might explain why requirements for oversight and governance along with broader stakeholder involvement were not identified.

Although we analysed how respondent perceptions varied per article by respondents’ role (and access to a model), we were unable to ascertain effects of other study factors (eg, respondent location and ML technique) due to low article numbers per category. More research in this field might enable further patterns and associations to be identified.

Article quality varied, with qualitative studies performing well compared with mixed method studies. Weaknesses included poor recruitment strategies with a high risk of non-response bias, meaning representativeness of findings across the intended populations was questionable. Furthermore, included mixed methods papers were unable to justify the inclusion of multiple study methods, with integration of results failing to enhance the analysis; given this is pivotal to mixed method research,\textsuperscript{7} articles should improve methods to optimise their value.

There is recognition that health care is not currently taking full advantage of AI technology.\textsuperscript{8} Our Review assists by facilitating acceptable ML risk prediction model development. Furthermore, we found concerns for before the implementation of models were not borne out in practice; further implementation and impact studies in this field might help raise expectations and increase trust. ML model developers should also monitor appropriate guidance, with adherence potentially allaying fears.

Physician and other stakeholder involvement is important in model design and implementation. Institutions should also make clear the anticipated interaction between models and users, to clarify responsibilities and capitalise on human and machine capabilities. We found
Review

conflicting perspectives relating to many of the themes considered; anticipated benefits and potential negative consequences of models should therefore be considered. This Review highlighted several areas warranting further research, to provide clarification on ambiguous aspects. For model development, there is a need to understand user expectations regarding model explanations. Further research for ML model testing in health-care settings is needed to assess strategies to reduce alert fatigue and investigate the settings and patients who would benefit greatest from model use. Given the potential negative effect on patient-clinician relationship, it would be useful to identify optimal approaches to model use in consultations. Further investigation is needed for model applicability to minority populations inadequately represented in training and testing datasets and the potential effects of models and more feedback from more diverse ethnic backgrounds and developing countries should be collected. More patients and members of the public in studies investigating perceptions of ML risk prediction models should be recruited. More research on patients and public perceptions outside of the USA are needed, particularly regarding views on model potential effects. With further evaluation, there can be better understanding of physician needs for ongoing model technical support. Furthermore, it would be beneficial to review health-care leaders’ perspectives to understand governance and oversight requirements, and understand other barriers to implementation (eg, financial cost).

Conclusion

This Review evaluated patient and health-care staff perceptions of ML-based predictive models, alongside recommendations to improve their uptake and trust. Generally, perceptions were positive that models have the potential to add benefit in the health-care setting; however, reservations remain. We have identified gaps in knowledge, particularly views from under-represented groups, and optimal methods for model explanation and alerts, which require future research.
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