# Coding-Enhanced Cooperative Jamming for Secret Communication: The MIMO Case 

Hao Xu, Member, IEEE, Kai-Kit Wong, Fellow, IEEE, Yinfei Xu, Member, IEEE, and Giuseppe Caire, Fellow, IEEE


#### Abstract

This paper considers a Gaussian multi-input multioutput (MIMO) wiretap channel with a legitimate transmitter, a legitimate receiver (Bob), an eavesdropper (Eve), and a cooperative jammer. All nodes may be equipped with multiple antennas. Traditionally, the jammer transmits Gaussian noise (GN) to enhance the security. However, using this approach, the jamming signal interferes not only with Eve but also with Bob. In this paper, besides the GN strategy, we assume that the jammer can also choose to use the encoded jammer (EJ) strategy, i.e., instead of GN, it transmits a codeword from an appropriate codebook. In certain conditions, the EJ scheme enables Bob to decode the jamming codeword and thus cancel the interference, while Eve remains unable to do so even if it knows all the codebooks. We first derive an inner bound on the system's secrecy rate under the strong secrecy metric, and then consider the maximization this bound through precoder design in a computationally efficient manner. In the single-input multioutput (SIMO) case, we prove that although non-convex, the power control problems can be optimally solved for both GN and EJ schemes. In the MIMO case, we propose to solve the problems using the matrix simultaneous diagonalization (SD) technique, which requires quite a low computational complexity. Simulation results show that by introducing a cooperative jammer with coding capability, and allowing it to switch between the GN and EJ schemes, a dramatic increase in the secrecy rate can be achieved. In addition, the proposed algorithms can significantly outperform the current state of the art benchmarks in terms of both secrecy rate and computation time.


Index Terms-Gaussian MIMO wiretap channel, physical layer security, cooperative jamming, power control, precoder design, and simultaneous diagonalization.

## I. Introduction

Nowadays, more and more private information is transmitted over the air, leading to a growing need for enhanced security measures in 5G and forthcoming 6G mobile systems [1]. In addressing this concern, information theoretic security, often referred to as physical layer security, has emerged as a

[^0]promising approach to ensure secure communication [2]. As shown in [3], in a wiretap channel, positive secrecy rate can be obtained only when the legitimate receiver (Bob for short) experiences better channel condition than the eavesdropper (Eve for short). Otherwise, it is impossible for the transmitter to communicate securely with its intended receiver. Consequently, numerous studies have been dedicated to enhancing the channel conditions of the legitimate link through various techniques, among which jamming has been proven to be a powerful method [4], [5], and has found widespread application in various communication systems [6]-[8].
In the information theoretic literature, the most commonly considered jamming scheme consists of transmitting Gaussian noise (GN) [9]-[11]. However, in this scheme, the jamming signal interferes not only with Eve, but also with Bob. Although in some cases it is possible to apply signal processing techniques to completely eliminate the interference caused to Bob [12]-[15], there are limitations to these methods. For example, in [12] and [13], zero-forcing beamforming was applied to avoid interference to Bob and, in [14] and [15], the covariance matrix of the jammer was designed to ensure that its signal lies in the null-space of the channel from itself to Bob. However, these methods are not generally applicable to the multi-input multi-output (MIMO) case, because to maintain a non-empty null-space for the channel from the jammer to Bob, the jammer must have more antennas than Bob (see [12]-[15]).

To avoid interfering with Bob and ensure compatibility with the general MIMO scenarios, an encoded jammer (EJ) transmitting codewords from an appropriately designed codebook rather than GN, can be used. Under certain conditions, the EJ scheme enables Bob to decode the jamming codeword and thus cancel the interference, while Eve remains unable to do so even if it possesses all codebooks. It has been proven by [16]-[18] that, using the EJ scheme, it is possible to improve the secrecy rate over the GN scheme. Specifically, in [16] and [17], the achievable secrecy rate of a discrete memoryless (DM) wiretap channel with an encoded jammer was analyzed, and the secrecy performance was also verified in a single-antenna Gaussian wiretap channel by using the Gaussian random coding strategy. In [18], a similar scalar Gaussian wiretap channel was considered, and it was shown that by using lattice structured codes, the achievable secrecy rate does not saturate at high signal-to-noise ratio (SNR).

However, it should be noticed that the secrecy performance of the EJ scheme may not always surpass that of the GN method, as it depends on the specific channel conditions. This
arises from the fact that, using the EJ scheme, both the legitimate transmitter and the jammer transmit encoded messages. To ensure successful decoding of all the information by Bob while preventing Eve from decoding, additional constraints will be imposed on the secrecy rate. In Remark 1 of this paper, we delve into a specific channel realization and provide a more detailed analysis in this regard. Consequently, it is crucial to thoroughly investigate and compare the performance of the GN and EJ schemes across different channel conditions and system configurations. Notably, this particular problem remains unexplored in the context of multi-antenna systems, which serves as the primary motivation behind this work.

This paper considers a Gaussian MIMO wiretap channel with a legitimate transmitter, a cooperative jammer, a legitimate receiver, and an eavesdropper. The jammer is assumed to have the ability to switch between the GN and EJ schemes, depending on which one provides better jamming performance. This system has rarely been studied, and its achievable region under the strong secrecy metric is still unknown. Therefore, we aim to investigate its secrecy performance, in particular the gain obtained by introducing the EJ scheme. Also, we propose novel precoder design algorithms that achieve better performance with lower computational complexity with respect to the current state of the art approaches. The main contributions are summarized below.

- We first derive an inner bound on the system secrecy rate under the strong secrecy metric. ${ }^{1}$ Note that the achievable secrecy rate of a DM case in a similar context was analyzed under weak secrecy in [17] by discussing different interference levels. To gain deeper insights into various jamming schemes and facilitate our analysis, we take a different approach from [17] by separately investigating the achievable secrecy rates of the GN and EJ strategies. Interestingly, by examining a real and scalar Gaussian scenario (see Subsection II-C), we show that although considering the strong secrecy metric, the derived inner bound aligns with that given in [17].
- To enhance the security, we maximize the derived inner bound by precoder design. This problem can be decomposed into two subproblems, each aiming to maximize the secrecy rate when the GN and EJ schemes are employed. We start from the single-input multi-output (SIMO) case, where both the legitimate transmitter and the jammer have one antenna, while Bob and Eve have multiple antennas. Although nonconvex, we prove that the power control problems for different jamming schemes can be optimally solved, and the globally optimal solutions can be obtained essentially in closed form.
- For the general MIMO case, both subproblems become much more complicated and closed-form solutions do not appear to be possible. A meaningful approach to precoder design consists of finding good "heuristic solutions", i.e., feasible points that yield good results in terms of the objective function. In the following, we shall refer to "solution" in this sense. As

[^1]we will show in Section IV and the simulation, a heuristic solution to each subproblem can be achieved by first obtaining its convex approximation using the majorization minimization (MM) technique, and then iteratively optimizing this approximation using some standard tools such as the interiorpoint method. However, this approach requires the solution of log-determinant optimizations in each iteration, yielding extremely high complexity. To address the issue, we propose a novel approach based on matrix simultaneous diagonalization (SD). Using this technique, we show that the precoder design problems associated with different jamming schemes can be efficiently solved with comparable performance (often better) and much less computational complexity than the MM-based method. Simulation results show that by allowing the jammer to switch between the GN and EJ schemes to leverage the strengths of both approaches, a remarkable increase in the secrecy rate can be achieved. Moreover, the proposed algorithms can significantly outperform the benchmarks in terms of both secrecy rate and computation time.

The rest of this paper is organized as follows. In Section II, the system model is provided and the problem is formulated. In Section III and Section IV, we respectively consider the power control and precoder design problems for the SIMO and MIMO cases. Simulation results are presented in Section V before conclusions in Section VI.

Notations: $\mathbb{R}$ and $\mathbb{C}$ respectively represent the real and complex spaces. Boldface lower and upper case letters are used to denote vectors and matrices. $\boldsymbol{I}_{N}$ stands for the $N \times N$ dimensional identity matrix and $\mathbf{0}$ denotes the all-zero vector or matrix. Superscript $(\cdot)^{H}$ means conjugate transpose and $[\cdot]^{+} \triangleq \max (\cdot, 0)$. The logarithm function $\log$ is base 2.

Before going into the main part, we would like to present some equations of matrices, since they will be used frequently in this paper. For any matrices $\boldsymbol{O}_{1}$ and $\boldsymbol{O}_{2}$, if the dimensions match, we have [22]

$$
\begin{align*}
\left|\boldsymbol{O}_{1} \boldsymbol{O}_{2}+\boldsymbol{I}\right| & =\left|\boldsymbol{O}_{2} \boldsymbol{O}_{1}+\boldsymbol{I}\right|,  \tag{1}\\
\left|\boldsymbol{O}_{1} \boldsymbol{O}_{2}\right| & =\left|\boldsymbol{O}_{1}\right|\left|\boldsymbol{O}_{2}\right|,  \tag{2}\\
\operatorname{tr}\left(\boldsymbol{O}_{1} \boldsymbol{O}_{2}\right) & =\operatorname{tr}\left(\boldsymbol{O}_{2} \boldsymbol{O}_{1}\right) . \tag{3}
\end{align*}
$$

## II. System Model and Problem Formulation

## A. System Model

We consider a Gaussian MIMO wiretap channel with a legitimate transmitter (Tx1), a legitimate receiver (Bob), an eavesdropper (Eve), and an additional transmitter (Tx2) that serves as a cooperative jammer to improve the secrecy performance of Tx1. Transmitter $k \in\{1,2\}$, Bob, and Eve are respectively equipped with $N_{k}, N_{\mathrm{b}}$, and $N_{\mathrm{e}}$ antennas. Let $\boldsymbol{x}_{k} \in \mathbb{C}^{N_{k} \times 1}$ denote the signal vector of transmitter $k$ and we assume Gaussian channel input, i.e., $\boldsymbol{x}_{k} \sim \mathcal{C N}\left(\mathbf{0}, \boldsymbol{Q}_{k}\right)$. Here $\boldsymbol{Q}_{k}$ is the covariance matrix of the signal vector and satisfies $\operatorname{tr}\left(\boldsymbol{Q}_{k}\right) \leq P_{k}$, where $P_{k}$ is the maximum transmit power. The received signals at Bob and Eve are respectively given by

$$
\begin{align*}
& \boldsymbol{y}=\boldsymbol{H}_{1} \boldsymbol{x}_{1}+\boldsymbol{H}_{2} \boldsymbol{x}_{2}+\varepsilon_{\mathrm{b}}, \\
& \boldsymbol{z}=\boldsymbol{G}_{1} \boldsymbol{x}_{1}+\boldsymbol{G}_{2} \boldsymbol{x}_{2}+\varepsilon_{\mathrm{e}} \tag{4}
\end{align*}
$$

where $\boldsymbol{H}_{k} \in \mathbb{C}^{N_{\mathrm{b}} \times N_{k}}$ and $\boldsymbol{G}_{k} \in \mathbb{C}^{N_{\mathrm{e}} \times N_{k}}$ are constant channel matrices from transmitter $k$ to Bob and Eve, and $\varepsilon_{\mathrm{b}} \in \mathbb{C}^{N_{\mathrm{b}} \times 1}$ and $\varepsilon_{\mathrm{e}} \in \mathbb{C}^{N_{\mathrm{e}} \times 1}$ are Gaussian noise vectors at Bob and Eve with $\varepsilon_{\mathrm{b}} \sim \mathcal{C N}\left(\mathbf{0}, \boldsymbol{I}_{N_{\mathrm{b}}}\right)$ and $\varepsilon_{\mathrm{e}} \sim \mathcal{C N}\left(\mathbf{0}, \boldsymbol{I}_{N_{\mathrm{e}}}\right)$.

## B. Problem Formulation

In order to obtain better secrecy performance, we assume that Tx2 has the flexibility to switch between the GN and EJ modes, depending on which one provides a better jamming performance. If the GN mode is chosen, Tx2 simply transmits Gaussian noise and its signal interferes with both Bob and Eve. In this case, for given $\boldsymbol{Q}_{1}$ and $\boldsymbol{Q}_{2}$, the maximum secrecy rate of Tx1 under the strong secrecy metric is [23]

$$
\begin{align*}
R_{\mathrm{GN}} & =\left[\log \left|\boldsymbol{H}_{1} \boldsymbol{Q}_{1} \boldsymbol{H}_{1}^{H}\left(\boldsymbol{H}_{2} \boldsymbol{Q}_{2} \boldsymbol{H}_{2}^{H}+\boldsymbol{I}_{N_{\mathrm{b}}}\right)^{-1}+\boldsymbol{I}_{N_{\mathrm{b}}}\right|\right. \\
& \left.-\log \left|\boldsymbol{G}_{1} \boldsymbol{Q}_{1} \boldsymbol{G}_{1}^{H}\left(\boldsymbol{G}_{2} \boldsymbol{Q}_{2} \boldsymbol{G}_{2}^{H}+\boldsymbol{I}_{N_{\mathrm{e}}}\right)^{-1}+\boldsymbol{I}_{N_{\mathrm{e}}}\right|\right]^{+} \tag{5}
\end{align*}
$$

If the EJ mode is chosen, Tx2 jams by transmitting encoded codewords instead of Gaussian noise. By adopting appropriate coding approaches, Bob can successfully decode the signal of Tx 2 and then eliminate the interference, while Eve cannot, even if it knows the codebooks. We show in Appendix A that under the EJ scheme, model (4) can be seen as a special case of the two-user wiretap channel, where both the users transmit secret messages. The achievable region of such a system has been widely studied, but the capacity region remains as an open problem [24], [25]. Therefore, in the following theorem, we provide an inner bound on the secrecy rate of Tx1 when Tx2 works on the EJ mode.

Theorem 1. For given $Q_{1}$ and $Q_{2}$, if $T x 2$ adopts the EJ strategy for cooperative jamming, then, secrecy rate satisfying

$$
\begin{equation*}
R \leq R_{E J} \triangleq \max \{\min \{\hat{R}, \tilde{R}\}, \bar{R}\} \tag{6}
\end{equation*}
$$

is achievable under the strong secrecy metric, where

$$
\begin{align*}
\hat{R} & =\left[\log \left|\boldsymbol{H}_{1} \boldsymbol{Q}_{1} \boldsymbol{H}_{1}^{H}+\boldsymbol{I}_{N_{b}}\right|\right. \\
& \left.-\log \left|\boldsymbol{G}_{1} \boldsymbol{Q}_{1} \boldsymbol{G}_{1}^{H}\left(\boldsymbol{G}_{2} \boldsymbol{Q}_{2} \boldsymbol{G}_{2}^{H}+\boldsymbol{I}_{N_{e}}\right)^{-1}+\boldsymbol{I}_{N_{e}}\right|\right]^{+} \\
\tilde{R} & =\left[\log \left|\boldsymbol{H}_{1} \boldsymbol{Q}_{1} \boldsymbol{H}_{1}^{H}+\boldsymbol{H}_{2} \boldsymbol{Q}_{2} \boldsymbol{H}_{2}^{H}+\boldsymbol{I}_{N_{b}}\right|\right. \\
& \left.-\log \left|\boldsymbol{G}_{1} \boldsymbol{Q}_{1} \boldsymbol{G}_{1}^{H}+\boldsymbol{G}_{2} \boldsymbol{Q}_{2} \boldsymbol{G}_{2}^{H}+\boldsymbol{I}_{N_{e}}\right|\right]^{+} \\
\bar{R} & =\left[\log \left|\boldsymbol{H}_{1} \boldsymbol{Q}_{1} \boldsymbol{H}_{1}^{H}+\boldsymbol{I}_{N_{b}}\right|-\log \left|\boldsymbol{G}_{1} \boldsymbol{Q}_{1} \boldsymbol{G}_{1}^{H}+\boldsymbol{I}_{N_{e}}\right|\right]^{+} . \tag{7}
\end{align*}
$$

Proof: See Appendix A.
Remark 1. Comparing (5) with (7), we see that $R_{G N}$ and $R_{E J}$ do not obey a fixed ordering relationship that holds in all channel conditions. This is due to the fact that the two jamming schemes operate on distinct principles. In the GN scheme, Tx2 directly transmits an uncoded random signal, which interferes with both Bob and Eve. Differently, in the EJ scheme, Tx2 transmits a randomly chosen codeword from a codebook of given rate. By designing the coding scheme, Bob can successfully decode and eliminate the interference from Tx2, but Eve cannot even if it knows the codebooks. This makes it possible for the EJ scheme to outperform the GN method. However, this may not always hold because to ensure that Bob can decode both the desired information and the


Fig. 1. Left: secrecy rate versus $\boldsymbol{Q}_{1}$ with $\boldsymbol{Q}_{2}=20 \mathrm{~dB}, \boldsymbol{H}_{1}=-0.5+2 i$, $\boldsymbol{H}_{2}=0.5-0.5 i, \boldsymbol{G}_{1}=-0.5+0.5 i$, and $\boldsymbol{G}_{2}=-1-0.5 i$. Right: secrecy rate versus $\boldsymbol{Q}_{2}$ with $\boldsymbol{Q}_{1}=20 \mathrm{~dB}, \boldsymbol{H}_{1}=-0.5-i, \boldsymbol{H}_{2}=0.5+0.5 i$, $\boldsymbol{G}_{1}=0.5 i$, and $\boldsymbol{G}_{2}=0.2 i$.
jammer message, more constraints are imposed on the secrecy rate of TxI (see (7)).

To get a more intuitive understanding of Remark 1, we consider a system with single-antenna nodes, i.e., $N_{1}=N_{2}=$ $N_{\mathrm{b}}=N_{\mathrm{e}}=1$, and depict $R_{\mathrm{GN}}$ and $R_{\mathrm{EJ}}$ for given channel realizations in Fig. 1. ${ }^{2}$ It can be seen that under certain channel conditions, the EJ scheme exhibits superior performance over the GN scheme, but there are also scenarios where its performance is inferior to that of the GN scheme. Driven by this observation, in this paper we consider a cooperative jammer that can choose between the GN and EJ schemes, depending on the channel state.

Based on (5) and Theorem 1, an inner bound (achievable lower bound) to the secrecy capacity of the Gaussian MIMO wiretap channel defined in (4) under the strong secrecy metric is given by

$$
\begin{equation*}
\underline{C}=\max \left\{R_{\mathrm{GN}}, R_{\mathrm{EJ}}\right\} \tag{8}
\end{equation*}
$$

In this information theoretic setting, as usual in physical layer security works, we assume that full channel state information (CSI) is known and simply determine the best strategy based on the best achievable secrecy rate, i.e., Tx2 works on the GN mode if $R_{\mathrm{GN}} \geq R_{\mathrm{EJ}}$, and on the EJ mode if $R_{\mathrm{GN}}<R_{\mathrm{EJ}}$. Note that, as explained in Remark 1 and shown in Fig. 1, $R_{\text {GN }}$ and $R_{\text {EJ }}$ do not obey a fixed ordering relationship that holds in all channel states. Therefore, if the channel state changes and the relationship between $R_{\mathrm{GN}}$ and $R_{\mathrm{EJ}}$ is reversed, Tx2 can shift its working mode from one to another. In a practical scenario, of course, lack of CSI may make things more complicated. However, wiretap channels in the presence of non-perfect or missing CSI are still a wide open problem in information theory and they are well beyond the scope of this paper. In this paper we stick to the classical setting of full CSI, based

[^2]on which Tx1 and Tx2 can agree on the best strategy and use it to achieve the best secrecy rate available.

This paper aims to maximize $\underline{C}$ by optimizing the covariance matrices $\boldsymbol{Q}_{1}$ and $\boldsymbol{Q}_{2}$, and investigate the secrecy performance of Tx1 under different jamming schemes. Obviously, the problem can be solved by separately maximizing $R_{\mathrm{GN}}$ and $R_{\mathrm{EJ}}$, i.e., considering the following two subproblems

$$
\begin{array}{cl}
\max _{\boldsymbol{Q}_{1}, \boldsymbol{Q}_{2}} & R_{\mathrm{GN}} \\
\text { s.t. } & \boldsymbol{Q}_{k} \succeq \mathbf{0}, \operatorname{tr}\left(\boldsymbol{Q}_{k}\right) \leq P_{k}, \forall k \in\{1,2\}, \\
\max _{\boldsymbol{Q}_{1}, \boldsymbol{Q}_{2}} & R_{\mathrm{EJ}} \\
\text { s.t. } & \boldsymbol{Q}_{k} \succeq \mathbf{0}, \operatorname{tr}\left(\boldsymbol{Q}_{k}\right) \leq P_{k}, \forall k \in\{1,2\} . \tag{10}
\end{array}
$$

## C. Special Case: Real and Scalar Gaussian Channel

Before addressing the general problem, we first consider the real and scalar Gaussian channel studied in [17, (19)], which is a special case of (4). We show that in this case, $\underline{C}$ in (8) can be easily computed, and the resulting value of $\underline{C}$ is consistent with that provided in [17, Theorem 3] although [17] considered the weak secrecy metric. With appropriate notation adjustments, the channel model in [17, (19)] can be expressed as follows

$$
\begin{align*}
& y=x_{1}+\sqrt{\mu} x_{2}+\varepsilon_{\mathrm{b}} \\
& z=\sqrt{\nu} x_{1}+x_{2}+\varepsilon_{\mathrm{e}} \tag{11}
\end{align*}
$$

where $x_{k} \sim \mathcal{N}\left(0, q_{k}\right), \varepsilon_{\mathrm{b}}, \varepsilon_{\mathrm{e}} \sim \mathcal{N}(0,1)$, and $\mu$ and $\nu$ are positive real numbers. Obviously, (11) is a special case of (4). In this scenario, the rates in (5) and (7) can be simplified as

$$
\begin{align*}
R_{\mathrm{GN}} & =\left[\gamma\left(\frac{q_{1}}{1+\mu q_{2}}\right)-\gamma\left(\frac{\nu q_{1}}{1+q_{2}}\right)\right]^{+}, \\
\hat{R} & =\left[\gamma\left(q_{1}\right)-\gamma\left(\frac{\nu q_{1}}{1+q_{2}}\right)\right]^{+}, \\
\tilde{R} & =\left[\gamma\left(q_{1}+\mu q_{2}\right)-\gamma\left(\nu q_{1}+q_{2}\right)\right]^{+}, \\
\bar{R} & =\left[\gamma\left(q_{1}\right)-\gamma\left(\nu q_{1}\right)\right]^{+}, \tag{12}
\end{align*}
$$

where $\gamma(\cdot)=\frac{1}{2} \log (1+\cdot)$. Then, $\underline{C}$ in (8) can be rewritten as

$$
\begin{align*}
\underline{C} & =\max \left\{R_{\mathrm{GN}}, \max \{\min \{\hat{R}, \tilde{R}\}, \bar{R}\}\right\} \\
& =\max \left\{\max \left\{R_{\mathrm{GN}}, \min \{\hat{R}, \tilde{R}\}\right\}, \bar{R}\right\} . \tag{13}
\end{align*}
$$

By checking the value of $\mu$, the expression of $\underline{C}$ can be simplified to a more concise form as shown in the following lemma. The proof is straightforward and it is omitted because of space limitation.

Lemma 1. For the real and scalar Gaussian wiretap channel in (11), with fixed transmit power $q_{1}$ and $q_{2}$, the secrecy rate $\underline{C}$ in (8) is given by (13), where $\max \left\{R_{G N}, \min \{\hat{R}, \tilde{R}\}\right\}$ can be computed as follows

$$
\max \left\{R_{G N}, \min \{\hat{R}, \tilde{R}\}\right\}= \begin{cases}\hat{R}, & \text { if } \mu \geq 1+q_{1}  \tag{14}\\ \tilde{R}, & \text { if } 1 \leq \mu<1+q_{1} \\ R_{G N}, & \text { if } \mu<1\end{cases}
$$

It can be readily checked that Lemma 1 is consistent with [17, Theorem 3]. In this special case, the problem of maximizing $\underline{C}$ can be easily and optimally solved (see [17, Lemma 1]). However, for the general MIMO case considered in this paper, the problem is significantly more complicated and has not been addressed in the existing literature. In the following sections, we focus on solving (9) and (10) by separately considering the SIMO and MIMO cases.

## III. Optimal Power Control for the Simo Case

In this section, we consider the SIMO case, where both the transmitters have one antenna, while Bob and Eve have multiple antennas. In this case, the covariance matrix $\boldsymbol{Q}_{k}$ and channel matrices $\boldsymbol{H}_{k}$ and $\boldsymbol{G}_{k}$ respectively reduce to $q_{k} \in \mathbb{R}$, $\boldsymbol{h}_{k} \in \mathbb{C}_{N_{\mathrm{b}} \times 1}$, and $\boldsymbol{g}_{k} \in \mathbb{C}_{N_{\mathrm{e}} \times 1}$. We prove that although the power control problems are non-convex, the optimal solution in closed form can be obtained for different jamming schemes.

## A. GN Scheme

In the SIMO case, $R_{\mathrm{GN}}$ in (5) can be rewritten as

$$
\begin{align*}
R_{\mathrm{GN}}= & {\left[\log \left|q_{1} \boldsymbol{h}_{1} \boldsymbol{h}_{1}^{H}\left(q_{2} \boldsymbol{h}_{2} \boldsymbol{h}_{2}^{H}+\boldsymbol{I}_{N_{\mathrm{b}}}\right)^{-1}+\boldsymbol{I}_{N_{\mathrm{b}}}\right|\right.} \\
& \left.-\log \left|q_{1} \boldsymbol{g}_{1} \boldsymbol{g}_{1}^{H}\left(q_{2} \boldsymbol{g}_{2} \boldsymbol{g}_{2}^{H}+\boldsymbol{I}_{N_{\mathrm{e}}}\right)^{-1}+\boldsymbol{I}_{N_{\mathrm{e}}}\right|\right]^{+} \tag{15}
\end{align*}
$$

If Tx2 adopts the GN jamming strategy, we consider problem (9), which becomes

$$
\begin{array}{cl}
\max _{q_{1}, q_{2}} & R_{\mathrm{GN}} \\
\text { s.t. } & 0 \leq q_{k} \leq P_{k}, \forall k \in\{1,2\} . \tag{16}
\end{array}
$$

From (15), we see that problem (16) is non-convex. However, we show in the following theorem that it can be optimally solved.

Theorem 2. The optimal solution of problem (16) is $q_{1}^{*}=P_{1}$ and

$$
q_{2}^{*}=\left\{\begin{array}{l}
-\frac{c}{b}, \text { if } a=0, b<0, \text { and } 0<-\frac{c}{b}<P_{2},  \tag{17}\\
\arg \max _{q_{2} \in\left\{P_{0}, P_{2}\right\}} R_{G N}, \text { if } a>0, b^{2}-4 a c>0, \text { and } 0<P_{0}<P_{2}, \\
\arg \max _{q_{2} \in\left\{0, P_{0}\right\}} R_{G N}, \text { if } a<0, b^{2}-4 a c>0, \text { and } 0<P_{0}<P_{2}, \\
\arg \max _{q_{2} \in\left\{0, P_{2}\right\}} R_{G N}, \text { otherwise, }
\end{array}\right.
$$

where $a, b$, and $c$ are defined in (78), and $P_{0}$ is given in (79).

## Proof: See Appendix B.

Theorem 2 shows that in the optimal case, Tx1 always transmits at the maximum power, while the power of Tx2 can be found by simply checking the channel condition and verifying a few possible solutions.

## B. EJ Scheme

In the SIMO case, $\hat{R}, \tilde{R}$, and $\bar{R}$ in (7) can be rewritten as

$$
\begin{align*}
\hat{R} & =\left[\log \left|q_{1} \boldsymbol{h}_{1} \boldsymbol{h}_{1}^{H}+\boldsymbol{I}_{N_{\mathrm{b}}}\right|\right. \\
& \left.-\log \left|q_{1} \boldsymbol{g}_{1} \boldsymbol{g}_{1}^{H}\left(q_{2} \boldsymbol{g}_{2} \boldsymbol{g}_{2}^{H}+\boldsymbol{I}_{N_{\mathrm{e}}}\right)^{-1}+\boldsymbol{I}_{N_{\mathrm{e}}}\right|\right]^{+}, \\
\tilde{R} & =\left[\log \left|q_{1} \boldsymbol{h}_{1} \boldsymbol{h}_{1}^{H}+q_{2} \boldsymbol{h}_{2} \boldsymbol{h}_{2}^{H}+\boldsymbol{I}_{N_{\mathrm{b}}}\right|\right. \\
& \left.-\log \left|q_{1} \boldsymbol{g}_{1} \boldsymbol{g}_{1}^{H}+q_{2} \boldsymbol{g}_{2} \boldsymbol{g}_{2}^{H}+\boldsymbol{I}_{N_{\mathrm{e}}}\right|\right]^{+}, \\
\bar{R} & =\left[\log \left|q_{1} \boldsymbol{h}_{1} \boldsymbol{h}_{1}^{H}+\boldsymbol{I}_{N_{\mathrm{b}}}\right|-\log \left|q_{1} \boldsymbol{g}_{1} \boldsymbol{g}_{1}^{H}+\boldsymbol{I}_{N_{\mathrm{e}}}\right|\right]^{+} . \tag{18}
\end{align*}
$$

If Tx2 operates in the EJ mode, we consider problem (10), which becomes

$$
\begin{array}{cl}
\max _{q_{1}, q_{2}} & \max \{\min \{\hat{R}, \tilde{R}\}, \bar{R}\} \\
\text { s.t. } & 0 \leq q_{k} \leq P_{k}, \forall k \in\{1,2\} \tag{19}
\end{array}
$$

Obviously, problem (19) can be solved by separately maximizing $\min \{\hat{R}, \tilde{R}\}$ and $\bar{R}$. Note that (18) implies that $\bar{R}$ can be obtained directly from either $\hat{R}$ or $\tilde{R}$ by simply letting $q_{2}=0$. Therefore, (19) can be equivalently simplified to

$$
\begin{array}{cl}
\max _{q_{1}, q_{2}} & \min \{\hat{R}, \tilde{R}\} \\
\text { s.t. } & 0 \leq q_{k} \leq P_{k}, \forall k \in\{1,2\} \tag{20}
\end{array}
$$

which is a max-min problem and is usually difficult to solve. However, we prove that (20) can be optimally solved. Before giving the result, we first consider the following two problems

$$
\begin{array}{cl}
\max _{q_{1}, q_{2}} & \hat{R} \\
\text { s.t. } & \hat{P}_{1, \mathrm{lb}} \leq q_{1} \leq \hat{P}_{1, \mathrm{ub}}, 0 \leq q_{2} \leq P_{2}, \\
\max _{q_{1}, q_{2}} & \tilde{R} \\
\text { s.t. } & \tilde{P}_{1, \mathrm{lb}} \leq q_{1} \leq \tilde{P}_{1, \mathrm{ub}}, \quad 0 \leq q_{2} \leq P_{2}, \tag{22}
\end{array}
$$

which respectively maximize $\hat{R}$ and $\tilde{R}$. Note that different from (20), new lower and upper bounds $\hat{P}_{1, \mathrm{lb}}, \hat{P}_{1, \mathrm{ub}}, \tilde{P}_{1, \mathrm{lb}}, \tilde{P}_{1, \mathrm{ub}} \in\left[0, P_{1}\right]$ are imposed on $q_{1}$ in (21) and (22), and apparently, these bounds satisfy $\hat{P}_{1, \mathrm{lb}}<\hat{P}_{1, \mathrm{ub}}$ and $\tilde{P}_{1, \mathrm{lb}}<\tilde{P}_{1, \mathrm{ub}}$. In the following theorem we show that both (21) and (22) can be optimally solved, based on which (20) can then be solved.

Theorem 3. The optimal solution of problem (21) is

$$
\hat{q}_{1}^{*}=\left\{\begin{array}{l}
\hat{P}_{1, u b}, \text { if } \boldsymbol{h}_{1}^{H} \boldsymbol{h}_{1}>\boldsymbol{g}_{1}^{H}\left(P_{2} \boldsymbol{g}_{2} \boldsymbol{g}_{2}^{H}+\boldsymbol{I}_{N_{e}}\right)^{-1} \boldsymbol{g}_{1},  \tag{23}\\
\hat{P}_{1, l b}, \text { otherwise } .
\end{array}\right.
$$

and $\hat{q}_{2}^{*}=P_{2}$. The optimal solution of problem (22) is

$$
\begin{equation*}
\left(\tilde{q}_{1}^{*}, \tilde{q}_{2}^{*}\right)=\arg \max _{\left(q_{1}, q_{2}\right) \in\left\{\left(\tilde{P}_{1, l b}, 0\right),\left(\tilde{P}_{1, b b}, P_{2}\right),\left(\tilde{P}_{1, u b}, 0\right),\left(\tilde{P}_{1, u b}, P_{2}\right)\right\}} \tilde{R}, \tag{R}
\end{equation*}
$$

which can be easily found by checking four possible solutions.

## Proof: See Appendix C.

Theorem 3 shows that problems (21) and (22) can be optimally solved by respectively checking the channel condition and assessing the values of $\tilde{R}$ under four feasible solutions. Note that to make a distinction, we use $\left(\hat{q}_{1}^{*}, \hat{q}_{2}^{*}\right)$ and $\left(\tilde{q}_{1}^{*}, \tilde{q}_{2}^{*}\right)$ to respectively denote the optimal solutions of (21) and (22).

In the following theorem, we show that the optimal solution of (20), which is also the optimal solution of (19), can be obtained based on Theorem 3.

Theorem 4. The optimal solution of problem (20) can be obtained by considering the following three different cases.

- If $\boldsymbol{g}_{2}^{H} \boldsymbol{g}_{2} \leq \boldsymbol{h}_{2}^{H}\left(P_{1} \boldsymbol{h}_{1} \boldsymbol{h}_{1}^{H}+\boldsymbol{I}_{N_{b}}\right)^{-1} \boldsymbol{h}_{2}$, the optimal objective function value of (20) is $\hat{R}\left(\hat{q}_{1}^{*}, \hat{q}_{2}^{*}\right)$, where $\left(\hat{q}_{1}^{*}, \hat{q}_{2}^{*}\right)$ is obtained by letting $\left(\hat{P}_{1, l b}, \hat{P}_{1, u b}\right)=\left(0, P_{1}\right)$ and solving (21).
- If $\boldsymbol{g}_{2}^{H} \boldsymbol{g}_{2} \geq \boldsymbol{h}_{2}^{H} \boldsymbol{h}_{2}$, the optimal objective function value of $(20)$ is $\tilde{R}\left(\tilde{q}_{1}^{*}, \tilde{q}_{2}^{*}\right)$, where $\left(\tilde{q}_{1}^{*}, \tilde{q}_{2}^{*}\right)$ is obtained by letting $\left(\tilde{P}_{1, l b}, \tilde{P}_{1, u b}\right)=\left(0, P_{1}\right)$ and solving (22).
- If $\boldsymbol{h}_{2}^{H}\left(P_{1} \boldsymbol{h}_{1} \boldsymbol{h}_{1}^{H}+\boldsymbol{I}_{N_{b}}\right)^{-1} \boldsymbol{h}_{2}<\boldsymbol{g}_{2}^{H} \boldsymbol{g}_{2}<\boldsymbol{h}_{2}^{H} \boldsymbol{h}_{2}$, the optimal objective function value of (20) is

$$
\begin{equation*}
\max \left\{\hat{R}\left(\hat{q}_{1}^{*}, \hat{q}_{2}^{*}\right), \tilde{R}\left(\tilde{q}_{1}^{*}, \tilde{q}_{2}^{*}\right)\right\} \tag{25}
\end{equation*}
$$

where $\left(\hat{q}_{1}^{*}, \hat{q}_{2}^{*}\right)$ is obtained by letting $\left(\hat{P}_{1, l b}, \hat{P}_{1, u b}\right)=$ $\left(0, P_{0}^{\prime}\right)$ and solving (21), ( $\left.\tilde{q}_{1}^{*}, \tilde{q}_{2}^{*}\right)$ is obtained by letting $\left(\tilde{P}_{1, l b}, \tilde{P}_{1, u b}\right)=\left(P_{0}^{\prime}, P_{1}\right)$ and solving (22), and $P_{0}^{\prime}$ is given in (92).

Proof: See Appendix D.

## IV. SD-BaSEd Low-complexity Precoder Design for the MIMO CaSE

In this section, we consider the general MIMO system and propose specialized SD-based low-complexity (SDLC) schemes to address the precoder design problems for different jamming schemes. Before introducing the schemes, we first present some preliminary results on the SD of matrices to set the stage for the subsequent discussions.

## A. Preliminaries on $S D$ of Matrices

Lemma 2. [26, Theorem 2] If two matrices $\boldsymbol{F}_{1}, \boldsymbol{F}_{2} \in \mathbb{C}^{N \times N}$ are both positive semi-definite, they can be simultaneously diagonalized, i.e., there exists a matrix $\boldsymbol{U}$ such that $\boldsymbol{U}^{H} \boldsymbol{F}_{1} \boldsymbol{U}$ and $\boldsymbol{U}^{H} \boldsymbol{F}_{2} \boldsymbol{U}$ are diagonal matrices.

While [26] does not give an explicit way to compute the diagonalizing matrix $\boldsymbol{U}$, we provide a method in the following. Denote the eigen-decomposition of $\boldsymbol{F}_{1}+\boldsymbol{F}_{2}$ by

$$
\boldsymbol{F}_{1}+\boldsymbol{F}_{2}=\boldsymbol{\Psi}_{1}\left[\begin{array}{ll}
\boldsymbol{\Upsilon} & \mathbf{0}  \tag{26}\\
\mathbf{0} & \mathbf{0}
\end{array}\right] \boldsymbol{\Psi}_{1}^{H}
$$

where $\boldsymbol{\Psi}_{1} \in \mathbb{C}^{N \times N}$ is a unitary matrix, $\boldsymbol{\Upsilon} \in \mathbb{R}^{\hat{N} \times \hat{N}}$ is a diagonal matrix with positive diagonal entries, and $\hat{N}=$ $\operatorname{rank}\left(\boldsymbol{F}_{1}+\boldsymbol{F}_{2}\right)$. Based on $\boldsymbol{\Psi}_{1}$ and $\boldsymbol{\Upsilon}$, we construct a matrix $\boldsymbol{U}_{1}$ as follows

$$
\boldsymbol{U}_{1}=\boldsymbol{\Psi}_{1}\left[\begin{array}{cc}
\boldsymbol{\Upsilon}^{-\frac{1}{2}} & \mathbf{0}  \tag{27}\\
\mathbf{0} & \boldsymbol{\Pi}_{1}
\end{array}\right]
$$

where $\boldsymbol{\Pi}_{1}$ can be any square matrix of dimension $N-\hat{N}$. Applying $\boldsymbol{U}_{1}$ to $\boldsymbol{F}_{1}+\boldsymbol{F}_{2}$, it is obvious that

$$
\boldsymbol{U}_{1}^{H}\left(\boldsymbol{F}_{1}+\boldsymbol{F}_{2}\right) \boldsymbol{U}_{1}=\left[\begin{array}{cc}
\boldsymbol{I}_{\hat{N}} & \mathbf{0}  \tag{28}\\
\mathbf{0} & \mathbf{0}
\end{array}\right]
$$

where the $(\hat{N}+1)$-th to $N$-th diagonal entries are all zero. Let $\boldsymbol{u}_{1, n}$ denote the $n$-th column of $\boldsymbol{U}_{1}$. Then, we know from (28) that

$$
\begin{equation*}
\boldsymbol{u}_{1, n}^{H}\left(\boldsymbol{F}_{1}+\boldsymbol{F}_{2}\right) \boldsymbol{u}_{1, n}=0, \forall n \in\{\hat{N}+1, \cdots, N\} \tag{29}
\end{equation*}
$$

based on which we have

$$
\begin{equation*}
\boldsymbol{u}_{1, n}^{H} \boldsymbol{F}_{1} \boldsymbol{u}_{1, n}=0, \forall n \in\{\hat{N}+1, \cdots, N\} \tag{30}
\end{equation*}
$$

since $\boldsymbol{F}_{1}$ and $\boldsymbol{F}_{2}$ are both positive semi-definite. (30) indicates that if we apply $\boldsymbol{U}_{1}$ to $\boldsymbol{F}_{1}$, the $(\hat{N}+1)$-th to $N$-th diagonal entries of $\boldsymbol{U}_{1}^{H} \boldsymbol{F}_{1} \boldsymbol{U}_{1}$ are all zero. Then, it is known from the proof of [26, Lemma 2] that $\boldsymbol{U}_{1}^{H} \boldsymbol{F}_{1} \boldsymbol{U}_{1}$ takes on the following block matrix form

$$
\boldsymbol{U}_{1}^{H} \boldsymbol{F}_{1} \boldsymbol{U}_{1}=\left[\begin{array}{ll}
\boldsymbol{J} & \mathbf{0}  \tag{31}\\
\mathbf{0} & \mathbf{0}
\end{array}\right]
$$

where $\boldsymbol{J} \in \mathbb{C}^{\hat{N}} \times \hat{N}$. Denote the eigen-decomposition of $\boldsymbol{J}$ by

$$
\begin{equation*}
\boldsymbol{J}=\boldsymbol{\Psi}_{2} \operatorname{diag}\left\{\eta_{1}, \cdots, \eta_{\hat{N}}\right\} \boldsymbol{\Psi}_{2}^{H} \tag{32}
\end{equation*}
$$

where $\boldsymbol{\Psi}_{2} \in \mathbb{C}^{\hat{N}} \times \hat{N}$. Since

$$
\begin{align*}
\boldsymbol{U}_{1}^{H} \boldsymbol{F}_{1} \boldsymbol{U}_{1} & =\left[\begin{array}{ll}
\boldsymbol{J} & \mathbf{0} \\
\mathbf{0} & \mathbf{0}
\end{array}\right] \succeq \mathbf{0}, \\
\boldsymbol{U}_{1}^{H} \boldsymbol{F}_{2} \boldsymbol{U}_{1} & =\left[\begin{array}{cc}
\boldsymbol{I}_{\hat{N}}-\boldsymbol{J} & \mathbf{0} \\
\mathbf{0} & \mathbf{0}
\end{array}\right] \succeq \mathbf{0}, \tag{33}
\end{align*}
$$

we have $\mathbf{0} \preceq \boldsymbol{J} \preceq \boldsymbol{I}_{\hat{N}}$, which indicates that the eigenvalues in (32) satisfy $0 \leq \eta_{t} \leq 1, \forall n \in\{1, \cdots \hat{N}\}$. We construct another matrix $\boldsymbol{U}_{2}$ and let $\boldsymbol{U}$ be the product of $\boldsymbol{U}_{1}$ and $\boldsymbol{U}_{2}$,

$$
\begin{align*}
\boldsymbol{U}_{2} & =\left[\begin{array}{cc}
\boldsymbol{\Psi}_{2} & \mathbf{0} \\
\mathbf{0} & \boldsymbol{\Pi}_{2}
\end{array}\right] \\
\boldsymbol{U} & =\boldsymbol{U}_{1} \boldsymbol{U}_{2} \tag{34}
\end{align*}
$$

where $\Pi_{2}$ can be any square matrix of dimension $N-\hat{N}$. Then, it is known from (32), (33), and (34) that $\boldsymbol{F}_{1}$ and $\boldsymbol{F}_{2}$ can be simultaneously diagonalized by $\boldsymbol{U}$ as follows

$$
\begin{align*}
& \boldsymbol{U}^{H} \boldsymbol{F}_{1} \boldsymbol{U}=\operatorname{diag}\left\{\eta_{1}, \cdots, \eta_{\hat{N}}, 0, \cdots, 0\right\} \\
& \boldsymbol{U}^{H} \boldsymbol{F}_{2} \boldsymbol{U}=\operatorname{diag}\left\{1-\eta_{1}, \cdots, 1-\eta_{\hat{N}}, 0, \cdots, 0\right\} \tag{35}
\end{align*}
$$

Note that as shown above, if $\hat{N}<N, \boldsymbol{\Pi}_{1}$ and $\boldsymbol{\Pi}_{2}$ can be any square matrices of dimension $N-\hat{N}$. Moreover, since the eigen-decomposition of a matrix is unique if and only if all its eigenvalues are distinct, $\boldsymbol{\Psi}_{1}$ and $\boldsymbol{\Psi}_{2}$ in (26) and (32) may not be unique. Therefore, there may be different ways to simultaneously diagonalize $\boldsymbol{F}_{1}$ and $\boldsymbol{F}_{2}$.

## B. GN Scheme

If Tx2 adopts the GN scheme for cooperative jamming, we consider problem (9). A similar problem has been studied in [11] under the constraint $Q_{1} \preceq S$ (see [11, (4)]) for Tx1, where $\boldsymbol{S}$ is some positive semi-definite matrix. Obviously, the constraint $\operatorname{tr}\left(\boldsymbol{Q}_{1}\right) \leq P_{1}$ considered in this paper is more general. Due to the more restrictive constraint, the system's performance may be limited and the scheme provided in [11] does not apply here.

Since (9) is non-convex and analytically intractable, we provide a heuristic solution by iteratively optimizing $\boldsymbol{Q}_{1}$ and
$\boldsymbol{Q}_{2}$, i.e., dealing with the following problems in an alternative manner

$$
\begin{array}{cc}
\max _{\boldsymbol{Q}_{1}} & \ln \left|\boldsymbol{H}_{1} \boldsymbol{Q}_{1} \boldsymbol{H}_{1}^{H}\left(\boldsymbol{C}_{2}+\boldsymbol{I}_{N_{\mathrm{b}}}\right)^{-1}+\boldsymbol{I}_{N_{\mathrm{b}}}\right| \\
& -\ln \left|\boldsymbol{G}_{1} \boldsymbol{Q}_{1} \boldsymbol{G}_{1}^{H}\left(\boldsymbol{D}_{2}+\boldsymbol{I}_{N_{\mathrm{e}}}\right)^{-1}+\boldsymbol{I}_{N_{\mathrm{e}}}\right| \\
\text { s.t. } & \boldsymbol{Q}_{1} \succeq \mathbf{0}, \operatorname{tr}\left(\boldsymbol{Q}_{1}\right) \leq P_{1}, \\
\max _{\boldsymbol{Q}_{2}} & \ln \left|\boldsymbol{C}_{1}\left(\boldsymbol{H}_{2} \boldsymbol{Q}_{2} \boldsymbol{H}_{2}^{H}+\boldsymbol{I}_{N_{\mathrm{b}}}\right)^{-1}+\boldsymbol{I}_{N_{\mathrm{b}}}\right| \\
& -\ln \left|\boldsymbol{D}_{1}\left(\boldsymbol{G}_{2} \boldsymbol{Q}_{2} \boldsymbol{G}_{2}^{H}+\boldsymbol{I}_{N_{\mathrm{e}}}\right)^{-1}+\boldsymbol{I}_{N_{\mathrm{e}}}\right| \\
\text { s.t. } & \boldsymbol{Q}_{2} \succeq \mathbf{0}, \operatorname{tr}\left(\boldsymbol{Q}_{2}\right) \leq P_{2}, \tag{37}
\end{array}
$$

where $\boldsymbol{C}_{k}=\boldsymbol{H}_{k} \boldsymbol{Q}_{k} \boldsymbol{H}_{k}^{H}, \boldsymbol{D}_{k}=\boldsymbol{G}_{k} \boldsymbol{Q}_{k} \boldsymbol{G}_{k}^{H}, \forall k \in\{1,2\}$, and $[.]^{+}$is omitted for convenience. In the following we deal with (36) and (37) using the SD technique, and show that a good feasible point in closed form can be obtained for each of them.

1) SD-based scheme for solving (36): Denote $\hat{\boldsymbol{H}}_{1}=$ $\left(\boldsymbol{C}_{2}+\boldsymbol{I}_{N_{\mathrm{b}}}\right)^{-\frac{1}{2}} \boldsymbol{H}_{1}$ and $\hat{\boldsymbol{G}}_{1}=\left(\boldsymbol{D}_{2}+\boldsymbol{I}_{N_{\mathrm{e}}}\right)^{-\frac{1}{2}} \boldsymbol{G}_{1}$. Then, using (1), problem (36) can be equivalently transformed to

$$
\begin{array}{ll}
\max _{\boldsymbol{Q}_{1}} & \ln \left|\hat{\boldsymbol{H}}_{1} \boldsymbol{Q}_{1} \hat{\boldsymbol{H}}_{1}^{H}+\boldsymbol{I}_{N_{\mathrm{b}}}\right|-\ln \left|\hat{\boldsymbol{G}}_{1} \boldsymbol{Q}_{1} \hat{\boldsymbol{G}}_{1}^{H}+\boldsymbol{I}_{N_{\mathrm{e}}}\right| \\
\text { s.t. } & \boldsymbol{Q}_{1} \succeq \mathbf{0}, \operatorname{tr}\left(\boldsymbol{Q}_{1}\right) \leq P_{1} . \tag{38}
\end{array}
$$

Obviously, (38) can be seen as the secrecy rate maximization problem of the classical MIMOME channel [27], [28], where $\hat{\boldsymbol{H}}_{1}$ and $\hat{\boldsymbol{G}}_{1}$ are respectively the channel matrices from the transmitter to Bob and Eve. Such a problem has been widely studied and the analytical capacity-achieving solution exists for some special cases [28]-[31]. However, the analytical solution for the general MIMO channel is still an open problem. In [31], the SD technique was proposed to solve the problem, and its superiority in terms of both secrecy rate and computational complexity, over the iterative MM-based algorithm [32] as well as the generalized singular value decomposition (GSVD) approach [33], was verified. For completeness, we provide the main steps of this scheme for solving (38) below.

Since $\hat{\boldsymbol{H}}_{1}^{H} \hat{\boldsymbol{H}}_{1}$ and $\hat{\boldsymbol{G}}_{1}^{H} \hat{\boldsymbol{G}}_{1}$ are both positive semi-definite, we known from Lemma 2 that they can be simultaneously diagonalized. A matrix $\boldsymbol{V}$ can be constructed such that

$$
\begin{align*}
\boldsymbol{V}^{H} \hat{\boldsymbol{H}}_{1}^{H} \hat{\boldsymbol{H}}_{1} \boldsymbol{V} & =\operatorname{diag}\left\{\phi_{1}, \cdots, \phi_{\hat{N}_{1}}, 0, \cdots, 0\right\} \\
\boldsymbol{V}^{H} \hat{\boldsymbol{G}}_{1}^{H} \hat{\boldsymbol{G}}_{1} \boldsymbol{V} & =\operatorname{diag}\left\{1-\phi_{1}, \cdots, 1-\phi_{\hat{N}_{1}}, 0, \cdots, 0\right\}, \tag{39}
\end{align*}
$$

where $\hat{N}_{1}=\operatorname{rank}\left(\hat{\boldsymbol{H}}_{1}^{H} \hat{\boldsymbol{H}}_{1}+\hat{\boldsymbol{G}}_{1}^{H} \hat{\boldsymbol{G}}_{1}\right)$ and $0 \leq \phi_{n} \leq 1, \forall n \in$ $\left\{1, \cdots, \hat{N}_{1}\right\}$. Let

$$
\begin{equation*}
\boldsymbol{Q}_{1}=\boldsymbol{V} \boldsymbol{\Theta} \boldsymbol{V}^{H} \tag{40}
\end{equation*}
$$

where $\boldsymbol{\Theta} \triangleq \operatorname{diag}\left\{\theta_{1}, \cdots, \theta_{N_{1}}\right\}$ has non-negative real diagonal entries. Based on (1), (3), (39) and (40), the objective function of (38) and $\operatorname{tr}\left(\boldsymbol{Q}_{1}\right)$ in the constraint can be rewritten as

$$
\begin{align*}
& \ln \left|\hat{\boldsymbol{H}}_{1} \boldsymbol{Q}_{1} \hat{\boldsymbol{H}}_{1}^{H}+\boldsymbol{I}_{N_{\mathrm{b}}}\right|-\ln \left|\hat{\boldsymbol{G}}_{1} \boldsymbol{Q}_{1} \hat{\boldsymbol{G}}_{1}^{H}+\boldsymbol{I}_{N_{\mathrm{e}}}\right| \\
= & \ln \left|\boldsymbol{V}^{H} \hat{\boldsymbol{H}}_{1}^{H} \hat{\boldsymbol{H}}_{1} \boldsymbol{V} \boldsymbol{\Theta}+\boldsymbol{I}_{N_{\mathrm{b}}}\right|-\ln \left|\boldsymbol{V}^{H} \hat{\boldsymbol{G}}_{1}^{H} \hat{\boldsymbol{G}}_{1} \boldsymbol{V} \boldsymbol{\Theta}+\boldsymbol{I}_{N_{\mathrm{e}}}\right| \\
= & \sum_{n=1}^{\hat{N}_{1}}\left[\ln \left(\phi_{n} \theta_{n}+1\right)-\ln \left(\left(1-\phi_{n}\right) \theta_{n}+1\right)\right], \tag{41}
\end{align*}
$$

and

$$
\begin{align*}
\operatorname{tr}\left(\boldsymbol{Q}_{1}\right) & =\operatorname{tr}\left(\boldsymbol{V}^{H} \boldsymbol{V} \boldsymbol{\Theta}\right) \\
& =\sum_{n=1}^{N_{1}}\left\|\boldsymbol{v}_{n}\right\|^{2} \theta_{n}, \tag{42}
\end{align*}
$$

where $\boldsymbol{v}_{n}$ is the $n$-th column of $\boldsymbol{V}$. Then, instead of directly solving (38), we consider the following problem

$$
\begin{array}{ll}
\min _{\Theta} & \sum_{n=1}^{\hat{N}_{1}}\left[-\ln \left(\phi_{n} \theta_{n}+1\right)+\ln \left(\left(1-\phi_{n}\right) \theta_{n}+1\right)\right] \\
\text { s.t. } & \theta_{n} \geq 0, \forall n \in\left\{1, \cdots, N_{1}\right\}, \\
& \sum_{n=1}^{N_{1}}\left\|\boldsymbol{v}_{n}\right\|^{2} \theta_{n} \leq P_{2} . \tag{43c}
\end{array}
$$

Although (43) is non-convex, its optimal solution can be obtained in closed form [31, Theorem 1]. The only additional step required is a one-dimensional line search with respect to a Lagrange multiplier variable.

Lemma 3. The optimal solution of problem (43) is
$\theta_{n}^{*}\left(\alpha^{*}\right)=\left\{\begin{array}{l}0, \text { if } \hat{N}_{1} \leq n \leq N_{1} \text { or }\left\{1 \leq n \leq \hat{N}_{1} \text { and } 0 \leq \phi_{n} \leq \frac{1}{2}\right\}, \\ {\left[\frac{1}{\alpha^{*}\left\|\boldsymbol{v}_{n}\right\|^{2}}-1\right]^{+}, \text {if } 1 \leq n \leq \hat{N}_{1} \text { and } \phi_{n}=1,} \\ \frac{\left[-1+\sqrt{1-4 \phi_{n}\left(1-\phi_{n}\right)\left(1+\frac{1-2 \phi_{n}}{\alpha^{*}\left\|\boldsymbol{v}_{n}\right\|^{2}}\right)}\right]^{+}}{2 \phi_{n}\left(1-\phi_{n}\right)}, \text { if } 1 \leq n \leq \hat{N}_{1} \\ \text { and } \frac{1}{2}<\phi_{n}<1,\end{array}\right.$
where $\alpha^{*}$ is the Lagrange multiplier attached to the constraint (43c), and it can be found by using the bisection searching method such that (43c) holds with equality.

Once problem (43) is solved, a solution to (36) and (38) can be obtained based on (40). Denote the SD-based lowcomplexity approach proposed for solving (36) by SDLC1. Note that due to the limitations imposed by (40) on the formation of $Q_{1}$, while (43) can be solved optimally, the solution to (36) obtained from Theorem 3 and (40) may not necessarily be optimal.
2) SD-based scheme for solving (37): Since $Q_{2}$ appears in the inverse term of the objective function, the SD technique cannot be directly applied to deal with (37). In the following we first make a transformation to its objective function, and then show that the SD technique can still be applied and a good feasible point in closed form can be obtained. Denote $\hat{\boldsymbol{H}}_{2}=$ $\left(\boldsymbol{C}_{1}+\boldsymbol{I}_{N_{\mathrm{b}}}\right)^{-\frac{1}{2}} \boldsymbol{H}_{2}$ and $\hat{\boldsymbol{G}}_{2}=\left(\boldsymbol{D}_{1}+\boldsymbol{I}_{N_{\mathrm{e}}}\right)^{-\frac{1}{2}} \boldsymbol{G}_{2}$. Then, based on (1) and (2), the objective function of (37) can be rewritten as

$$
\begin{align*}
& \ln \left|\boldsymbol{H}_{2} \boldsymbol{Q}_{2} \boldsymbol{H}_{2}^{H}+\boldsymbol{C}_{1}+\boldsymbol{I}_{N_{\mathrm{b}}}\right|-\ln \left|\boldsymbol{H}_{2} \boldsymbol{Q}_{2} \boldsymbol{H}_{2}^{H}+\boldsymbol{I}_{N_{\mathrm{b}}}\right| \\
&-\ln \left|\boldsymbol{G}_{2} \boldsymbol{Q}_{2} \boldsymbol{G}_{2}^{H}+\boldsymbol{D}_{1}+\boldsymbol{I}_{N_{\mathrm{e}}}\right|+\ln \left|\boldsymbol{G}_{2} \boldsymbol{Q}_{2} \boldsymbol{G}_{2}^{H}+\boldsymbol{I}_{N_{\mathrm{e}}}\right| \\
&= \ln \left|\hat{\boldsymbol{H}}_{2} \boldsymbol{Q}_{2} \hat{\boldsymbol{H}}_{2}^{H}+\boldsymbol{I}_{N_{\mathrm{b}}}\right|-\ln \left|\boldsymbol{H}_{2} \boldsymbol{Q}_{2} \boldsymbol{H}_{2}^{H}+\boldsymbol{I}_{N_{\mathrm{b}}}\right| \\
&- \ln \left|\hat{\boldsymbol{G}}_{2} \boldsymbol{Q}_{2} \hat{\boldsymbol{G}}_{2}^{H}+\boldsymbol{I}_{N_{\mathrm{e}}}\right|+\ln \left|\boldsymbol{G}_{2} \boldsymbol{Q}_{2} \boldsymbol{G}_{2}^{H}+\boldsymbol{I}_{N_{\mathrm{e}}}\right| \\
&+ \ln \left|\boldsymbol{C}_{1}+\boldsymbol{I}_{N_{\mathrm{b}}}\right|-\ln \left|\boldsymbol{D}_{1}+\boldsymbol{I}_{N_{\mathrm{e}}}\right| . \tag{45}
\end{align*}
$$

Neglecting the constant terms in (45), problem (37) can be equivalently transformed to

$$
\begin{align*}
\min _{\boldsymbol{Q}_{2}} & -\ln \left|\hat{\boldsymbol{H}}_{2} \boldsymbol{Q}_{2} \hat{\boldsymbol{H}}_{2}^{H}+\boldsymbol{I}_{N_{\mathrm{b}}}\right|-\ln \left|\boldsymbol{G}_{2} \boldsymbol{Q}_{2} \boldsymbol{G}_{2}^{H}+\boldsymbol{I}_{N_{\mathrm{c}}}\right| \\
& +\ln \left|\boldsymbol{H}_{2} \boldsymbol{Q}_{2} \boldsymbol{H}_{2}^{H}+\boldsymbol{I}_{N_{\mathrm{b}}}\right|+\ln \left|\hat{\boldsymbol{G}}_{2} \boldsymbol{Q}_{2} \hat{\boldsymbol{G}}_{2}^{H}+\boldsymbol{I}_{N_{\mathrm{e}}}\right|  \tag{46a}\\
\text { s.t. } & \boldsymbol{Q}_{2} \succeq \mathbf{0}, \operatorname{tr}\left(\boldsymbol{Q}_{2}\right) \leq P_{2} .
\end{align*}
$$

Due to the log-concavity of determinant, (46) is a difference of convex (DC) programming. The iterative MM-based method can thus be applied to get a sequence of convex subproblems. Specifically, let $Q_{2,0}$ denote the solution obtained in the previous iteration. Using the first-order Taylor series approximation to linearize the third and fourth log-determinant terms in (46a) [34], we get the following upper bound

$$
\begin{align*}
& \ln \left|\boldsymbol{H}_{2} \boldsymbol{Q}_{2} \boldsymbol{H}_{2}^{H}+\boldsymbol{I}_{N_{\mathrm{b}}}\right|+\ln \left|\hat{\boldsymbol{G}}_{2} \boldsymbol{Q}_{2} \hat{\boldsymbol{G}}_{2}^{H}+\boldsymbol{I}_{N_{\mathrm{e}}}\right| \\
\leq & \ln \left|\boldsymbol{H}_{2} \boldsymbol{Q}_{2,0} \boldsymbol{H}_{2}^{H}+\boldsymbol{I}_{N_{\mathrm{b}}}\right|+\ln \left|\hat{\boldsymbol{G}}_{2} \boldsymbol{Q}_{2,0} \hat{\boldsymbol{G}}_{2}^{H}+\boldsymbol{I}_{N_{\mathrm{e}}}\right| \\
+ & \operatorname{tr}\left(\boldsymbol{A} \boldsymbol{Q}_{2}\right)-\operatorname{tr}\left(\boldsymbol{A} \boldsymbol{Q}_{2,0}\right) \tag{47}
\end{align*}
$$

where $\boldsymbol{A}=\boldsymbol{H}_{2}^{H}\left(\boldsymbol{H}_{2} \boldsymbol{Q}_{2,0} \boldsymbol{H}_{2}^{H}+\boldsymbol{I}_{N_{\mathrm{b}}}\right)^{-1} \boldsymbol{H}_{2}+\hat{\boldsymbol{G}}_{2}^{H}\left(\hat{\boldsymbol{G}}_{2} \boldsymbol{Q}_{2,0} \hat{\boldsymbol{G}}_{2}^{H}\right.$ $\left.+\boldsymbol{I}_{N_{\mathrm{e}}}\right)^{-1} \hat{\boldsymbol{G}}_{2}$. Then, based on (47), we solve (46) by iteratively dealing with the following problem

$$
\begin{align*}
\min _{\boldsymbol{Q}_{2}} & -\ln \left|\hat{\boldsymbol{H}}_{2} \boldsymbol{Q}_{2} \hat{\boldsymbol{H}}_{2}^{H}+\boldsymbol{I}_{N_{\mathrm{b}}}\right|-\ln \left|\boldsymbol{G}_{2} \boldsymbol{Q}_{2} \boldsymbol{G}_{2}^{H}+\boldsymbol{I}_{N_{\mathrm{e}}}\right| \\
& +\operatorname{tr}\left(\boldsymbol{A} \boldsymbol{Q}_{2}\right)  \tag{48a}\\
\text { s.t. } & \boldsymbol{Q}_{2} \succeq \mathbf{0}, \operatorname{tr}\left(\boldsymbol{Q}_{2}\right) \leq P_{2} \tag{48b}
\end{align*}
$$

which is convex and can thus be optimally solved using some standard tools like the interior-point method. However, the presence of log-determinant terms in the objective function makes it extremely time-consuming [31]. Hence, we propose to solve it using again the SD technique.

Since $\hat{\boldsymbol{H}}_{2}^{H} \hat{\boldsymbol{H}}_{2}$ and $\boldsymbol{G}_{2}^{H} \boldsymbol{G}_{2}$ are both positive semi-definite, according to Lemma 2, a diagonalizing matrix $\boldsymbol{W}$ can be constructed such that

$$
\begin{align*}
\boldsymbol{W}^{H} \hat{\boldsymbol{H}}_{2}^{H} \hat{\boldsymbol{H}}_{2} \boldsymbol{W} & =\operatorname{diag}\left\{\rho_{1}, \cdots, \rho_{\hat{N}_{2}}, 0, \cdots, 0\right\} \\
\boldsymbol{W}^{H} \boldsymbol{G}_{2}^{H} \boldsymbol{G}_{2} \boldsymbol{W} & =\operatorname{diag}\left\{1-\rho_{1}, \cdots, 1-\rho_{\hat{N}_{2}}, 0, \cdots, 0\right\} \tag{49}
\end{align*}
$$

where $\hat{N}_{2}=\operatorname{rank}\left(\hat{\boldsymbol{H}}_{2}^{H} \hat{\boldsymbol{H}}_{2}+\boldsymbol{G}_{2}^{H} \boldsymbol{G}_{2}\right)$ and $0 \leq \rho_{n} \leq 1, \forall n \in$ $\left\{1, \cdots, \hat{N}_{2}\right\}$. Let

$$
\begin{equation*}
\boldsymbol{Q}_{2}=\boldsymbol{W} \boldsymbol{\Lambda} \boldsymbol{W}^{H} \tag{50}
\end{equation*}
$$

where $\boldsymbol{\Lambda} \triangleq \operatorname{diag}\left\{\lambda_{1}, \cdots, \lambda_{N_{2}}\right\}$ has non-negative real diagonal entries. Based on (1), (3), (49), and (50), the objective function (48a) and $\operatorname{tr}\left(\boldsymbol{Q}_{2}\right)$ in constraint (48b) can be rewritten as

$$
\begin{align*}
& -\ln \left|\hat{\boldsymbol{H}}_{2} \boldsymbol{Q}_{2} \hat{\boldsymbol{H}}_{2}^{H}+\boldsymbol{I}_{N_{\mathrm{b}}}\right|-\ln \left|\boldsymbol{G}_{2} \boldsymbol{Q}_{2} \boldsymbol{G}_{2}^{H}+\boldsymbol{I}_{N_{\mathrm{e}}}\right|+\operatorname{tr}\left(\boldsymbol{A} \boldsymbol{Q}_{2}\right) \\
& =-\ln \left|\boldsymbol{W}^{H} \hat{\boldsymbol{H}}_{2}^{H} \hat{\boldsymbol{H}}_{2} \boldsymbol{W} \boldsymbol{\Lambda}+\boldsymbol{I}_{N_{\mathrm{b}}}\right|-\ln \left|\boldsymbol{W}^{H} \boldsymbol{G}_{2}^{H} \boldsymbol{G}_{2} \boldsymbol{W} \boldsymbol{\Lambda}+\boldsymbol{I}_{N_{\mathrm{e}}}\right| \\
& +\operatorname{tr}\left(\boldsymbol{W}^{H} \boldsymbol{A} \boldsymbol{W} \boldsymbol{\Lambda}\right) \\
& =\sum_{n=1}^{\hat{N}_{2}}\left[-\ln \left(\rho_{n} \lambda_{n}+1\right)-\ln \left(\left(1-\rho_{n}\right) \lambda_{n}+1\right)\right]+\sum_{n=1}^{N_{2}} a_{n} \lambda_{n},(51) \tag{51}
\end{align*}
$$

and

$$
\begin{align*}
\operatorname{tr}\left(\boldsymbol{Q}_{2}\right) & =\operatorname{tr}\left(\boldsymbol{W}^{H} \boldsymbol{W} \boldsymbol{\Lambda}\right) \\
& =\sum_{n=1}^{N_{2}}\left\|\boldsymbol{w}_{n}\right\|^{2} \lambda_{n} \tag{52}
\end{align*}
$$

where $a_{n}$ is the $n$-th diagonal entry of $\boldsymbol{W}^{H} \boldsymbol{A} \boldsymbol{W}$ and $\boldsymbol{w}_{n}$ is the $n$-th column of $\boldsymbol{W}$. Then, instead of solving (48) using the general tools, we consider the following problem

$$
\begin{align*}
\min _{\Lambda} & \sum_{n=1}^{\hat{N}_{2}}\left[-\ln \left(\rho_{n} \lambda_{n}+1\right)-\ln \left(\left(1-\rho_{n}\right) \lambda_{n}+1\right)\right]+\sum_{n=1}^{N_{2}} a_{n} \lambda_{n} \\
\text { s.t. } & \lambda_{n} \geq 0, \forall n \in\left\{1, \cdots, N_{2}\right\}  \tag{53b}\\
& \sum_{n=1}^{N_{2}}\left\|\boldsymbol{w}_{n}\right\|^{2} \lambda_{n} \leq P_{2} \tag{53c}
\end{align*}
$$

which is convex. In the following theorem we provide its optimal solution in closed form (the only additional step required is a one-dimensional line search).

Theorem 5. The optimal solution of problem (53) is
$\lambda_{n}^{*}\left(\beta^{*}\right)=\left\{\begin{array}{l}0, \text { if } \hat{N}_{2}+1 \leq n \leq N_{2}, \\ {\left[\frac{1}{a_{n}+\beta^{*}\left\|\boldsymbol{w}_{n}\right\|^{2}}-1\right]^{+}, \text {if } 1 \leq n \leq \hat{N}_{2} \text { and } \rho_{n}=0 \text { or } 1,} \\ \frac{\left[-1+\frac{2 \rho_{n}\left(1-\rho_{n}\right)}{a_{n}+\beta^{*}\left\|\boldsymbol{w}_{n}\right\|^{2}}+\sqrt{\left(2 \rho_{n}-1\right)^{2}+\frac{4 \rho_{n}^{2}\left(1-\rho_{n}\right)^{2}}{\left(a_{n}+\beta^{*}\left\|\boldsymbol{w}_{n}\right\|^{2}\right)^{2}}}\right]^{+}}{2 \rho_{n}\left(1-\rho_{n}\right)}, \\ \text { if } 1 \leq n \leq \hat{N}_{2} \text { and } 0<\rho_{n}<1 .\end{array}\right.$
If $\lambda_{n}^{*}(0)$ makes the constraint (53c) hold, $\beta^{*}=0$. Otherwise, $\beta^{*}$ can be found using the bisection searching method such that (53c) holds with equality.

Proof: See Appendix E.
To distinguish from SDLC1, we denote the SD-based lowcomplexity scheme for solving (48) by SDLC2. Then, the proposed approach to solve (9) consists of alternatively applying SDLC1 and SDLC2 for a specific fine number of iterations, as summarized in Algorithm 1.

```
Algorithm 1 SD-based low-complexity scheme for solving (9)
    Initialize \(\boldsymbol{Q}_{1}\) and \(\boldsymbol{Q}_{2}\).
    for \(l_{1}=1: L_{1}\) do
        Solve (36) and update \(Q_{1}\) using SDLC1.
        for \(l_{2}=1: L_{2}\) do
            Let \(\boldsymbol{Q}_{2,0}=\boldsymbol{Q}_{2}\) and calculate \(\boldsymbol{A}\). Solve (48) and
    update \(Q_{2}\) using SDLC2.
        end for
    end for
```


## C. EJ Scheme

Now we consider the EJ scheme for Tx2 and problem (10). Since $R_{\mathrm{EJ}}=\max \{\min \{\hat{R}, \tilde{R}\}, \bar{R}\}$, (10) can be decomposed into two subproblems as follows

$$
\begin{array}{cl}
\max _{\boldsymbol{Q}_{1}} & \bar{R} \\
\text { s.t. } & \boldsymbol{Q}_{1} \succeq \mathbf{0}, \operatorname{tr}\left(\boldsymbol{Q}_{1}\right) \leq P_{1}, \\
\max _{\boldsymbol{Q}_{1}, \boldsymbol{Q}_{2}} & \min \{\hat{R}, \tilde{R}\} \\
\text { s.t. } & \boldsymbol{Q}_{k} \succeq \mathbf{0}, \operatorname{tr}\left(\boldsymbol{Q}_{k}\right) \leq P_{k}, \forall k \in\{1,2\} . \tag{56}
\end{array}
$$

Let $\boldsymbol{Q}_{1}^{\star}$ and $\left(\boldsymbol{Q}_{1}^{*}, \boldsymbol{Q}_{2}^{*}\right)$ respectively denote the optimal solutions of (55) and (56). From the expressions of $\bar{R}, \hat{R}$, and $\tilde{R}$ in (7) we know that

$$
\begin{align*}
\min \left\{\hat{R}\left(\boldsymbol{Q}_{1}^{*}, \boldsymbol{Q}_{2}^{*}\right), \tilde{R}\left(\boldsymbol{Q}_{1}^{*}, \boldsymbol{Q}_{2}^{*}\right)\right\} & \geq \min \left\{\hat{R}\left(\boldsymbol{Q}_{1}^{\star}, \mathbf{0}\right), \tilde{R}\left(\boldsymbol{Q}_{1}^{\star}, \mathbf{0}\right)\right\} \\
& =\bar{R}\left(\boldsymbol{Q}_{1}^{\star}\right), \tag{57}
\end{align*}
$$

implying that the optimal solution $\left(\boldsymbol{Q}_{1}^{*}, \boldsymbol{Q}_{2}^{*}\right)$ of (56) is the optimal solution of (10), and

$$
\begin{equation*}
R_{\mathrm{EJ}}\left(\boldsymbol{Q}_{1}^{*}, \boldsymbol{Q}_{2}^{*}\right)=\min \left\{\hat{R}\left(\boldsymbol{Q}_{1}^{*}, \boldsymbol{Q}_{2}^{*}\right), \tilde{R}\left(\boldsymbol{Q}_{1}^{*}, \boldsymbol{Q}_{2}^{*}\right)\right\} \tag{58}
\end{equation*}
$$

Therefore, if (56) can be optimally solved, there is actually no need to consider (55). However, unlike the SIMO case, this is no longer possible. Therefore, we solve (55) and (56) separately, and obtain an achievable lower bound for (10).

Since $\bar{R}$ takes on the same form as the objective function of (38), problem (55) can be efficiently solved by SDLC1. Next, we solve (56) by separately maximizing $\hat{R}$ and $\tilde{R}$

$$
\begin{array}{cl}
\max _{\boldsymbol{Q}_{1}, \boldsymbol{Q}_{2}} & \hat{R} \\
\text { s.t. } & \boldsymbol{Q}_{k} \succeq \mathbf{0}, \operatorname{tr}\left(\boldsymbol{Q}_{k}\right) \leq P_{k}, \forall k \in\{1,2\}, \\
\max _{\boldsymbol{Q}_{1}, \boldsymbol{Q}_{2}} & \tilde{R} \\
\text { s.t. } & \boldsymbol{Q}_{k} \succeq \mathbf{0}, \operatorname{tr}\left(\boldsymbol{Q}_{k}\right) \leq P_{k}, \forall k \in\{1,2\} . \tag{60}
\end{array}
$$

Let $\overline{\boldsymbol{Q}}_{1},\left(\hat{\boldsymbol{Q}}_{1}, \hat{\boldsymbol{Q}}_{2}\right)$, and $\left(\tilde{\boldsymbol{Q}}_{1}, \tilde{\boldsymbol{Q}}_{2}\right)$ respectively denote the solutions (not necessarily optimal) of (55), (59), and (60). Since $\left(\boldsymbol{Q}_{1}^{*}, \boldsymbol{Q}_{2}^{*}\right)$ is the optimal solution of (10), we must have
$R_{\mathrm{EJ}}\left(\boldsymbol{Q}_{1}^{*}, \boldsymbol{Q}_{2}^{*}\right) \geq \max \left\{R_{\mathrm{EJ}}\left(\overline{\boldsymbol{Q}}_{1}, \mathbf{0}\right), R_{\mathrm{EJ}}\left(\hat{\boldsymbol{Q}}_{1}, \hat{\boldsymbol{Q}}_{2}\right), R_{\mathrm{EJ}}\left(\tilde{\boldsymbol{Q}}_{1}, \tilde{\boldsymbol{Q}}_{2}\right)\right\}$.
According to (61), an achievable lower bound to $R_{\mathrm{EJ}}\left(\boldsymbol{Q}_{1}^{*}, \boldsymbol{Q}_{2}^{*}\right)$ can be obtained by separately solving (55), (59), and (60). Once they are solved, we choose the point among $\left(\overline{\boldsymbol{Q}}_{1}, \mathbf{0}\right),\left(\hat{\boldsymbol{Q}}_{1}, \hat{\boldsymbol{Q}}_{2}\right)$, and $\left(\tilde{\boldsymbol{Q}}_{1}, \tilde{\boldsymbol{Q}}_{2}\right)$ that produces the maximum $R_{\mathrm{EJ}}\left(\boldsymbol{Q}_{1}, \boldsymbol{Q}_{2}\right)$, as the heuristic solution to (10).

As stated above, (55) can be solved by SDLC1. Now we show that (59) and (60) can also be solved by iteratively applying SDLC1. Since they are both non-convex, we iteratively optimize $Q_{1}$ and $Q_{2}$. For problem (59), by respectively fixing $\boldsymbol{Q}_{2}$ and $\boldsymbol{Q}_{1}$, we consider subproblems

$$
\begin{array}{cl}
\max _{\boldsymbol{Q}_{1}} \ln \left|\boldsymbol{H}_{1} \boldsymbol{Q}_{1} \boldsymbol{H}_{1}^{H}+\boldsymbol{I}_{N_{\mathrm{b}}}\right|-\ln \left|\boldsymbol{G}_{1} \boldsymbol{Q}_{1} \boldsymbol{G}_{1}^{H}\left(\boldsymbol{D}_{2}+\boldsymbol{I}_{N_{\mathrm{e}}}\right)^{-1}+\boldsymbol{I}_{N_{\mathrm{e}}}\right| \\
\text { s.t. } & \boldsymbol{Q}_{1} \succeq \mathbf{0}, \operatorname{tr}\left(\boldsymbol{Q}_{1}\right) \leq P_{1}, \\
\max _{\boldsymbol{Q}_{2}} \ln \left|\boldsymbol{G}_{2} \boldsymbol{Q}_{2} \boldsymbol{G}_{2}^{H}+\boldsymbol{I}_{N_{\mathrm{e}}}\right|-\ln \left|\boldsymbol{G}_{2} \boldsymbol{Q}_{2} \boldsymbol{G}_{2}^{H}\left(\boldsymbol{D}_{1}+\boldsymbol{I}_{N_{\mathrm{e}}}\right)^{-1}+\boldsymbol{I}_{N_{\mathrm{e}}}\right| \\
\text { s.t. } & \boldsymbol{Q}_{2} \succeq \mathbf{0}, \operatorname{tr}\left(\boldsymbol{Q}_{2}\right) \leq P_{2}, \tag{63}
\end{array}
$$

where $\boldsymbol{D}_{1}$ and $\boldsymbol{D}_{2}$ are defined in (37). Obviously, (62) and (63) have similar expressions as (36). Therefore, both of them can be efficiently solved by using SDLC1. Then, we solve
(60) also in an alternative manner. With fixed $\boldsymbol{Q}_{2}$ and $\boldsymbol{Q}_{1}$, we get two subproblems as follows

$$
\begin{array}{cl}
\max _{\boldsymbol{Q}_{1}} & \ln \left|\boldsymbol{H}_{1} \boldsymbol{Q}_{1} \boldsymbol{H}_{1}^{H}\left(\boldsymbol{C}_{2}+\boldsymbol{I}_{N_{\mathrm{b}}}\right)^{-1}+\boldsymbol{I}_{N_{\mathrm{b}}}\right| \\
& -\ln \left|\boldsymbol{G}_{1} \boldsymbol{Q}_{1} \boldsymbol{G}_{1}^{H}\left(\boldsymbol{D}_{2}+\boldsymbol{I}_{N_{\mathrm{e}}}\right)^{-1}+\boldsymbol{I}_{N_{\mathrm{e}}}\right| \\
\text { s.t. } & \boldsymbol{Q}_{1} \succeq \mathbf{0}, \operatorname{tr}\left(\boldsymbol{Q}_{1}\right) \leq P_{1}, \\
\max _{\boldsymbol{Q}_{2}} & \ln \left|\boldsymbol{H}_{2} \boldsymbol{Q}_{2} \boldsymbol{H}_{2}^{H}\left(\boldsymbol{C}_{1}+\boldsymbol{I}_{N_{\mathrm{b}}}\right)^{-1}+\boldsymbol{I}_{N_{\mathrm{b}}}\right| \\
& -\ln \left|\boldsymbol{G}_{2} \boldsymbol{Q}_{2} \boldsymbol{G}_{2}^{H}\left(\boldsymbol{D}_{1}+\boldsymbol{I}_{N_{\mathrm{e}}}\right)^{-1}+\boldsymbol{I}_{N_{\mathrm{e}}}\right| \\
\text { s.t. } & \boldsymbol{Q}_{2} \succeq \mathbf{0}, \operatorname{tr}\left(\boldsymbol{Q}_{2}\right) \leq P_{2} . \tag{65}
\end{array}
$$

where $C_{1}$ and $C_{2}$ are defined in (37). Obviously, (64) and (65) can also be solved by SDLC1.

The method for solving (10) is summarized in the following Algorithm 2.

```
Algorithm 2 SD-based low-complexity scheme for solving
(10)
    Solve (55) using SDLC1 and obtain \(\bar{Q}_{1}\).
    Initialize \(Q_{1}\) and \(Q_{2}\).
    for \(l_{3}=1: L_{3}\) do
        Update \(\boldsymbol{Q}_{1}\) and \(\boldsymbol{Q}_{2}\) by respectively solving (62) and
    (63) using SDLC1.
    end for
    Let \(\left(\hat{\boldsymbol{Q}}_{1}, \hat{\boldsymbol{Q}}_{2}\right)=\left(\boldsymbol{Q}_{1}, \boldsymbol{Q}_{2}\right)\) be the solution to (59).
    Re-initialize \(\boldsymbol{Q}_{1}\) and \(\boldsymbol{Q}_{2}\).
    for \(l_{4}=1: L_{4}\) do
        Update \(\boldsymbol{Q}_{1}\) and \(\boldsymbol{Q}_{2}\) by respectively solving (64) and
    (65) using SDLC1.
    end for
    Let \(\left(\tilde{\boldsymbol{Q}}_{1}, \tilde{\boldsymbol{Q}}_{2}\right)=\left(\boldsymbol{Q}_{1}, \boldsymbol{Q}_{2}\right)\) be the solution to (60).
    Choose the point among \(\left(\overline{\boldsymbol{Q}}_{1}, \mathbf{0}\right),\left(\hat{\boldsymbol{Q}}_{1}, \hat{\boldsymbol{Q}}_{2}\right)\), and \(\left(\tilde{\boldsymbol{Q}}_{1}, \tilde{\boldsymbol{Q}}_{2}\right)\)
    that maximizes \(R_{\mathrm{EJ}}\left(\boldsymbol{Q}_{1}, \boldsymbol{Q}_{2}\right)\), as the solution to (10).
```


## D. Convergence and Complexity Analysis

1) Convergence Analysis: As shown in Algorithm 1 and Algorithm 2, we execute the proposed SDLC1 or SDLC2 schemes for a fixed number of iterations in both algorithms.
2) Complexity Analysis: To evaluate the complexity of the proposed algorithms, we count the total number of floatingpoint operations (FLOPs), where one FLOP represents a complex multiplication or summation, express it as a polynomial function of the dimensions of the matrices involved, and simplify the expression by ignoring all terms except the leading (i.e., highest order or dominant) terms [35], [36]. It is worth mentioning that the given analysis only shows how the bounds on computational complexity are related to different problem dimensions. The actual load may vary depending on the structure simplifications and used numerical solvers.

For convenience, we assume equal number of antennas for both transmitters, i.e., $N_{1}=N_{2}=N$. One may also use $\max \left\{N_{1}, N_{2}\right\}$ instead. Algorithm 1 and Algorithm 2 solve problems (9) and (10) by alternatively applying SDLC1 and SDLC2. Therefore, we first analyze the complexity of SDLC1, which is proposed to deal with (38) and also problems in similar forms (see (62) - (65)). The optimization


Fig. 2. SIMO case: average secrecy rate obtained by different schemes versus $P$ with $N_{\mathrm{b}}=4$.


Fig. 3. SIMO case: average secrecy rate obtained by different schemes versus $N_{\mathrm{b}}$ with $P=20 \mathrm{~dB}$.
of $\boldsymbol{Q}_{1}$ in SDLC1 involves matrix multiplications and eigendecompositions, which require a complexity of $\mathcal{O}\left(N^{3}\right)$. In addition, the bisection search used in (44) requires a complexity of $\mathcal{O}\left(N \log \left(\frac{1}{\tau}\right)\right)$, where $\tau$ is the convergence tolerance of the bisection searching method. Therefore, the implementation of SDLC1 involves a complexity of $\mathcal{O}\left(N^{3}+N \log \left(\frac{1}{\tau}\right)\right)$. Analogously, we can prove that SDLC2 also requires a complexity of $\mathcal{O}\left(N^{3}+N \log \left(\frac{1}{\tau}\right)\right)$. By simply counting the number of times SDLC1 and SDLC2 are executed, we know that the overall complexity of Algorithm 1 and Algorithm 2 is respectively $\mathcal{O}\left(L_{1} L_{2}\left(N^{3}+N \log \left(\frac{1}{\tau}\right)\right)\right)$ and $\mathcal{O}\left(2 \max \left\{L_{3}, L_{4}\right\}\left(N^{3}+N \log \left(\frac{1}{\tau}\right)\right)\right)$.

## V. Simulation Results

In this section, we evaluate the secrecy performance of the system by simulation. Our main focus is on the secrecy rate


Fig. 4. SIMO case: average secrecy rate obtained by different schemes versus $N_{\mathrm{e}}$ with $P=20 \mathrm{~dB}$.
$\underline{C}=\max \left\{R_{\mathrm{GN}}, R_{\mathrm{EJ}}\right\}$ under different parameter configurations. For comparison, we also depict $R_{\mathrm{GN}}$ and

$$
\begin{equation*}
R_{\mathrm{No}}=\left[\log \left|\boldsymbol{H}_{1} \boldsymbol{Q}_{1} \boldsymbol{H}_{1}^{H}+\boldsymbol{I}_{N_{\mathrm{b}}}\right|-\log \left|\boldsymbol{G}_{1} \boldsymbol{Q}_{1} \boldsymbol{G}_{1}^{H}+\boldsymbol{I}_{N_{\mathrm{e}}}\right|\right]^{+}, \tag{66}
\end{equation*}
$$

which is the secrecy rate of the "No"-jammer case, i.e., the MIMOME channel. To maximize $R_{\mathrm{No}}$, it can be easily verified that in the SIMO case, the optimal solution can be found, and in the MIMO case, the SDLC1 scheme can be applied. For convenience, we assume equal maximum power constraint for both transmitters, i.e., $P_{1}=P_{2}=P$. All results are obtained by averaging over 1000 independent channel realizations. In each realization, the entries of the channel matrices are generated according to independent and identically distributed complex Gaussian distribution with zero mean and unit variance.

## A. SIMO Case

In the SIMO case, all the power control problems that aim to maximize $R_{\mathrm{No}}, R_{\mathrm{GN}}$, and $\underline{C}$, respectively, can be solved optimally. In Figs. $2 \sim 4$, we study the effect of different parameters $P, N_{\mathrm{b}}$, and $N_{\mathrm{e}}$ on the secrecy rate. Several observations can be made. First, as expected, the secrecy rate achieved by all jamming schemes increases with $N_{\mathrm{b}}$ and $P$, and decreases with $N_{\mathrm{e}}$. Second, the introduction of a cooperative jammer and the utilization of either the GN or EJ scheme can lead to a significant enhancement in the secrecy performance of Tx1. In particular, a general secrecy rate improvement of over $50 \%$ is observed across various parameter configurations. Furthermore, compared to the GN scheme, enabling Tx2 to switch between the GN and EJ schemes results in a noticeable increase (approximately 10\%) in the secrecy rate of Tx1. In the following subsection, we will demonstrate that this improvement is much more substantial in the MIMO case.


Fig. 5. MISO case: average secrecy rate $R_{\mathrm{GN}}$ obtained by different schemes versus $N_{1}$ with $N_{\mathrm{b}}=1, N_{2}=2$, and $P=20 \mathrm{~dB}$.


Fig. 6. MIMO case with no jamming: average secrecy rate $R_{\text {No }}$ and computation time $T_{\mathrm{No}}$ versus $N_{1}$ with $N_{\mathrm{b}}=8, N_{\mathrm{e}}=8, N_{2}=0$, and $P=20 \mathrm{~dB}$.

## B. MIMO Case

Now we study the MIMO case. When performing Algorithm 1 and Algorithm 2, we set iteration numbers $L_{1}=5$, $L_{2}=50$, and $L_{3}=L_{4}=5$.

In Fig. 5, we consider the MISO case, where Bob has one antenna, and compare Algorithm 1 with the scheme given in [12], where Tx1 and Tx2 respectively apply maximum ratio and zero-forcing transmission strategies. It can be seen that when Eve has one antenna, i.e., $N_{\mathrm{e}}=1$, Algorithm 1 has a similar secrecy performance as the scheme provided in [12]. However, when $N_{\mathrm{e}}$ increases (even from 1 to 2), Algorithm 1 significantly outperforms the scheme in [12], indicating that when Eve has multiple antennas, more advanced beamforming strategies should be applied to enhance security.

In Fig. 6, we consider the MIMO case with no jamming and maximize $R_{\mathrm{No}}$ in (66). Both $R_{\mathrm{No}}$ and the computation time $T_{\mathrm{No}}$ required for one channel realization are depicted.


Fig. 7. MIMO case: average secrecy rate obtained by different schemes versus $N_{\mathrm{b}}$ with $N_{1}=2, N_{2}=4$, and $P=20 \mathrm{~dB}$.

We first maximize $R_{\text {No }}$ using the proposed SDLC1 scheme. Note that as a DC programming, this problem can also be solved by the conventional MM-based technique, which first obtains a convex approximation of (66), and then iteratively maximizes this approximation using some standard tools, e.g., CVX, etc. For convenience, we call this method MM-CVX. Fig. 6 shows that, in contrast to MM-CVX, the proposed SDLC1 scheme achieves better secrecy performance and, most importantly, the required computation time is several orders of magnitude lower. In the case with a cooperative jammer, we consider problems (9) and (10), and propose to solve them using Algorithm 1 and Algorithm 2, respectively. It can be easily verified that all subproblems (36), (37), and (62) $\sim$ (65), generated in solving (9) and (10), are DC programmings. Therefore, (9) and (10) can also be solved by iteratively applying MM-CVX. However, it can be inferred from Fig. 6 that this method has a similar secrecy performance in contrast to the SD-based schemes, but requires extremely high complexity since many iterations are needed. Due to space limitation, we do not provide the comparison here.

Fig. 7 and Fig. 8 depict the secrecy rate versus $N_{\mathrm{b}}$ and $N_{\mathrm{e}}$. Comparing these two figures with Fig. 3 and Fig. 4, it can be found that by deploying multiple antennas at the transmitters, the system's secrecy performance can be dramatically improved, and in addition, gaps between any two of $R_{\mathrm{No}}, R_{\mathrm{GN}}$, and $\underline{C}$ enlarge. This observation highlights two important points. First, jamming schemes are more effective in the MIMO case. For example, in Fig. 7, when $N_{\mathrm{b}}=N_{\mathrm{e}}=4$, we observe that $\left(\underline{C}-R_{\mathrm{No}}\right) / R_{\mathrm{No}}>450 \%$ and $\left(R_{\mathrm{GN}}-R_{\mathrm{No}}\right) / R_{\mathrm{No}}>150 \%$. Second, compared to the SIMO scenario where the EJ scheme provides only a $10 \%$ secrecy rate gain over the GN method, a substantial increase is observed in the MIMO case. For instance, in Fig. 7, when $N_{\mathrm{b}}=N_{\mathrm{e}}=4$, and in Fig. 8, when $N_{2}=N_{\mathrm{e}}=4$, we both observe that $\left(\underline{C}-R_{\mathrm{GN}}\right) / R_{\mathrm{GN}}>100 \%$, demonstrating an excellent secrecy enhancement brought by the EJ scheme.
It is worth noting that while $\underline{C}$ is significantly larger


Fig. 8. MIMO case: average secrecy rate obtained by different schemes versus $N_{\mathrm{e}}$ with $N_{\mathrm{b}}=4, N_{1}=2$, and $P=20 \mathrm{~dB}$.


Fig. 9. MIMO case: average secrecy rate obtained by different schemes versus $N_{1}$ with $N_{\mathrm{b}}=4, N_{\mathrm{e}}=8$, and $P=20 \mathrm{~dB}$.
than $R_{\mathrm{GN}}$ in many parameter configurations, there are still cases where $\underline{C}$ and $R_{\mathrm{GN}}$ are relatively close. For example, in Fig. 8, when $N_{2}=8$ and $N_{\mathrm{e}} \leq 3$, or when $N_{2}=4$ and $N_{\mathrm{e}} \geq 8, \underline{C}$ is quite close to $R_{\mathrm{GN}}$, indicating that in these instances, allowing Tx2 to switch between the GN and EJ schemes does not result in significant gains in the secrecy rate. This is because if $N_{\mathrm{e}}$ is small and $N_{2}$ is large, the interference beam of Tx2 can be designed to be narrow and precisely aligned with Eve. Then, the jamming interference experienced by Bob is negligible or minimal. Consequently, the additional advantage of the EJ scheme, which involves decoding the jamming signal first and subsequently canceling the interference, becomes limited. On the contrary, if $N_{\mathrm{e}}$ is large while $N_{2}$ is small, it indicates that Eve possesses a significant wiretapping capability, while the system's defense mechanisms may not be sufficient. Hence, the secrecy rate is small even after introducing a cooperative jammer. In this


Fig. 10. MIMO case: average secrecy rate obtained by different schemes versus $N_{2}$ with $N_{\mathrm{b}}=4, N_{\mathrm{e}}=4$, and $P=20 \mathrm{~dB}$.
case, additional techniques have to be employed to enhance the secrecy, e.g., introducing more jammers, deploying more antennas at the transmitters or Bob, etc.

Fig. 9 and Fig. 10 investigate the effect of $N_{1}$ and $N_{2}$. Note that for the case with no jammer, there is only Tx1. Therefore, the value of $N_{2}$ does not affect that of $R_{\mathrm{No}}$. Similar observations regarding the improvements in secrecy achieved by introducing a cooperative jammer and employing the EJ scheme can be made from Fig. 9 and Fig. 10, just as in the previous figures. In addition, it can be seen that with fixed $N_{\mathrm{b}}$ and $N_{\mathrm{e}}$, the gap between $\underline{C}$ and $R_{\mathrm{GN}}$ initially widens and then narrows as $N_{1}$ (or $N_{2}$ ) increases. This observation can be explained similarly as the phenomenon depicted in Fig. 8. Therefore, we can conclude that by taking full advantage of the GN and EJ schemes, the secrecy performance of the system can be greatly improved, particularly in situations where the information beam cannot be precisely aligned with Bob ( $N_{1}$ is not large enough) or the jamming beam cannot be precisely aligned with Eve ( $N_{2}$ is not large enough).

## VI. Conclusions

This paper studied the information-theoretic secrecy for a Gaussian MIMO wiretap channel with a cooperative jammer. In addition to the GN jamming scheme, the jammer can also operate in the EJ mode so that its signal only interferes with Bob. We provided an inner bound on the secrecy rate under the strong secrecy metric and aimed to maximize this bound. We first showed that optimal power control was available for the SIMO case. As for the MIMO case, we developed SD-based methods with quite a low complexity to solve the problems. Our results showed that the secrecy performance of the system can be greatly enhanced by introducing a cooperative jammer and allowing it to switch between the GN and EJ schemes.

## Appendix A <br> Proof of Theorem 1

We prove Theorem 1 based on the result in [24] and [25], which respectively studied the achievable regions of two-user and $K$-user DM wiretap channels under the strong secrecy criterion. Note that in this paper Tx1 has a secret message at rate $R$ for Bob, but Tx2 does not. Differently, all users in [24] or [25] transmit secret messages to Bob. To use the result, we assume that Tx2 also transmits a secret message to Bob at rate $R^{\prime}$. Then, the achievable region provided in [24] for the two-user DM wiretap channel can be directly extended to the continuous Gaussian case in a standard way, by first introducing input costs and then applying discretization [37]. Denote

$$
\begin{align*}
& \mathscr{R}_{1}\left(\boldsymbol{Q}_{1}, \boldsymbol{Q}_{2}\right)\left\{\begin{array}{l}
R \leq\left[I\left(\boldsymbol{x}_{1} ; \boldsymbol{y} \mid \boldsymbol{x}_{2}\right)-I\left(\boldsymbol{x}_{1} ; \boldsymbol{z}\right)\right]^{+}, \\
R^{\prime} \leq\left[I\left(\boldsymbol{x}_{2} ; \boldsymbol{y} \mid \boldsymbol{x}_{1}\right)-I\left(\boldsymbol{x}_{2} ; \boldsymbol{z}\right)\right]^{+}, \\
R+R^{\prime} \leq\left[I\left(\boldsymbol{x}_{1}, \boldsymbol{x}_{2} ; \boldsymbol{y}\right)-I\left(\boldsymbol{x}_{1}, \boldsymbol{x}_{2} ; \boldsymbol{z}\right)\right]^{+},
\end{array}\right.  \tag{67}\\
& \mathscr{R}_{2}\left(\boldsymbol{Q}_{1}, \boldsymbol{Q}_{2}\right)\left\{\begin{array}{l}
R^{\prime}=0, \\
R \leq\left[I\left(\boldsymbol{x}_{1} ; \boldsymbol{y} \mid \boldsymbol{x}_{2}\right)-I\left(\boldsymbol{x}_{1} ; \boldsymbol{z} \mid \boldsymbol{x}_{2}\right)\right]^{+},
\end{array}\right.  \tag{68}\\
& \mathscr{R}_{3}\left(\boldsymbol{Q}_{1}, \boldsymbol{Q}_{2}\right)\left\{\begin{array}{l}
R=0, \\
R^{\prime} \leq\left[I\left(\boldsymbol{x}_{2} ; \boldsymbol{y} \mid \boldsymbol{x}_{1}\right)-I\left(\boldsymbol{x}_{2} ; \boldsymbol{z} \mid \boldsymbol{x}_{1}\right)\right]^{+},
\end{array}\right. \tag{69}
\end{align*}
$$

where the mutual information expressions can be computed based on the channel model (4). For brevity, we only provide the detailed expressions for some of them in (73). Based on [24, Theorem 1] it is known that for given $\boldsymbol{Q}_{1}$ and $\boldsymbol{Q}_{2}$, any rate pair $\left(R, R^{\prime}\right)$ in the following region is achievable under the strong secrecy metric

$$
\begin{equation*}
\mathscr{R}_{1}\left(\boldsymbol{Q}_{1}, \boldsymbol{Q}_{2}\right) \cup \mathscr{R}_{2}\left(\boldsymbol{Q}_{1}, \boldsymbol{Q}_{2}\right) \cup \mathscr{R}_{3}\left(\boldsymbol{Q}_{1}, \boldsymbol{Q}_{2}\right) \tag{70}
\end{equation*}
$$

Since $R$ is always 0 in region $\mathscr{R}_{3}\left(\boldsymbol{Q}_{1}, \boldsymbol{Q}_{2}\right)$, in the following, we derive (6) mainly from $\mathscr{R}_{1}\left(\boldsymbol{Q}_{1}, \boldsymbol{Q}_{2}\right)$ and $\mathscr{R}_{2}\left(\boldsymbol{Q}_{1}, \boldsymbol{Q}_{2}\right)$.

From the achievability proof in [24] we know that to achieve a rate pair in $\mathscr{R}_{1}\left(\boldsymbol{Q}_{1}, \boldsymbol{Q}_{2}\right)$, redundant messages have to be introduced to both users, i.e., besides the secret message, each user also transmits a redundant message at certain rate, such that the secret messages can be perfectly protected. By simply setting $R^{\prime}=0$ in $\mathscr{R}_{1}\left(\boldsymbol{Q}_{1}, \boldsymbol{Q}_{2}\right)$, we know that any secrecy rate $R$ satisfying

$$
\begin{align*}
R \leq \min \{ & {\left[I\left(\boldsymbol{x}_{1} ; \boldsymbol{y} \mid \boldsymbol{x}_{2}\right)-I\left(\boldsymbol{x}_{1} ; \boldsymbol{z}\right)\right]^{+} } \\
& {\left.\left[I\left(\boldsymbol{x}_{1}, \boldsymbol{x}_{2} ; \boldsymbol{y}\right)-I\left(\boldsymbol{x}_{1}, \boldsymbol{x}_{2} ; \boldsymbol{z}\right)\right]^{+}\right\}, } \tag{71}
\end{align*}
$$

is achievable. Note that although we set $R^{\prime}=0$, it does not imply that Tx2 transmits no message. This can be understood by considering the $R^{\prime}=\epsilon$ case, where $\epsilon$ is an arbitrarily small positive number. Then, it is known from [24] that to protect the secret message (although its rate $R^{\prime}$ approaches 0 ), Tx 2 transmits a redundant message at certain rate such that Bob can decode the information and then eliminate the interference, but Eve cannot even if it knows the codebooks. The EJ scheme can thus be implemented.

Note that it is not always possible to guarantee that Bob can decode all the messages but Eve cannot. For example, if the channel condition from Tx2 to Eve is much better than that from Tx2 to Bob, it is possible for Eve to decode the
message of Tx 2 and then eliminate the interference. In this case, $\mathscr{R}_{2}\left(\boldsymbol{Q}_{1}, \boldsymbol{Q}_{2}\right)$ implies that the following region

$$
\begin{equation*}
R \leq\left[I\left(\boldsymbol{x}_{1} ; \boldsymbol{y} \mid \boldsymbol{x}_{2}\right)-I\left(\boldsymbol{x}_{1} ; \boldsymbol{z} \mid \boldsymbol{x}_{2}\right)\right]^{+} \tag{72}
\end{equation*}
$$

is achievable. Denote the upper bounds in (71) and (72) by

$$
\begin{align*}
\hat{R} & =\left[I\left(\boldsymbol{x}_{1} ; \boldsymbol{y} \mid \boldsymbol{x}_{2}\right)-I\left(\boldsymbol{x}_{1} ; \boldsymbol{z}\right)\right]^{+} \\
& =\left[\log \left|\boldsymbol{H}_{1} \boldsymbol{Q}_{1} \boldsymbol{H}_{1}^{H}+\boldsymbol{I}_{N_{\mathrm{b}}}\right|\right. \\
& \left.-\log \left|\boldsymbol{G}_{1} \boldsymbol{Q}_{1} \boldsymbol{G}_{1}^{H}\left(\boldsymbol{G}_{2} \boldsymbol{Q}_{2} \boldsymbol{G}_{2}^{H}+\boldsymbol{I}_{N_{\mathrm{e}}}\right)^{-1}+\boldsymbol{I}_{N_{\mathrm{e}}}\right|\right]^{+}, \\
\tilde{R} & =\left[I\left(\boldsymbol{x}_{1}, \boldsymbol{x}_{2} ; \boldsymbol{y}\right)-I\left(\boldsymbol{x}_{1}, \boldsymbol{x}_{2} ; \boldsymbol{z}\right)\right]^{+} \\
& =\left[\log \left|\boldsymbol{H}_{1} \boldsymbol{Q}_{1} \boldsymbol{H}_{1}^{H}+\boldsymbol{H}_{2} \boldsymbol{Q}_{2} \boldsymbol{H}_{2}^{H}+\boldsymbol{I}_{N_{\mathrm{b}}}\right|\right. \\
& \left.-\log \left|\boldsymbol{G}_{1} \boldsymbol{Q}_{1} \boldsymbol{G}_{1}^{H}+\boldsymbol{G}_{2} \boldsymbol{Q}_{2} \boldsymbol{G}_{2}^{H}+\boldsymbol{I}_{N_{\mathrm{e}}}\right|\right]^{+}, \\
\bar{R} & =\left[I\left(\boldsymbol{x}_{1} ; \boldsymbol{y} \mid \boldsymbol{x}_{2}\right)-I\left(\boldsymbol{x}_{1} ; \boldsymbol{z} \mid \boldsymbol{x}_{2}\right)\right]^{+} \\
& =\left[\log \left|\boldsymbol{H}_{1} \boldsymbol{Q}_{1} \boldsymbol{H}_{1}^{H}+\boldsymbol{I}_{N_{\mathrm{b}}}\right|-\log \left|\boldsymbol{G}_{1} \boldsymbol{Q}_{1} \boldsymbol{G}_{1}^{H}+\boldsymbol{I}_{N_{\mathrm{e}}}\right|\right]^{+} . \tag{73}
\end{align*}
$$

Then, any secrecy rate satisfying $R \leq R_{\mathrm{EJ}} \triangleq \max \{\min \{\hat{R}, \tilde{R}\}$, $\bar{R}\}$ is achievable. Theorem 1 is thus proven.

## Appendix B

## Proof of Theorem 2

Using (1), $R_{\mathrm{GN}}$ in (15) can be rewritten as

$$
\begin{align*}
R_{\mathrm{GN}} & =\log \left[q_{1} \boldsymbol{h}_{1}^{H}\left(q_{2} \boldsymbol{h}_{2} \boldsymbol{h}_{2}^{H}+\boldsymbol{I}_{N_{\mathrm{b}}}\right)^{-1} \boldsymbol{h}_{1}+1\right] \\
& -\log \left[q_{1} \boldsymbol{g}_{1}^{H}\left(q_{2} \boldsymbol{g}_{2} \boldsymbol{g}_{2}^{H}+\boldsymbol{I}_{N_{\mathrm{e}}}\right)^{-1} \boldsymbol{g}_{1}+1\right] \tag{74}
\end{align*}
$$

where $[\cdot]^{+}$is omitted for convenience. Its first-order partial derivation over $q_{1}$ is

$$
\begin{align*}
& \frac{\partial R_{\mathrm{GN}}}{\partial q_{1}}=\frac{1}{\ln 2}\left[\frac{\boldsymbol{h}_{1}^{H}\left(q_{2} \boldsymbol{h}_{2} \boldsymbol{h}_{2}^{H}+\boldsymbol{I}_{N_{\mathrm{b}}}\right)^{-1} \boldsymbol{h}_{1}}{q_{1} \boldsymbol{h}_{1}^{H}\left(q_{2} \boldsymbol{h}_{2} \boldsymbol{h}_{2}^{H}+\boldsymbol{I}_{N_{\mathrm{b}}}\right)^{-1} \boldsymbol{h}_{1}+1}\right. \\
&\left.-\frac{\boldsymbol{g}_{1}^{H}\left(q_{2} \boldsymbol{g}_{2} \boldsymbol{g}_{2}^{H}+\boldsymbol{I}_{N_{\mathrm{e}}}\right)^{-1} \boldsymbol{g}_{1}}{q_{1} \boldsymbol{g}_{1}^{H}\left(q_{2} \boldsymbol{g}_{2} \boldsymbol{g}_{2}^{H}+\boldsymbol{I}_{N_{\mathrm{c}}}\right)^{-1} \boldsymbol{g}_{1}+1}\right] . \tag{75}
\end{align*}
$$

It can be easily checked that whether (75) is positive or not is determined by the values of $\boldsymbol{h}_{1}^{H}\left(q_{2} \boldsymbol{h}_{2} \boldsymbol{h}_{2}^{H}+\boldsymbol{I}_{N_{\mathrm{b}}}\right)^{-1} \boldsymbol{h}_{1}$ and $\boldsymbol{g}_{1}^{H}\left(q_{2} \boldsymbol{g}_{2} \boldsymbol{g}_{2}^{H}+\boldsymbol{I}_{N_{\mathrm{e}}}\right)^{-1} \boldsymbol{g}_{1}$. Hence, for a given $q_{2}, R_{\mathrm{GN}}$ either increases or decreases with $q_{1}$ in $\left[0, P_{1}\right]$. The optimal $q_{1}$ is thus either 0 or $P_{1}$. Since $R_{\mathrm{GN}}=0$ if $q_{1}=0$, we only need
to talk about the case with $q_{1}=P_{1}$. If $q_{1}=P_{1}$, using (1) and (2), $R_{\mathrm{GN}}$ in (15) can be rewritten as (without $[\cdot]^{+}$)

$$
\begin{align*}
R_{\mathrm{GN}} & =\log \left|q_{2} \boldsymbol{h}_{2} \boldsymbol{h}_{2}^{H}\left(P_{1} \boldsymbol{h}_{1} \boldsymbol{h}_{1}^{H}+\boldsymbol{I}_{N_{\mathrm{b}}}\right)^{-1}+\boldsymbol{I}_{N_{\mathrm{b}}}\right| \\
& +\log \left|P_{1} \boldsymbol{h}_{1} \boldsymbol{h}_{1}^{H}+\boldsymbol{I}_{N_{\mathrm{b}}}\right|-\log \left|q_{2} \boldsymbol{h}_{2} \boldsymbol{h}_{2}^{H}+\boldsymbol{I}_{N_{\mathrm{b}}}\right| \\
& -\log \left|q_{2} \boldsymbol{g}_{2} \boldsymbol{g}_{2}^{H}\left(P_{1} \boldsymbol{g}_{1} \boldsymbol{g}_{1}^{H}+\boldsymbol{I}_{N_{\mathrm{e}}}\right)^{-1}+\boldsymbol{I}_{N_{\mathrm{c}}}\right| \\
& -\log \left|P_{1} \boldsymbol{g}_{1} \boldsymbol{g}_{1}^{H}+\boldsymbol{I}_{N_{\mathrm{e}}}\right| \log \left|q_{2} \boldsymbol{g}_{2} \boldsymbol{g}_{2}^{H}+\boldsymbol{I}_{N_{\mathrm{e}}}\right| \\
& =\log \left[q_{2} \boldsymbol{h}_{2}^{H}\left(P_{1} \boldsymbol{h}_{1} \boldsymbol{h}_{1}^{H}+\boldsymbol{I}_{N_{\mathrm{b}}}\right)^{-1} \boldsymbol{h}_{2}+1\right] \\
& +\log \left(P_{1} \boldsymbol{h}_{1}^{H} \boldsymbol{h}_{1}+1\right)-\log \left(q_{2} \boldsymbol{h}_{2}^{H} \boldsymbol{h}_{2}+1\right) \\
& -\log \left[q_{2} \boldsymbol{g}_{2}^{H}\left(P_{1} \boldsymbol{g}_{1} \boldsymbol{g}_{1}^{H}+\boldsymbol{I}_{N_{\mathrm{e}}}\right)^{-1} \boldsymbol{g}_{2}+1\right] \\
& -\log \left(P_{1} \boldsymbol{g}_{1}^{H} \boldsymbol{g}_{1}+1\right)+\log \left(q_{2} \boldsymbol{g}_{2}^{H} \boldsymbol{g}_{2}+1\right) \tag{76}
\end{align*}
$$

Its first-order partial derivation over $q_{2}$, i.e., $\partial R_{\mathrm{GN}} / \partial q_{2}$ is given in (77) at the bottom of this page, in which $a, b$, and $c$ are defined in (78). The optimal $q_{2}$ can then be easily found by talking about the values of $a, b$, and $c$.

If $a=0, b<0$, and $0<-\frac{c}{b}<P_{2}$, the zero point of (77) is $-\frac{c}{b}$ and it can be easily checked that $R_{\mathrm{GN}}$ increases with $q_{2}$ in $\left[0,-\frac{c}{b}\right]$ and decreases in $\left[-\frac{c}{b}, P_{2}\right]$. Hence, $q_{2}^{*}=-\frac{c}{b}$.

If $a>0$ and $b^{2}-4 a c>0$, the parabola $a q_{2}^{2}+b q_{2}+c$ opens upward and has zero points

$$
\begin{align*}
& P_{0}=\frac{-b-\sqrt{b^{2}-4 a c}}{2 a} \\
& \hat{P}_{0}=\frac{-b+\sqrt{b^{2}-4 a c}}{2 a} \tag{79}
\end{align*}
$$

with $P_{0}<\hat{P}_{0}$. If $P_{0}>0, R_{\text {GN }}$ increases with $q_{2}$ in $\left[0, P_{0}\right]$ and $\left[\hat{P}_{0},+\infty\right]$ and decreases in $\left[P_{0}, \hat{P}_{0}\right]$. Hence, $R_{\mathrm{GN}}\left(P_{1}, P_{0}\right)>$ $R_{\mathrm{GN}}\left(P_{1}, q_{2}\right), \forall q_{2} \in\left[0, P_{0}\right)$. Since $q_{2} \leq P_{2}$, it can be easily verified that if $0<P_{0}<P_{2}$, the optimal $q_{2}^{*}$ that maximizes $R_{\mathrm{GN}}\left(P_{1}, q_{2}\right)$ is either $P_{0}$ or $P_{2}$.

If $a<0$ and $b^{2}-4 a c>0$, the parabola $a q_{2}^{2}+b q_{2}+c$ opens downward and also has the two zero points in (79), but with $\hat{P}_{0}<P_{0}$. In this case, if $0<P_{0}<P_{2}, R_{\text {GN }}$ decreases with $q_{2}$ in $\left[P_{0}, P_{2}\right]$. Hence, $R_{\mathrm{GN}}\left(P_{1}, P_{0}\right)>R_{\mathrm{GN}}\left(P_{1}, q_{2}\right), \forall q_{2} \in$ ( $P_{0}, P_{2}$ ]. The monotonicity of $R_{\mathrm{GN}}$ w.r.t. $q_{2}$ in $\left[0, P_{0}\right.$ ] depends on whether $\hat{P}_{0}$ is in $\left[0, P_{0}\right]$ or not. If $\hat{P}_{0} \leq 0, R_{\mathrm{GN}}$ increases monotonically with $q_{2}$ in $\left[0, P_{0}\right]$. Otherwise, it decreases first in $\left[0, \hat{P}_{0}\right]$ and then increases in $\left[\hat{P}_{0}, P_{0}\right]$. Hence, the optimal $q_{2}^{*}$ that maximizes $R_{\mathrm{GN}}\left(P_{1}, q_{2}\right)$ is either 0 or $P_{0}$.

$$
\begin{align*}
& \frac{\partial R_{\mathrm{GN}}}{\partial q_{2}}=\frac{a q_{2}^{2}+b q_{2}+c}{\left[q_{2} \boldsymbol{h}_{2}^{H}\left(P_{1} \boldsymbol{h}_{1} \boldsymbol{h}_{1}^{H}+\boldsymbol{I}_{N_{\mathrm{b}}}\right)^{-1} \boldsymbol{h}_{2}+1\right]\left(q_{2} \boldsymbol{h}_{2}^{H} \boldsymbol{h}_{2}+1\right)\left[q_{2} \boldsymbol{g}_{2}^{H}\left(P_{1} \boldsymbol{g}_{1} \boldsymbol{g}_{1}^{H}+\boldsymbol{I}_{N_{\mathrm{e}}}\right)^{-1} \boldsymbol{g}_{2}+1\right]\left(q_{2} \boldsymbol{g}_{2}^{H} \boldsymbol{g}_{2}+1\right) \ln 2}  \tag{77}\\
& a=\left[\boldsymbol{h}_{2}^{H}\left(P_{1} \boldsymbol{h}_{1} \boldsymbol{h}_{1}^{H}+\boldsymbol{I}_{N_{\mathrm{b}}}\right)^{-1} \boldsymbol{h}_{2}-\boldsymbol{h}_{2}^{H} \boldsymbol{h}_{2}\right] \boldsymbol{g}_{2}^{H} \boldsymbol{g}_{2} \boldsymbol{g}_{2}^{H}\left(P_{1} \boldsymbol{g}_{1} \boldsymbol{g}_{1}^{H}+\boldsymbol{I}_{N_{\mathrm{e}}}\right)^{-1} \boldsymbol{g}_{2} \\
&-\left[\boldsymbol{g}_{2}^{H}\left(P_{1} \boldsymbol{g}_{1} \boldsymbol{g}_{1}^{H}+\boldsymbol{I}_{N_{\mathrm{e}}}\right)^{-1} \boldsymbol{g}_{2}-\boldsymbol{g}_{2}^{H} \boldsymbol{g}_{2}\right] \boldsymbol{h}_{2}^{H} \boldsymbol{h}_{2} \boldsymbol{h}_{2}^{H}\left(P_{1} \boldsymbol{h}_{1} \boldsymbol{h}_{1}^{H}+\boldsymbol{I}_{N_{\mathrm{b}}}\right)^{-1} \boldsymbol{h}_{2}, \\
& b=2\left[\boldsymbol{h}_{2}^{H}\left(P_{1} \boldsymbol{h}_{1} \boldsymbol{h}_{1}^{H}+\boldsymbol{I}_{N_{\mathrm{b}}}\right)^{-1} \boldsymbol{h}_{2} \boldsymbol{g}_{2}^{H} \boldsymbol{g}_{2}-\boldsymbol{h}_{2}^{H} \boldsymbol{h}_{2} \boldsymbol{g}_{2}^{H}\left(P_{1} \boldsymbol{g}_{1} \boldsymbol{g}_{1}^{H}+\boldsymbol{I}_{N_{\mathrm{e}}}\right)^{-1} \boldsymbol{g}_{2}\right], \\
& c=\boldsymbol{h}_{2}^{H}\left(P_{1} \boldsymbol{h}_{1} \boldsymbol{h}_{1}^{H}+\boldsymbol{I}_{N_{\mathrm{b}}}\right)^{-1} \boldsymbol{h}_{2}-\boldsymbol{h}_{2}^{H} \boldsymbol{h}_{2}-\boldsymbol{g}_{2}^{H}\left(P_{1} \boldsymbol{g}_{1} \boldsymbol{g}_{1}^{H}+\boldsymbol{I}_{N_{\mathrm{e}}}\right)^{-1} \boldsymbol{g}_{2}+\boldsymbol{g}_{2}^{H} \boldsymbol{g}_{2} . \tag{78}
\end{align*}
$$

For all the other cases, it can be easily checked that the optimal $q_{2}^{*}$ that maximizes $R_{\mathrm{GN}}\left(P_{1}, q_{2}\right)$ is either 0 or $P_{2}$. We omit the details here due to space limitation.

## Appendix C

## Proof of Theorem 3

We first solve problem (21). Using (1), $\hat{R}$ in (18) can be rewritten as

$$
\begin{equation*}
\hat{R}=\log \left(q_{1} \boldsymbol{h}_{1}^{H} \boldsymbol{h}_{1}+1\right)-\log \left[q_{1} \boldsymbol{g}_{1}^{H}\left(q_{2} \boldsymbol{g}_{2} \boldsymbol{g}_{2}^{H}+\boldsymbol{I}_{N_{\mathrm{e}}}\right)^{-1} \boldsymbol{g}_{1}+1\right], \tag{80}
\end{equation*}
$$

where $[\cdot]^{+}$is omitted for convenience. It can be easily proven by using eigen-decomposition that $\boldsymbol{g}_{1}^{H}\left(q_{2} \boldsymbol{g}_{2} \boldsymbol{g}_{2}^{H}+\boldsymbol{I}_{N_{\mathrm{e}}}\right)^{-1} \boldsymbol{g}_{1}$ decreases with $q_{2}$. Hence, $\hat{R}$ increases with $q_{2}$ and in the optimal case of (21), $\hat{q}_{2}^{*}=P_{2}$. With $\hat{q}_{2}^{*}=P_{2}$, the first-order partial derivation over $q_{1}$ is

$$
\begin{equation*}
\frac{\hat{R}}{\partial q_{1}}=\frac{1}{\ln 2}\left[\frac{\boldsymbol{h}_{1}^{H} \boldsymbol{h}_{1}}{q_{1} \boldsymbol{h}_{1}^{H} \boldsymbol{h}_{1}+1}-\frac{\boldsymbol{g}_{1}^{H}\left(P_{2} \boldsymbol{g}_{2} \boldsymbol{g}_{2}^{H}+\boldsymbol{I}_{N_{\mathrm{e}}}\right)^{-1} \boldsymbol{g}_{1}}{q_{1} \boldsymbol{g}_{1}^{H}\left(P_{2} \boldsymbol{g}_{2} \boldsymbol{g}_{2}^{H}+\boldsymbol{I}_{N_{\mathrm{e}}}\right)^{-1} \boldsymbol{g}_{1}+1}\right] . \tag{81}
\end{equation*}
$$

Similar to (75), (81) shows that the optimal $q_{1}$ should be either $\hat{P}_{1, \mathrm{lb}}$ or $\hat{P}_{1, \mathrm{ub}}$, depending on the values of $\boldsymbol{h}_{1}^{H} \boldsymbol{h}_{1}$ and $\boldsymbol{g}_{1}^{H}\left(P_{2} \boldsymbol{g}_{2} \boldsymbol{g}_{2}^{H}+\boldsymbol{I}_{N_{\mathrm{e}}}\right)^{-1} \boldsymbol{g}_{1}$. We give the solution in (23).

Next, we solve problem (22). Using (1) and (2), $\tilde{R}$ in (18) can be equivalently rewritten as

$$
\begin{align*}
& \tilde{R}=\log \left[q_{1} \boldsymbol{h}_{1}^{H}\left(q_{2} \boldsymbol{h}_{2} \boldsymbol{h}_{2}^{H}+\boldsymbol{I}_{N_{\mathrm{b}}}\right)^{-1} \boldsymbol{h}_{1}+1\right]+\log \left(q_{2} \boldsymbol{h}_{2}^{H} \boldsymbol{h}_{2}+1\right) \\
& -\log \left[q_{1} \boldsymbol{g}_{1}^{H}\left(q_{2} \boldsymbol{g}_{2} \boldsymbol{g}_{2}^{H}+\boldsymbol{I}_{N_{\mathrm{e}}}\right)^{-1} \boldsymbol{g}_{1}+1\right]-\log \left(q_{2} \boldsymbol{g}_{2}^{H} \boldsymbol{g}_{2}+1\right) . \tag{82}
\end{align*}
$$

Its first-order partial derivation over $q_{1}$ is

$$
\begin{align*}
\frac{\tilde{R}}{\partial q_{1}}=\frac{1}{\ln 2} & {\left[\frac{\boldsymbol{h}_{1}^{H}\left(q_{2} \boldsymbol{h}_{2} \boldsymbol{h}_{2}^{H}+\boldsymbol{I}_{N_{\mathrm{b}}}\right)^{-1} \boldsymbol{h}_{1}}{q_{1} \boldsymbol{h}_{1}^{H}\left(q_{2} \boldsymbol{h}_{2} \boldsymbol{h}_{2}^{H}+\boldsymbol{I}_{N_{\mathrm{b}}}\right)^{-1} \boldsymbol{h}_{1}+1}\right.} \\
& \left.-\frac{\boldsymbol{g}_{1}^{H}\left(q_{2} \boldsymbol{g}_{2} \boldsymbol{g}_{2}^{H}+\boldsymbol{I}_{N_{\mathrm{e}}}\right)^{-1} \boldsymbol{g}_{1}}{q_{1} \boldsymbol{g}_{1}^{H}\left(q_{2} \boldsymbol{g}_{2} \boldsymbol{g}_{2}^{H}+\boldsymbol{I}_{N_{\mathrm{e}}}\right)^{-1} \boldsymbol{g}_{1}+1}\right] \tag{83}
\end{align*}
$$

${\underset{\tilde{P}}{\tilde{P}}}_{\text {indicating that in the optimal case of (22), } q_{1} \text { should be either }}^{\tilde{\sim}}$ $\tilde{P}_{1, \mathrm{lb}}$ or $\tilde{P}_{1, \mathrm{ub}}$. Similarly, we can prove that the optimal $q_{2}$ should be either 0 or $P_{2}$. Therefore, as shown in (24), the optimal solution of (22) can be easily found by checking four possible solutions.

## Appendix D

## Proof of Theorem 4

Based on (18), the difference between $\hat{R}$ and $\tilde{R}$ (without $\left.[\cdot]^{+}\right)$is

$$
\begin{align*}
& \hat{R}-\tilde{R} \\
= & \log \left|q_{1} \boldsymbol{h}_{1} \boldsymbol{h}_{1}^{H}+\boldsymbol{I}_{N_{\mathrm{b}}}\right|+\log \left|q_{2} \boldsymbol{g}_{2} \boldsymbol{g}_{2}^{H}+\boldsymbol{I}_{N_{\mathrm{e}}}\right| \\
& -\log \left|q_{1} \boldsymbol{h}_{1} \boldsymbol{h}_{1}^{H}+q_{2} \boldsymbol{h}_{2} \boldsymbol{h}_{2}^{H}+\boldsymbol{I}_{N_{\mathrm{b}}}\right| \\
= & \log \left(q_{2} \boldsymbol{g}_{2}^{H} \boldsymbol{g}_{2}+1\right)-\log \left[q_{2} \boldsymbol{h}_{2}^{H}\left(q_{1} \boldsymbol{h}_{1} \boldsymbol{h}_{1}^{H}+\boldsymbol{I}_{N_{\mathrm{b}}}\right)^{-1} \boldsymbol{h}_{2}+1\right], \tag{84}
\end{align*}
$$

where the equations holds due to (1) and (2). It is obvious from (84) that the sign of $\hat{R}-\tilde{R}$ is determined by the relative magnitudes of $\boldsymbol{g}_{2}^{H} \boldsymbol{g}_{2}$ and $\boldsymbol{h}_{2}^{H}\left(q_{1} \boldsymbol{h}_{1} \boldsymbol{h}_{1}^{H}+\boldsymbol{I}_{N_{\mathrm{b}}}\right)^{-1} \boldsymbol{h}_{2}$. Since $\boldsymbol{h}_{2}^{H}\left(q_{1} \boldsymbol{h}_{1} \boldsymbol{h}_{1}^{H}+\boldsymbol{I}_{N_{\mathrm{b}}}\right)^{-1} \boldsymbol{h}_{2}$ decreases with $q_{1}$, we have

$$
\begin{equation*}
\boldsymbol{h}_{2}^{H}\left(P_{1} \boldsymbol{h}_{1} \boldsymbol{h}_{1}^{H}+\boldsymbol{I}_{N_{\mathrm{b}}}\right)^{-1} \boldsymbol{h}_{2} \leq \boldsymbol{h}_{2}^{H} \boldsymbol{h}_{2} \tag{85}
\end{equation*}
$$

In the following we prove Theorem 4 by separately discussing three possible cases. First, if $\boldsymbol{g}_{2}^{H} \boldsymbol{g}_{2} \leq$ $\boldsymbol{h}_{2}^{H}\left(P_{1} \boldsymbol{h}_{1} \boldsymbol{h}_{1}^{H}+\boldsymbol{I}_{N_{\mathrm{b}}}\right)^{-1} \boldsymbol{h}_{2}$, it is known from (84) that

$$
\begin{equation*}
\hat{R} \leq \tilde{R}, \forall q_{1} \in\left[0, P_{1}\right] \tag{86}
\end{equation*}
$$

Problem (20) can thus be optimally solved by letting $\hat{P}_{1, \mathrm{lb}}=0$ and $\hat{P}_{1, \mathrm{ub}}=P_{1}$, and dealing with (21).

Second, if $\boldsymbol{g}_{2}^{H} \boldsymbol{g}_{2} \geq \boldsymbol{h}_{2}^{H} \boldsymbol{h}_{2}$, we have

$$
\begin{equation*}
\hat{R} \geq \tilde{R}, \forall q_{1} \in\left[0, P_{1}\right] . \tag{87}
\end{equation*}
$$

Problem (20) can thus be optimally solved by letting $\tilde{P}_{1, \mathrm{lb}}=0$ and $\tilde{P}_{1, \mathrm{ub}}=P_{1}$, and dealing with (22).

Third, if $\boldsymbol{h}_{2}^{H}\left(P_{1} \boldsymbol{h}_{1} \boldsymbol{h}_{1}^{H}+\boldsymbol{I}_{N_{\mathrm{b}}}\right)^{-1} \boldsymbol{h}_{2}<\boldsymbol{g}_{2}^{H} \boldsymbol{g}_{2}<\boldsymbol{h}_{2}^{H} \boldsymbol{h}_{2}$, since $\boldsymbol{h}_{2}^{H}\left(q_{1} \boldsymbol{h}_{1} \boldsymbol{h}_{1}^{H}+\boldsymbol{I}_{N_{\mathrm{b}}}\right)^{-1} \boldsymbol{h}_{2}$ monotonically decreases with $q_{1}$, there must exist a point $P_{0}^{\prime} \in\left(0, P_{1}\right)$ such that

$$
\begin{equation*}
\boldsymbol{h}_{2}^{H}\left(P_{0}^{\prime} \boldsymbol{h}_{1} \boldsymbol{h}_{1}^{H}+\boldsymbol{I}_{N_{\mathrm{b}}}\right)^{-1} \boldsymbol{h}_{2}=\boldsymbol{g}_{2}^{H} \boldsymbol{g}_{2} \tag{88}
\end{equation*}
$$

It is obvious that the matrix $P_{0}^{\prime} \boldsymbol{h}_{1} \boldsymbol{h}_{1}^{H}+\boldsymbol{I}_{N_{\mathrm{b}}}$ is positive definite and its eigenvalues are all one except $P_{0}^{\prime} \boldsymbol{h}_{1}^{H} \boldsymbol{h}_{1}+1$. Denote its eigen-decomposition by

$$
\begin{equation*}
P_{0}^{\prime} \boldsymbol{h}_{1} \boldsymbol{h}_{1}^{H}+\boldsymbol{I}_{N_{\mathrm{b}}}=\boldsymbol{L} \operatorname{diag}\left\{1, \cdots, 1, P_{0}^{\prime} \boldsymbol{h}_{1}^{H} \boldsymbol{h}_{1}+1\right\} \boldsymbol{L}^{H} \tag{89}
\end{equation*}
$$

and let

$$
\begin{equation*}
\hat{\boldsymbol{h}}_{2}=\boldsymbol{L}^{H} \boldsymbol{h}_{2} \triangleq\left[\hat{h}_{2,1}, \cdots, \hat{h}_{2, N_{\mathrm{b}}}\right]^{T} \tag{90}
\end{equation*}
$$

Based on (89) and (90), (88) can be rewritten as

$$
\begin{align*}
& \hat{\boldsymbol{h}}_{2}^{H} \operatorname{diag}\left\{1, \cdots, 1, \frac{1}{P_{0}^{\prime} \boldsymbol{h}_{1}^{H} \boldsymbol{h}_{1}+1}\right\} \hat{\boldsymbol{h}}_{2} \\
= & \sum_{i=1}^{N_{\mathrm{b}}-1}\left|\hat{h}_{2, i}\right|^{2}+\frac{\left|\hat{h}_{2, N_{\mathrm{b}}}\right|^{2}}{P_{0}^{\prime} \boldsymbol{h}_{1}^{H} \boldsymbol{h}_{1}+1} \\
= & \boldsymbol{g}_{2}^{H} \boldsymbol{g}_{2}, \tag{91}
\end{align*}
$$

from which we get

$$
\begin{equation*}
P_{0}^{\prime}=\frac{\left|\hat{h}_{2, N_{\mathrm{b}}}\right|^{2}}{\boldsymbol{h}_{1}^{H} \boldsymbol{h}_{1}\left(\boldsymbol{g}_{2}^{H} \boldsymbol{g}_{2}-\sum_{i=1}^{N_{\mathrm{b}}-1}\left|\hat{h}_{2, i}\right|^{2}\right)}-\frac{1}{\boldsymbol{h}_{1}^{H} \boldsymbol{h}_{1}} \tag{92}
\end{equation*}
$$

Then, we know that

$$
\begin{align*}
& \hat{R} \leq \tilde{R}, \forall q_{1} \in\left[0, P_{0}^{\prime}\right] \\
& \hat{R} \geq \tilde{R}, \forall q_{1} \in\left[P_{0}^{\prime}, P_{1}\right] \tag{93}
\end{align*}
$$

According to (93), problem (20) can be solved by considering two cases. If $q_{1} \in\left[0, P_{0}^{\prime}\right]$, we let $\hat{P}_{1, \mathrm{lb}}=0$ and $\hat{P}_{1, \mathrm{ub}}=P_{0}^{\prime}$, and deal with (21). If $q_{1} \in\left[P_{0}^{\prime}, P_{1}\right]$, we let $\tilde{P}_{1, \mathrm{lb}}=P_{0}^{\prime}$ and $\tilde{P}_{1, \mathrm{ub}}=P_{1}$, and deal with (22). The optimal solution of (20) is thus (25). This completes the proof.

## Appendix E

## Proof of Theorem 5

Since problem (53) is convex and has affine constraints, the strong duality holds and its optimal solution can be obtained by checking the KKT condition. Attaching a Lagrange multiplier
$\beta$ to the constraint (53c), we get the following Lagrange function

$$
\begin{align*}
\mathcal{L}(\boldsymbol{\Lambda}, \beta) & =\sum_{n=1}^{\hat{N}_{2}}\left[-\ln \left(\rho_{n} \lambda_{n}+1\right)-\ln \left(\left(1-\rho_{n}\right) \lambda_{n}+1\right)\right] \\
& +\sum_{n=1}^{N_{2}}\left(a_{n}+\beta\left\|\boldsymbol{w}_{n}\right\|^{2}\right) \lambda_{n}-\beta P_{2} \tag{94}
\end{align*}
$$

When $\hat{N}_{2}+1 \leq n \leq N_{2}$, the objective function (53a) is non-decreasing w.r.t. $\lambda_{n}$. Hence,

$$
\begin{equation*}
\lambda_{n}^{*}=0, \text { if } \hat{N}_{2}+1 \leq n \leq N_{2} \tag{95}
\end{equation*}
$$

If $1 \leq n \leq \hat{N}_{2}+1$ and $\rho_{n}=0$ or $\rho_{n}=1$, the first-order partial derivation of the Lagrange function $\mathcal{L}$ over $\lambda_{n}$ is

$$
\begin{equation*}
\frac{\partial \mathcal{L}}{\partial \lambda_{n}}=-\frac{1}{\lambda_{n}+1}+a_{n}+\beta\left\|\boldsymbol{w}_{n}\right\|^{2} \tag{96}
\end{equation*}
$$

By checking the first-order optimality condition and ensuring $\lambda_{n} \geq 0$, we have
$\lambda_{n}^{*}\left(\beta^{*}\right)=\left[\frac{1}{a_{n}+\beta^{*}\left\|\boldsymbol{w}_{n}\right\|^{2}}-1\right]^{+}$, if $1 \leq n \leq \hat{N}_{2}$ and $\rho_{n}=0$ or 1.
If $1 \leq n \leq \hat{N}_{2}+1$ and $0<\rho_{n}<1$, the first-order partial derivation of $\mathcal{L}$ over $\lambda_{n}$ is

$$
\begin{align*}
& \frac{\partial \mathcal{L}}{\partial \lambda_{n}}= \\
& \frac{\left(a_{n}+\beta\left\|\boldsymbol{w}_{n}\right\|^{2}\right)\left[\rho_{n}\left(1-\rho_{n}\right) \lambda_{n}^{2}+\lambda_{n}+1\right]-2 \rho_{n}\left(1-\rho_{n}\right) \lambda_{n}-1}{\left(\rho_{n} \lambda_{n}+1\right)\left[\left(1-\rho_{n}\right) \lambda_{n}+1\right]} \tag{98}
\end{align*}
$$

By checking the first-order optimality condition and ensuring $\lambda_{n} \geq 0$, we have

$$
\begin{align*}
& \lambda_{n}^{*}\left(\beta^{*}\right)= {\left[-1+\frac{2 \rho_{n}\left(1-\rho_{n}\right)}{a_{n}+\beta^{*}\left\|\boldsymbol{w}_{n}\right\|^{2}}+\sqrt{\left(2 \rho_{n}-1\right)^{2}+\frac{4 \rho_{n}^{2}\left(1-\rho_{n}\right)^{2}}{\left(a_{n}+\beta^{*}\left\|\boldsymbol{w}_{n}\right\|^{2}\right)^{2}}}\right]^{+} } \\
& 2 \rho_{n}\left(1-\rho_{n}\right) \tag{99}
\end{align*},
$$

It is known from the KKT condition that in the optimal case of (53),

$$
\begin{equation*}
\beta^{*}\left(\sum_{n=1}^{N_{2}}\left\|\boldsymbol{w}_{n}\right\|^{2} \lambda_{n}^{*}-P_{2}\right)=0 \tag{100}
\end{equation*}
$$

Therefore, if $\lambda_{n}^{*}(0)$ makes the constraint (53c) hold, we have $\beta^{*}=0$. Otherwise, $\beta^{*}>0$ and $\beta^{*}$ can be found using the bisection searching method such that (53c) holds with equality since $\lambda_{n}(\beta)$ decreases with $\beta$. This completes the proof.
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[^1]:    ${ }^{1}$ The weak secrecy criterion is characterized by the information leakage rate. However, a vanishing information leakage rate does not imply that a vanishing number of information bits of the secret message are leaked, because the length of the message in bits grows linearly with the block length. To address this issue, strong secrecy was introduced in [19], [20], by considering directly the information leakage without normalization by the block length, and has been considered a safer secrecy metric [21].

[^2]:    ${ }^{2}$ Note that in the single-antenna case, the matrices $\boldsymbol{Q}_{1}$ and $\boldsymbol{Q}_{2}$ are real scalars. Therefore, in Fig. 1, $\boldsymbol{Q}_{1}=20 \mathrm{~dB}$ means that $\boldsymbol{Q}_{1}=100$.

