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A B S T R A C T

Wave farms consist of arrays of wave energy converters. However, ocean waves perturbed by one device
will interact with its neighbouring devices, which can lead to more or less power yielded than operating the
devices in isolation. Therefore, it is of significant interest to study the optimal layout and spacing to deploy
multiple devices. In this work, a validated high-fidelity computational approach is used to study the optimal
arrays of three oscillating wave surge converters by systematically varying the array arrangement in different
wave conditions. The simulations demonstrate the wave interaction with multiple dynamic bodies and how
this affects the overall power output. Furthermore, novel empirical rules are derived to design the optimal
constructive layout for three devices in a given wave condition, and this can be extended to cases of numerous
devices.
1. Introduction

The path towards commercialisation of a Wave Energy Converter
(WEC) technology involves increasing the overall energy efficiency
whilst decreasing the operational and maintenance costs [1]. Wave
farms can contribute to this goal by utilising premium wave resources,
saving electrical components, and integrated management [2,3].
Nonetheless, designing the layout of numerous devices within a wave
farm is not a straightforward task. This is due to WEC interaction
with their surrounding wavefield, making neighbouring devices’ per-
formance considerably different than operating in isolation. If designed
properly, this neighbouring effect can be constructive, thus it is signifi-
cant to accurately predict and utilise the wave interaction with multiple
structures of a wave farm [4].

Among all the feasible WEC devices developed so far, the Oscillatory
Wave Surge Converters (OWSCs) can convert wave motions into a
structural rotation, such as the Oyster and the WaveRoller shown in
Fig. 1. The OWSC devices are a promising solution since they can
operate under a large variety of wave conditions [5,6], and this type of
WEC does not require to be tuned in resonance with the incident wave
field to achieve considerable estimates of the power capture width,
which is the case of most other WECs [7]. Moreover, their geometry
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and operational mechanism lead to a large amount of hydrodynamic
power being harnessed, thus considered one of the most efficient in
terms of their annual energy absorption estimates [5,6,8].

To understand the hydrodynamic response of OWSC-array configu-
rations, previous studies used semi-analytical models based on linear
inviscid potential theory for small-amplitude oscillations, such as [10–
13]. In Renzi and Dias [10] and Renzi et al. [13], it was found that a
crucial parameter is the lateral spacing since it influences the maximum
energy captured by forcing near-resonant behaviour and trapping the
energy between devices. Recent studies, such as Noad and Porter [11]
and Sarkar et al. [14,15] focused on finding optimum configurations
using a semi-analytical approach. These studies seem to offer contradic-
tory outcomes about the recommended separating distance and wave
farm layout. Whilst for the former, staggered configurations enhance
the performance of 3- and 5-OWSC arrays, for the latter [14] the in-line
arrangement is sufficient to produce a strong interaction between the
OWSCs. It is worth noting that the in-line configuration was reported
in Cameron et al. [16] as the one used by the second-generation Oyster
device, an OWSC-type WEC, as a starting point towards array extension.

While the above researches used linear-based solutions, the flap-
type wave-structure interactions consist of strong nonlinearities. To
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Fig. 1. Oscillating wave surge converters: surface-piercing and submerged types [9].
address this, the Computational Fluid Dynamics (CFD) technology in-
cluding Smoothed-Particle Hydrodynamics (SPH) and Finite Volume
Method (FVM) have been applied to OWSCs. The wave-structure in-
teraction of OWSC devices has been addressed using the SPH method
in [17,18]. The results obtained in [17] are specifically for a 2D and
3D OWSC device, and they were compared with previous experimental
tests. The reported results showed that the simulations do not agree
sufficiently with the experiments in the low pressure values. In [18],
the SPH results were validated against experimental tests, and the
influences of the Power Take-Off (PTO) and mass inertia of the device
were further investigated. Yet, the approach using SPH is computation-
ally expensive thus its further application for wave farms is limited
due to the requirement of a larger computational domain, multiple
structures and many more parameters [19]. For the cases using the FVM
approach, studies of the hydrodynamic response of OWSC to ocean
waves have been carried out by using the open-source software Open-
FOAM. Benites-Munoz et al. [20–22] investigated the wave-structure
interaction of a single OWSC device and validated the model against
experiments. In particular, they investigated different types of Power
Take-Off strategies and coupled their modelling with CFD, noting that
PTO is not investigated in most contemporary CFD work on WECs [23].
It was found that, with the PTO taken into consideration, the curve of
power capture as a function of the incident wavelength will reveal an
optimal value, which does not show for the cases without PTO.

The application of Froude scaling for oscillating wave surge con-
verters was investigated by [24,25] by assuming that the viscous forces
are negligible. In both studies it is found that the numerical methods
applied for the full-scale and models showed relatively accurate results
for models of 1:40 scale or above. When using models of a larger scale,
vortex effects besides the flap are thought to cause a reduction in the
rotation amplitude of the device.

In summary, the wave-structure interaction of OWSC is considerably
nonlinear, while previous CFD work that considered fully nonlinearities
has focused on one single device due to computational costs and the
high simulation difficulty level for multiple devices. It still remains a
research gap to investigate the optimal array arrangement of OWSCs
by CFD, thus facilitating its development in the form of wave farms.

In this context, the present paper aims to find the most advanta-
geous layouts for a three-OWSC array operating under common sea
conditions by finding the most compact design that allows the system
to benefit from the associated increase in energy efficiency. This results
from the devices within the wave farm interacting with each other
through the sea environment where they are located. Alongside the
arrangements, this study also focuses on the longitudinal and lateral
spacings between the devices. Moreover, it contrasts the computational
results estimated with those obtained using semi-analytical solutions
from previous studies. Finally, it provides a set of parameters rec-
ommended for different layouts, highlighting the condition where the
OWSC array will achieve the highest enhancement.
2

2. Computational approach

2.1. Simulation model

The open-source CFD code OpenFOAM [26,27] was used to estab-
lish a three-dimensional Numerical Wave Tank (NWT) and perform
simulations in this work, as illustrated in Fig. 2. The NWT’s (𝑥, 𝑦) plane
parallels the undistributed water surface, and the 𝑧-axis is positive
upwards. Its dimensions are 16.00 m × 5.65–11.25 m × 0.60 m,
corresponding to the length, width, and height; the width was var-
ied depending on the lateral spacings between the devices. An array
of three OWSC devices was located within the NWT. Each WEC is
identical, and the dimensions were 0.024 m × 0.65 m × 0.34 m, cor-
responding to the thickness, width and height. The physical properties
of the WEC included a mass of 5.97 kg and a moment of inertia of
0.091 kg m2. The hinge of each device was located at 0.12 m measured
from the sea bottom. A no-slip wall condition was applied to the bottom
boundary 𝑧 = 0 to model the presence of the seabed, and a static
pressure condition was defined to the top boundary to account for the
atmosphere. The domain was filled with water to a depth of 0.34 m.
The size of the OWSC device and the domain were to replicate the
experiments conducted at Queen’s University Belfast [28,29], which is
for the purpose of validation, as reported in Benites-Munoz et al. [21].

The inlet boundary was set at 𝑥 = 0, where regular waves are con-
tinuously generated and propagating towards the positive 𝑥-direction,
by prescribing the free surface elevation and velocity components
according to the Stokes wave theory [30]:

𝜂 = ℎ +
𝐻𝑤
2

cos(𝑘𝑥 − 𝜔𝑡) (1)

𝑢 =
𝜋𝐻𝑤
𝑇

cosh 𝑘(𝑧 + ℎ)
sinh 𝑘ℎ

cos(𝑘𝑥 − 𝜔𝑡) (2)

𝑤 =
𝜋𝐻𝑤
𝑇

sinh 𝑘(𝑧 + ℎ)
sinh 𝑘ℎ

sin(𝑘𝑥 − 𝜔𝑡) (3)

where 𝜂 is the free surface elevation, 𝐻𝑤 is the wave height, 𝑇 is the
wave period, ℎ is the mean water depth, 𝑘 is the wave number and 𝜔 is
the angular frequency. For the wave properties, 𝐻𝑤 and 𝑇 are given in
advance, and the wavelength (𝜆 = 2𝜋∕𝑘) was solved by the dispersion
relation:

𝑘 tanh 𝑘ℎ = 𝜅, 𝜅 = 𝜔2∕𝑔 (4)

To model an open ocean environment, wave reflections should be
avoided at the outlet. This was achieved by applying the active wave
absorption for the outlet boundary at the maximal x position [31–34].

For these computational simulations, the total forces and moments
come from the fluid and wave loads acting on the body. The fluid
forces, F , that are considered are the surface forces, 𝑭𝑠, as well as the
body forces, 𝑭𝑏 [35].

𝑭 = 𝑭𝑠 + 𝑭𝑏 (5)

The surface forces, 𝑭𝑠, are calculated from the pressure (hydrody-
namic) and viscous forces that come from the normal and shear stresses.
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Fig. 2. Illustration of the computational model of a in-line three-device array.
These forces are calculated at each time-step of the numerical simula-
tion by integrating the pressure and the viscous stress components over
the wetted surface of the rigid body, 𝑆𝐵 , as follows:

𝑭𝑠 = ∫𝑆𝐵

(−𝑝𝑰 + 𝝉) ⋅ 𝒏𝑑𝑆 (6)

where 𝑝 is the pressure, I is the unit or identity tensor, 𝝉 is the viscous
stress tensor, n is the unit normal vector to the body surface and 𝑆𝐵
is the wetted surface. These forces already consider the outer forces
related to the interaction of the fluid with the solid body, such as the
added mass.

The body forces, 𝑭𝑏, include the gravitational force:

𝑭𝑏 = 𝑚𝒈 (7)

where 𝑚 is the mass of the rigid body and g is the acceleration of the
gravity vector.

Finally, the total fluid force vector takes the form:

𝑭 = ∫𝑆𝐵

(−𝑝𝑰 + 𝝉) ⋅ 𝒏𝑑𝑆 + 𝑚𝒈 (8)

Similarly, the total moment, M , is calculated at each time-step as
the sum of all the components acting around the rotation point of the
body:

𝑴 = 𝑴𝑚 +𝑴ℎ (9)

where 𝑴𝑚 is the mass moment of inertia and 𝑴ℎ is the hydrodynamic
moment, which are detailed below.

In Eq. (9), the hydrodynamic moment, 𝑴ℎ, is obtained by integrat-
ing the pressure and the viscous shear forces over the body’s surface at
each time step.

𝑴ℎ = ∫𝑆𝐵

𝒓 × (−𝑝𝑰 + 𝝉) ⋅ 𝒏𝑑𝑆 (10)

where r is the position vector (𝑥, 𝑦, 𝑧).
The mass moment of inertia, 𝑴𝑚, is obtained from the positions of

the centre of gravity and the centre of rotation of the device as follows:
3

𝑴𝑚 = (𝒓𝑐 − 𝒓ℎ) × 𝑚𝒈 (11)

where 𝒓𝑐 is the position of the centre of gravity at a time-step and 𝒓ℎ is
the hinge position. Thus, the total moment is calculated as:

𝑴 = ∫𝑆𝐵

𝒓 × (−𝑝𝑰 + 𝝉) ⋅ 𝒏𝑑𝑆 + (𝒓𝑐 − 𝒓ℎ) × 𝑚𝒈 (12)

Now, for a general case, the motion equation for the rigid body is
based on the linear and angular momentum equations:

𝒂 = 𝑭
𝑚

(13)

𝜶𝑏 =
𝑴
𝐼𝑚

(14)

where a and 𝜶𝑏, are the linear and angular accelerations, respectively,
and 𝑰𝒎 is the moment of inertia of the rigid body.

The Newmark time integration scheme is applied to obtain the
angular velocity and displacement of the rigid body [36]. The angular
velocities and the displacements of the body are obtained from the
following equations [37]:

𝜔𝑡+𝛥𝑡
𝑏 = 𝜔𝑡

𝑏 +
[

(1 − 𝛾)𝛼𝑡𝑏 + 𝛾𝛼𝑡+𝛥𝑡𝑏
]

𝛥𝑡 (15)

𝜃𝑡+𝛥𝑡𝑏 = 𝜃𝑡𝑏 + 𝜔𝑡
𝑏𝛥𝑡 +

[(1
2
− 𝛽

)

𝛼𝑡𝑏 + 𝛽𝛼𝑡+𝛥𝑡𝑏

]

𝛥𝑡2 (16)

where 𝜔𝑏 is the angular velocity vector of the body, 𝜃𝑏 is the angular
displacement vector of the body, 𝛾 is the velocity integration coef-
ficient, 𝛽 is the position integration coefficient, 𝛥𝑡 is the time-step,
superscript ‘‘𝑡’’ is used for the values obtained on the previous iteration,
whilst ‘‘𝑡+𝛥𝑡’’ is for the values at the current time being simulated. The
recommended value for 𝛾 is 0.5 and for 𝛽 is 0.25 [38]; these are the
values used in this work.

The above set of forces and motion equations are for any six-degree
motion body. However, it is worth noting that for the case of the OWSC,
only one degree of motion is applicable, the pitching motion. Hence,
only those equations related to the moment and angular acceleration
about the 𝑦-axis are relevant for the OWSC.
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Fig. 3. Mesh view around one OWSC device.

2.2. Solution and discretisation

The fluid field containing the wave-structure interaction of the com-
putational domain is obtained through solving the Reynolds-averaged
Navier–Stokes (RANS) equations to obtain fluid velocity and pressure,
as expressed in Eqs. (17) and (18).

∇ ⋅ 𝐯 = 0 (17)

𝜕(𝜌𝐯)
𝜕𝑡

+ ∇ ⋅ (𝜌𝐯𝐯) = −∇𝑝 + ∇ ⋅ (𝜏 − 𝜌𝐯′𝐯′) + 𝜌𝑔 (18)

where 𝐯 is the time-average velocity vector (𝑢, 𝑣,𝑤), 𝐯′ is the fluctuating
one, 𝜌 stands for the density, 𝑝 denotes the pressure, 𝜏 = 𝜇[∇𝐯+ (∇𝐯)𝑇 ]
is the viscous term, 𝜇 is the dynamic viscosity and 𝑔 is the gravitational
acceleration. As the RANS equations have considered the turbulent
fluid, the SST 𝑘−𝜔 model [39,40] was adopted to close the equations.

The free surface between the air and water was modelled by the
Volume of Fluid (VOF) method [41]. The VOF method introduces a
scalar 𝛼, which denotes the fractional volume of a cell occupied by a
specific phase. In this case, a value of 𝛼 = 1 corresponds to a cell full
of water and a value of 𝛼 = 0 indicates a cell full of air. Thus, the
free surface, which is a mix of these two phases, is formed by the cells
with 0 < 𝛼 < 1. The elevation of the free surface as a function of time
is obtained by the advection equation of 𝛼, as expressed in Eq. (19).
For a cell containing both air and water, its density and viscosity are
determined by a linear average of both the fluids, according to Eq. (20)
and (21).
𝜕𝛼
𝜕𝑡

+ ∇ ⋅ (𝐯𝛼) = 0 (19)

𝜌 = 𝛼𝜌𝑤𝑎𝑡𝑒𝑟 + (1 − 𝛼)𝜌𝑎𝑖𝑟 (20)

𝜇 = 𝛼𝜇𝑤𝑎𝑡𝑒𝑟 + (1 − 𝛼)𝜇𝑎𝑖𝑟 (21)

In this study, 𝜌𝑤𝑎𝑡𝑒𝑟 = 1000 kg/m3, 𝜇𝑤𝑎𝑡𝑒𝑟 = 1 × 10−3 N s/m2; 𝜌𝑎𝑖𝑟 =
1 kg/m3, 𝜇𝑎𝑖𝑟 = 1.48 × 10−5 N s/m2 and 𝑔 was set as 9.81 m/s2.

The Finite Volume Method [42] was applied to obtain the solution
of the fluid domain over a certain time duration. The process includes
two types of discretisation, in space and time respectively. In space,
4

the computational domain is divided into a set of non-overlapping
cells, known as a mesh; in time, the temporal dimension is split into
a finite number of timesteps. For a single timestep, the solution of the
governing equations can be obtained in each cell (e.g. 𝑣, 𝑃 , 𝛼), and the
whole fluid domain can be integrated by the solution of all cells. Then,
the fluid domain over a certain time duration is the composition of the
fluid domain at each timestep.

In this study, the computational domain was divided into a hexahe-
dral mesh, as shown in Fig. 3. Local mesh refinements were applied
at the free-surface area and the area around the device. An overset
mesh was applied around the device which is necessary to enable large
rotational movement of the device [43,44]. The mesh of the unrefined
region consists of 120 cells per wavelength and 8 cells per wave height,
and for the refined region it consists of 240 cells per wavelength and
30 cells per wave height. The selection of mesh densities has been
justified through mesh sensitivity studies reported in [21], in order to
get accurate solutions with as few cells as possible.

The size of each timestep was determined by a prescribed value,
Courant number (𝐶):

𝐶 = 𝑢𝛥𝑡
𝛥𝑥

(22)

where 𝛥𝑡 is the timestep size, 𝑢∕𝛥𝑥 is its normal velocity divided by
the distance between the cell centre and the neighbour cell centre. For
every timestep, there exists a maximal 𝑢∕𝛥𝑥 value in the domain, and
𝛥𝑡 can be calculated by the product of that value and 𝐶. This allows
an optimal 𝛥𝑡 to be selected according to the transient fluid state. The
value of 𝐶 was given as 1 in this study which is a standard practice [45].

Although there has been a lack of experimental tests of multiple
OWSC in waves, the present model has been validated against the
experimental measurement of a single OWSC device’s rotational move-
ment in waves. The systematic verification and validation are presented
in a previous publication [21], which is not repeated in the present
work to keep it concise. The validation shows the present model can
accurately replicate one OWSC’ wave-structure interaction with high
fidelity, and it is reasonable to deem that the extended wave farm
simulations with multiple OWSCs are still validated.

3. Simulation case setups of wave farm

3.1. Array arrangement

In this study, three layout designs were investigated: one in-line
(CG1) and two staggered (CG2 and CG3) configurations, as shown in
Fig. 4. Each layout considered three independent devices, identified
from 0 to 2, and 0 indicates the right-hand side when considering
the direction of the incident wave. Additionally, the spacings in the
longitudinal and transverse directions were varied and evaluated for
different wave periods. It is worth noting that the devices were equally
distributed within a single condition, i.e. one X and one Y spacing was
considered at a time. In the x-direction, four values were evaluated
with a range of distances between 0.00 and 1.56 m. In the y-direction,
the range considered was between 0.15 and 3.30 m. In the full-scale
model, these values correspond to 0.00–62.40 m for the former and
6.00–132 m for the latter. The distances of X and Y and their nomencla-
ture during the simulations are presented in Table 1; this combination
of waves and layouts leads to a total of 116 cases to understand the
interaction of arrays within different operational conditions. Each set of
spacings combination is identified as 𝑋𝑘−𝑌𝑘 during the simulations and
presentation of the results. The subscript 𝑘, from Table 1, provides the
identifier (‘‘A’’ and the numbers 0–8) of the case spacing combination
and its nomenclature.

For the in-line layout, CG1, the total number of cases added up
to 24, as this arrangement does not consider a displacement in the x-
direction, but nine displacements in the y-direction; these combinations
were simulated for the wave conditions defined. In addition, for the
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Fig. 4. Plan view: in-line (CG1) and staggered (CG2 and CG3) layouts used during the
simulations. The separating distance between the devices 0–2 for the different layouts
is varied in the x- and y-direction.

Table 1
Separating distances in the x- and y-direction considered for different wave farm
arrangements.

Subscript, k Combination parameters for arrangements

A 0 1 2 3 4 5 6 7 8

𝑋𝑘 (m) – 0.00 1.08 1.20 1.56 – – – – –
𝑌𝑘 (m) 0.15 0.35 0.75 0.95 1.05 1.30 1.50 2.00 3.30 4.30

Table 2
Wave periods and frequencies considered for the study of arrays.

Case, j 1 2 3

Period, 𝑇𝑗 (s) 1.344 1.186 1.028
Angular frequency, 𝜔𝑗 (rad/s) 4.68 5.30 6.11
Non-dimensional 𝜔∗ 0.87 0.99 1.14

highest period, two further separating distances were considered, to
confirm the trend of the power capture performance of the system.

Once the evolution of the performance when varying the separation
in the y-direction (lateral distance) was established; the arrangements
for the staggered were defined as being sufficient to show the trend
of the array. In these cases, each staggered configuration considered
15 arrangements; these combinations were carried out for each wave
period. As a result, the total simulations undertaken for the staggered
configurations added up to 90 cases.

3.2. Wave conditions

Considering the extensive parameters of the array arrangement, to
remain a reasonable size of the simulation matrix, the wave conditions
used here consist of one wave height and three periods. The selected
periods were chosen based on the higher power delivered by the device
within the operational sea state [46]. As a result, for the interaction
of neighbouring devices, a range of periods for the regular waves
was considered between 1.03 s and 1.34 s, corresponding to full-scale
periods of 6.50 s and 8.50 s, respectively, see Table 2. A single height
was considered based on the wave height’s lower impact on the capture
factor in contrast with the period. The wave height was fixed to 0.06 m,
which at full scale would correspond to 2.24 m.

3.3. Power take-off

The power extracting component can be modelled as an actuator
exerting a mechanical load on the oscillating flap [47], as illustrated
Fig. 5). Potentially, the most straightforward approach is to consider
only a damper as the energy absorbing load acting on the flap; this
is called a passive/resistive control strategy. However, the resistive
approach can be complemented with reactive loads controlling the
5

Fig. 5. Schematic profile view drawing showing the motion of an OWSC induced by
incident waves, including the spring and damper representations of the PTO.

Table 3
Wave periods considered and the corresponding estimated damping coefficients.

Period (s) Damping Coeff. (N ms/rad)

𝑇1 1.344 𝐵𝑑1 4.13
𝑇2 1.186 𝐵𝑑2 8.54
𝑇3 1.028 𝐵𝑑3 8.89

oscillation of the flap to maximise the power extracted [47]. In compu-
tational simulations, either passive or reactive control can be realised
by adding external moments back to the WEC, represented as a damper
or spring–damper system, respectively [48,49]. In the former case,
the extracting component is simulated as a force proportional to the
angular velocity of the OWSC. Whereas in the latter case, it is an
extension of the former, used where an additional force proportional
to the angular displacement is integrated into the model [49–51].

In reactive control strategies, the spring and damper coefficients
are adjusted according to the real-time wave frequency, thus achieving
the maximum power absorption specifically by tuning the stiffness to
the natural frequency of the WEC device [49,52]. In this condition,
the damping coefficient of the PTO is considered as the radiation
damping coefficient of the device. However, as these phenomena of
the hydrostatic stiffness and radiation are already considered within
the governing equations, an additional method is sought to implement
these representative coefficients effectively by maximising the power
output of the single device under specific wave conditions.

The PTO for each device considered in the present study was based
on a reactive control approach. In the computational model, the PTO is
added as a restraint in the motion solution of the OWSC as an external
moment as follows:

𝑀𝑃𝑇𝑂(𝑡) = 𝐵𝑑 𝜃̇𝑖(𝑡) +𝐾𝑑𝜃𝑖(𝑡) (23)

where 𝐵𝑑 is the mechanical damping coefficient, 𝐾𝑑 is the mechanical
spring coefficient, 𝜃̇ is the angular velocity, and 𝜃 is the flap rotation
around the y-axis. The subscript i refers to the device number within
the array, labelled 0, 1 and 2.

Here, 𝐵𝑑 is taken as optimal values for an OWSC device in corre-
sponding wave conditions [53], as given in Table 3. The mechanical
spring coefficient, 𝐾𝑑 , is set up as 9.25 Nm/rad. This coefficient con-
trols the oscillation of the flap through the PTO, and as such, it has
been kept constant when optimising the damping coefficient for the
single device. Furthermore, these coefficients are used as constants
when analysing the array performance.

To calculate the instant net maximum absorbed power by THE PTO
for each device considered i, the following equation was used:

𝑃𝑖(𝜔) =
1
2
𝜔2𝐵𝑑 |𝜃𝑖,𝑚𝑎𝑥|

2 (24)

where it is assumed that the power is fully extracted by the PTO (with-
out any mechanical losses), 𝜃𝑚𝑎𝑥 is the maximum amplitude calculated
from the numerical model, and 𝜔 is the angular frequency. As this
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Fig. 6. Maximum power captured by the in-line configuration, CG1, for different periods. Each dashed line is a reference of the power captured by the sum of 3-isolated OWSC
devices.
Fig. 7. Assessment on the performance of each device of the in-line configuration, CG1, and at different lateral spacings, for 𝑇1.
equation is in the frequency domain for a time-domain simulation, it
could lead to slight uncertainties when estimating the time-averaged
mean absorbed power due to the different approaches considered.

4. Interactions and power output of neighbouring devices

To analyse the performance of a wave farm this section covers two
general approaches, one is the power absorption of the array and the
second, although related, is the efficiency in enhancing the operational
practices. To do this, each configuration was evaluated against the
following criteria. First, the maximum power absorbed was assessed
across different wave periods. Second, the wave effects associated to the
individual assessment of the devices within the array were analysed.
Third, the efficiency of the wave absorption as a unit system was
examined using the peak-to-average ratio of power extracted. Finally,
the efficiency of the WEC arrays by improving the performance of the
systems was addressed using the q factor.

The capture factor q introduced by Budal [54] was used to measure
the efficiency of the array. This capture factor relates the net maximum
energy production of the array to that of the sum of n devices operating
in isolation and should be greater than 1 for the configuration to be
successful (constructive interaction). Whereas if q is equal to 1, there is
no impact between the devices, and when it is less than 1, the array has
a destructive interaction [54,55]. Hence, the constructive interaction of
the wave is:

𝑞(𝜔) =
𝑃𝑎𝑟𝑟𝑎𝑦(𝜔)

𝑛𝑃𝑖𝑠𝑜𝑙𝑎𝑡𝑒𝑑 (𝜔)
≥ 1 (25)

where 𝑃𝑎𝑟𝑟𝑎𝑦(𝜔) is equal to ∑𝑛
𝑖=0 𝑃𝑖(𝜔), 𝑃𝑖 is calculated as described in

Eq. (24). 𝑃𝑖𝑠𝑜𝑙𝑎𝑡𝑒𝑑 (𝜔) is calculated using the results of one WEC simulated
in isolation [21].
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For any arrangement considered in wave farms, it is expected
that if the spacing between the devices is large enough, the modified
wave fields will not interact with the adjacent devices, and the cost
benefits will decrease. At the beginning of this section, the results per
arrangement while varying the spacing are shown to understand the
interaction between the WECs as a group and independently. Later,
the configurations are compared, narrowing to recommended spacings
dependent on the incident wave field. During the analyses carried out,
the maximum power was calculated considering the average of the
maximum displacements of the device (at the seaward and landward
positions), found as 𝜃𝑖,𝑚𝑎𝑥. The power absorbed by each device was
added to estimate the total power captured by the entire array. The
average power absorbed was calculated based on each device’s mean
absolute angular displacement.

4.1. In-line configuration

4.1.1. Power absorbed
Fig. 6 compares the maximum power captured by the in-line ar-

rangement under different periods against the non-dimensional lateral
spacing. Whilst the first parameter was calculated using the maximum
angular displacement of each device, the latter is presented in terms
of the ratio of the lateral separating distance and the device’s width,
𝑦𝑘∕𝑤. Each set of results for a unique period is accompanied by the
reference dashed line representing the maximum power captured by
the same number of devices operating in isolation, indicating that the
power measured over the line corresponds to a positive interaction. The
ones under the dashed line show a destructive interaction. In general,
this plot suggests that there is an increment in the variation in the
power captured when the period is higher, i.e. when the wavelength
increases.
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Fig. 8. Plan view of a section of the NWT; the incident wave is from the left side of the plot. Snapshot at 16 s, showing the power delivered by the wave during the performance
of the in-line configuration, CG1, when the devices are close and the system is operating destructively (for 𝑇1).
In the same figure, for the highest period, 𝑇1 = 1.344 s, it is shown
that when the devices are at a non-dimensional lateral separation below
or close to 1, the performance of the array is adverse compared to an
array considering isolated behaviour. This result suggests that it is not
beneficial to consider a wave farm under the layout 𝑋0−𝑌0 at this wave
period. The behaviour of the in-line layout at 𝑇1 is similarly reproduced
for 𝑇2 = 1.186 s, whose results are included in the same figure. Whereas
for the lowest period, 𝑇3 = 1.028 s, the system seems not to reach a
destructive interaction under the separating distances considered; yet
the improvement and overall magnitude of the power absorbed remain
low.

Nonetheless, once the separating distance between the devices is
increased, there is a clear constructive interaction occurring in the in-
line configuration which applies to all the wave periods, see Fig. 6.
Once the lateral spacing is sufficiently large, the devices in the array
tend to operate as they would do in isolation without being affected by
neighbouring devices. These results provide a general overall response
stages of the wave farms until there is no added benefit of deploying
the WECs as a compact group.

To examine the contribution per device within the arrays, the power
captured by each component is contrasted with that obtained with the
single device for 𝑇1. Three layouts are considered, the one where the
interaction seems to be destructive, 𝑋0 − 𝑌0, and the ones with the
maximum power captured, 𝑋0−𝑌4 and 𝑋0−𝑌5. These cases correspond
to 𝑦𝑘∕𝑤 equal to 0.54, 2.00 and 2.31, respectively. The results of this
contribution per device is presented in Fig. 7(a), where it is shown
that the greatest influenced device is the one in the middle (no. 1). In
the case of devices 0 and 2, left and right when facing the incident
wave, the devices’ contribution has lower variation than the other
layouts. Additionally, it can be seen that the device in the middle, in
layout 𝑋0 − 𝑌0, has a destructive interaction compared to the single
WEC (represented with the dashed line), which may affect the overall
behaviour of the array.

The progress of the power captured by the arrays when 𝑦𝑘∕𝑤 is
equal to 0.5 and 2 are shown in Fig. 7(b), for 𝑇1. The resulting curve
for each device in the array is shown for an interval between 12 and
20 s; nonetheless, at a selected time around the peak values (presented
at 14.6 s) the results are highlighted for the purpose of visualisation.
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Generally, it can be seen that the return power captured (at the seaward
angle position) is lower than the one towards the land. This behaviour
in the resulting power delivered by the devices is distinctive when
applying reactive control strategies to represent the PTO. In addition,
it can be seen that when 𝑦𝑘∕𝑤 = 0.5 (𝑋0 − 𝑌0) the power absorbed
by the middle device is considerably lower than that obtained by the
devices located at the extremes. Whereas in contrast, in the case of
𝑦𝑘∕𝑤 = 2.0 (𝑋0 − 𝑌4) each unit remains rather constant compared to
the neighbouring ones.

To identify what is causing this decline in the power absorbed by
the device at the centre; it is important to examine the direct factor,
which is the reduction in the angular displacement of the device. Fig. 8
shows layout 𝑋0−𝑌0 when the time of simulation is 16 s, and the WECs
have an angular displacement of 5.35◦, 4.74◦ and 5.49◦, for devices 0,
1 and 2, respectively. The power delivered by the wave was estimated
using Equation ??, using the surface elevation measurements. In this
setting, the flow between the OWSCs is trapped, and transmitted waves
in the back of the devices arise due to the positive angular motion of the
array; which are comparatively lower in the device at the centre. For
this purpose, the green circles in the figure highlight the reduction in
the power delivered behind the middle device. In this case, the wave
effects presented between the components seem to negatively impact
the wave power delivered at this unit (device no. 1). In addition, it can
be seen that the power delivered by the source decreases considerably
downstream, once it has been absorbed by the array. The influence on
the middle WEC can be confirmed afterwards in Fig. 10(a), where the q
factor of the wave farm under this layout and wave conditions is below
1, i.e. the overall performance of the array is destructive.

In addition, in Fig. 8, it can be seen that the radiated waves
upstream have a negative interaction with the incident wave field,
bringing down the power available in this area (see pink rectangle).
Another interesting effect of the WEC’s presence are the diffracted
waves, which can be seen to the sides of each WEC. In this case, there
is a localised reduction in the wave energy, see orange circle. Whilst
the effects related to the radiated and transmitted waves seem not to
influence the neighbouring devices in this particular layout, the ones
related to the diffracted waves, seem to have an immediate influence
towards the devices at the sides. Thus, the device at the centre is the
most benefited or negatively affected during the process.
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Fig. 9. Peak-to-average ratio of the power captured by the in-line configuration, CG1, for different periods.
Fig. 9 provides insight regarding the ratio between the maximum
and average power captured by the in-line arrangement to further
examine the absorption efficiency of the system. These results are
presented for all the periods assessed. For an efficient system, the
desired value of this ratio should remain low. For the largest distances
between the devices (𝑦𝑘∕𝑤 > 2.3) the results show a higher variation
depending on the period. In contrast, it can be seen that for shorter
separating distances in the y-direction, the behaviour of the array is
more consistent against different periods. In the cases where 𝑃𝑚𝑎𝑥∕𝑃𝑎𝑣𝑔
approaches 1 (for 𝑇2), it seems to suggest that in these conditions, the
power delivered is more stable and efficient.

4.1.2. Absorption enhancement for the in-line layout
To select a system where the overall performance of the array is

enhanced, the q factor is investigated. The q factor for different lateral
spacings is shown in Fig. 10(a), where it can be seen that there is
a drop in the power capture in 𝑦𝑘∕𝑤 = 3.1 after the highest peak
(𝑦𝑘∕𝑤 = 2.3). In this dip (at 𝑋0−𝑌6), the rotational displacement of the
centred device is not enhanced by its neighbours, decreasing the overall
performance of the array. However, the variation in this drop compared
to the next increasing value is minimum when considering this as a
positive/negative effect in the interaction. Additionally, these results do
not lead to an exact ideal distance between the neighbouring devices,
but a range of 1.2 < 𝑦𝑘∕𝑤 < 5.0 where the interaction is beneficial up
to 15%, see the trend shown with the dashed line for these results in
Fig. 10(a).

A behaviour similar to that of 𝑇1 is reproduced for the lower periods
(for 𝑇2 = 1.186 s and 𝑇3 = 1.028 s), which are presented in Fig. 10(b).
In both cases, the dip in the performance occurs at different lateral
spacings; whilst for 𝑇2 this happens close to 𝑦𝑘∕𝑤 = 3.1, for 𝑇3 is at
a shorter separation (𝑦𝑘∕𝑤 = 2.0).

4.2. Staggered configurations

4.2.1. Power capture
The staggered configurations, CG2 and CG3, consider a displace-

ment in the longitudinal direction (along the x-axis) as well as the
lateral distance. Fig. 11 compares the maximum power absorbed by the
staggered arrays, CG2 and CG3, at a longitudinal separation between
the WECs, 𝑋3 = 1.56 m, for different periods. The values of the
separating distance in the y-direction have been chosen in accordance
with the trend seen before in the in-line configuration, i.e. defining a
region for constructive interaction after which the values of the power
absorbed decline. In addition, each set of results is accompanied by a
dashed line showing the absorption power that would be achieved by
a set of isolated devices under a specific wave period.

In this particular longitudinal separating distance, 𝑋3, it is shown
that for longer waves, the performance of the staggered systems re-
mains positive (over the dashed line). In contrast, for the middle and
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lower periods, it seems that there is not sufficient increment in the
power absorbed by the systems. Additionally, it can be seen that for the
lower periods, there is a negative behaviour as a group, as the power
has been reduced. What is also interesting in these plots is that for the
asymmetric and symmetric staggered systems, CG2 and CG3, the trend
of the performance is similar in terms of the magnitude and overall
response, see Fig. 11.

The contribution of each device in the power capture under different
layouts, in terms of staggered configuration and lateral separating
distance, is presented in Fig. 12 for a particular longitudinal distance
(𝑋3 = 1.56 m). For this purpose, the ratio of the maximum power
absorbed by each device within the farm against that of the isolated
device is shown; if the ratio is equal or greater than one, it is expected
that its individual response is constructive. At the top of the figure, the
results for the asymmetrical layout CG2 are included; this arrangement
considers that the three devices are at different positions along the x-
axis. At the bottom is the symmetrical staggered layout, CG3, where
two of the devices perform along the same x-axis, see Fig. 4. It is worth
noting, that the slight fluctuation per device in the y-axis shown in
Fig. 12 is for visualisation aid and does not have any relevant meaning.

When assessing the unit’s behaviour, in most scenarios, besides of
the CG2 case for 𝑇1, it is found that the middle device, identified as
‘‘device 1’’, has a destructive performance (<1) at short separating
distances, see Fig. 12. Furthermore, in CG2, this is extended to the third
device (the one located closer to the shore); which at the lowest period
it does not even achieve ‘‘isolation-type’’ performance and remains
having a destructive operation.

In contrast, the performance of the device at the front, ‘‘device
0’’, seems to be highly constructive at most scenarios. This result
suggests that the undisturbed wave field and the reflection/radiation
wave effects of the immediate device play an important role. Likewise,
it suggests that during this interaction between the devices, the devices
downstream remain at a disadvantage.

An example of these implications is the CG2 case for 𝑇3 with a layout
𝑋3 − 𝑌7, where the devices no. 1 and no. 2 operate destructively as
units, whilst device no. 0 has a somewhat ‘‘isolation-type’’ performance
(where the ratio is close to 1), see Fig. 12. To investigate this further,
the distribution of the power delivered by the wave, in Watts, is shown
in Fig. 13. In this setting, the snapshot of a section of the NWT is at
19 s, when the devices have low angular displacements: 1.33◦, 0.40◦

and −0.11◦, for devices 0, 1 and 2, respectively. It can be seen that
before the first WEC interacts with the incident wave field, the latter
remains largely undisturbed across the width of the NWT. However,
once the energy of the wave has been extracted by the first device, the
conditions downstream are largely influenced. This results in the device
further in the system facing a lower-amplitude wave than the original
one, likely reducing its power extracted. In addition, at this instant, the
power delivered is increased when facing the devices, particularly for
device no. 0. Possibly, this is due to radiating waves upstream.
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Fig. 10. q factor estimated for the in-line layout, CG1, against the non-dimensional separating distance. The dashed line in (a) show the trend of the performance.
To confirm that there is no influence of the walls, a wider tank has
been analysed and presented in Fig. 14. The width selected is then
confirmed to be 14.25 m (3 m more than the previous). Similar to
Fig. 13, the same hydrodynamic response of the array is seen based
on the power delivered by each device. Furthermore, it can be seen on
the left side of device no. 0, the one closer facing the incident wave
first, that there is no potential reflection of the walls, only the radiated
and diffracted waves resulting from the device and its interaction with
the incident wave.

To assess the efficiency of the system in terms of absorbing the
power of the device, the peak-to-average power ratio of layouts CG2
and CG3 is assessed, see Fig. 15. An important consideration is that for
this study, the maximum power absorbed by the device is estimated us-
ing the maximum displacement of the WEC; whereas the average power
is found using the mean absolute angular displacement. It is expected
that the most efficient system in absorbing the wave energy is when
the ratio 𝑃𝑚𝑎𝑥∕𝑃𝑎𝑣𝑔 tends to 1. In Figs. 15(a) and 15(b), the highest
ratio obtained for 𝑇1 is close to 3, for both staggered configurations,
whereas for 𝑇2, it is 2.5. Compared to the results obtained for the in-
line configuration, previously presented in Fig. 9, the results of the
staggered configurations show similar trends, where it is shown that
for the middle wave period the system is more efficient (lower ratio).

4.2.2. Absorption enhancement for the staggered layouts
For CG2 and CG3, at the distance corresponding to 𝑋3, the results

for the q factor for different wave conditions are shown in Figs. 16(a)
and 16(b), respectively. In this plot, the results of power efficiency
for each staggered array will depend on the incident wavelength and
the lateral spacing between the devices. It can be seen that when the
devices are too close, the interaction of the array is negative (<1).
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In contrast, for greater distances, the power of the array increases,
bringing them to interact positively. Furthermore, it can also be seen
that the array operates similarly for the different wave frequencies and
configurations at the furthest distance shown. Likewise, a similar gen-
eral conclusion, but differing in the magnitude of the enhanced power
captured and the lateral spacings, happens for the greater spacings in
the x-direction.

To further investigate the interaction of staggered systems, the q
factor results in terms of the non-dimensional spacings in the x- and
the y-direction for different arrangements and wave conditions are
shown as surface plots. These plots, Fig. 17 (for CG2) and Fig. 18 (for
CG3), gather the information of different spacings in both directions
and quantify the power enhanced by each layout and wave condition.

Focusing on Fig. 17(a), which presents the results of CG2 op-
erating under the highest period, the largest q factor is when the
non-dimensional lateral distance, 𝑦𝑘∕𝑤, is close to 2, and when the
devices are further apart in the x-direction. The latter is represented
as the non-dimensional parameter 𝑥𝑘∕𝜆, where 𝜆 is the wavelength.
In addition, when the devices are too close in both directions, the
enhancement in the power absorption remains low. This behaviour
is similarly reproduced for the lower periods, Figs. 17(b) and 17(c),
in terms of the lateral spacing distance, but opposite in terms of the
longitudinal distance. For 𝑇2 and 𝑇3, the power capture is boosted for
closer non-dimensional separating distance, 𝑥𝑘∕𝜆. This is particularly
reproduced to a some extent in CG3, see Fig. 18, where the highest
q factor converges to a single non-dimensional lateral distance, 2 <
𝑦𝑘∕𝑤 < 3, but differs in the x-direction depending on the wave period.

Thus, from these surface plots it can be seen that regardless of the
arrangement (CG2 or CG3), the spacings seem to be of greater influence
on the performance of the array for each wave period than the in-
line configuration (CG1). For the lower periods, the maximum positive
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Fig. 11. Maximum power captured by the staggered configurations. Each dashed line is a reference of the power captured by the sum of 3-isolated OWSC devices. The coloured
dotted lines show the trend of each set of results. The longitudinal separating distance is 𝑋3 = 1.56 m.

Fig. 12. Ratio of the maximum power captured by each independent device within the farm array against the isolated device. This ratio is given for each staggered configuration
and period analysed, for a longitudinal distance of 𝑋3 = 1.56 m.
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Fig. 13. Plan view of a section of the NWT; the incident wave is from the left side
of the plot. Snapshot at 19 s, showing the power delivered by the wave during the
performance of the asymmetrical staggered layout, CG2, when the devices are far and
the system is operating destructively (for 𝑇3).

Fig. 14. Plan view of a section of a wider NWT; the incident wave is from the left
side of the plot. Snapshot at 19 s, showing the power delivered by the wave during
the performance of the asymmetrical staggered layout, CG2, when the devices are far
and the system is operating destructively (for 𝑇3).
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interaction is when the devices are closer in terms of the longitudinal
spacing in both configurations (CG2 or CG3). Whereas for the higher
period, the same happens when they are further away.

From analysing the results obtained, it is evident that a particular
configuration and distance will not satisfy the maximum power cap-
tured for all sea conditions. However, a set of combination parameters
can be suggested for the most common sea state that the array will
operate in.

4.3. Assessment of layouts

An outcome from the analysis of all the layouts is that when the de-
vices are close in the y-direction, the wave farms perform destructively.
Fig. 19 presents the q factor against the non-dimensional longitudinal
distance for a close separating distance in the y-direction, 𝑌0 = 0.35 m
(𝑦𝑘∕𝑤 = 0.54), for all the layouts and wave periods. In addition, the
destructive region (when 𝑞 < 1) is highlighted. Besides that the in-
line arrangement, CG1, in this scenario, the system operates negatively
for shorter wavelengths (corresponding to the lower periods). In con-
trast, the one with the largest wavelength tends to operate positively
regardless of the staggered arrangement used.

From the surface plots shown in Figs. 17 and 18, it was found that
the greatest constructive interaction is when 𝑦𝑘∕𝑤 is in the range of
2 < 𝑦𝑘∕𝑤 < 3 for all the staggered arrangements and periods. In Fig. 20,
the q factor is shown at the lateral spacing 𝑌5, equal to 1.5 m (𝑦𝑘∕𝑤 =
2.3), and for all the configurations and longitudinal spacing in terms of
the distance over the wavelength, 𝜆. At this condition, it can be seen
that the configuration giving the least constructive interaction is CG1,
the in-line configuration. Additionally, it can be noticed that for both
staggered configurations, when 𝑥𝑘∕𝜆 is in the range of 0.55–0.70 (see
Box 1), the q factor remains with minor variations regardless of the
wave frequency. Furthermore, although the q values of 𝑇3 in Box 2 are
greater than 1, these are not relevant since the power captured at this
condition is significantly lower compared to the higher periods. As a
reference, see Fig. 11 where the quantification of the power captured
by the staggered arrangements at this condition (𝑇3) is shown.

For this particular distance, 𝑦𝑘∕𝑤 = 2.3, it is concluded that in terms
of the spacing in the x-direction, the ideal range of 𝑥𝑘∕𝜆 is between
0.50–0.75, which for 𝑇1 would be 1.07–1.61 m (42.80–64.40 m at full-
scale). Likewise, for 𝑇2, this range would correspond to 0.91–1.36 m for
the model (36.4–54.4 m at full-scale). Despite, having a less enhanced
result, for the same condition, 𝑇3 would be at around 𝑥𝑘 = 1.10 m (44 m
at full-scale).

Now, focusing on the lateral spacing, 𝑦𝑘∕𝑤, the range of separa-
tion is greater before the constructive interaction decreases, as seen
previously in Fig. 16 for 𝑋3. In this case, the suggested range of
𝑦𝑘∕𝑤 is between 1.5–5.1, which corresponds to the y-spacing in the
model to 0.95–3.30 m (38–132 m at full-scale). After this range, it is
expected that the devices within the wave farm would have a similar
hydrodynamic response as single units. Based on the spacing ranges
in the x- and y-direction, the power captured can be increased from
10% to 25% when operating under these conditions; nonetheless, this
is further analysed in the next section.

In Fig. 21, the wave surface elevations of two configurations (CG2
and CG3) are shown, corresponding to 𝑌2 or 𝑦𝑘∕𝑤 = 1.50 at 17 s of the
simulation where the enhancement of the power captured as an array
has been increased by 28%, for CG2, and 19%, for CG3. The NWT is
shortened to the half of the length for visualisation purposes.

In the case of the asymmetrical staggered layout, CG2, which has
a higher capture ratio, it can be seen that the absolute amplitude of
the wave has been increased in comparison with the case of CG3. An
example of this is the WSE measured at the location of device no. 1, see
regions highlighted with pink circles. Considering the snapshot is at the
exact time and under the same operational characteristics, the region
in front of the middle device at CG2 suggest it is interacting with a
higher wave amplitude. Nonetheless, the factor that seems to affect the
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Fig. 15. Peak-to-average power ratio of the staggered configurations, CG2 and CG3, at a distance 𝑋3 = 1.56 m for varying non-dimensional lateral spacing. These results are
shown for different periods.
most is that encountered in device no. 2 (Fig. 21(a)), see black circle,
considering there is a higher wave amplitude causing a higher motion
in comparison to that same device in CG3 (Fig. 21(b)). As a result, this
implies a constructive interaction between the incident and radiated
wave (upstream) happening for the device closer to the shore.

5. Discussion of constructive array arrangements

The previous sections investigated the performance behaviour of
wave farms arranged in diverse settings. Among the key findings de-
rived from this analysis are the following:

• The in-line configuration showed the smallest hydrodynamic-
based performance enhancement when operating with different
wave periods. Nonetheless, in terms of the separation of devices,
it has a broad range of 1.0 < 𝑦𝑘∕𝑤 < 5.1 to increase the power
extracted up to 13.6%. In terms of the full-scale prototype, this
would imply an interval in the y-direction of 26.0 < 𝑦 < 133.0 m
where the diffracted waves between the units enlarge the motion
of the neighbouring devices.

• In contrast, the staggered configurations generally show better
performance than the in-line configuration. However, these sys-
tems also show destructive behaviour when operating too close
in lateral and longitudinal directions, particularly for the lower
periods (shorter wavelengths). Overall, the recommendations for
the staggered configurations would consider a range in the y-
direction of 1.5 < 𝑦𝑘∕𝑤 < 5.1 and in the x-direction of 0.50 <
𝑥𝑘∕𝜆 < 1.10. In the latter, it is the lower period that reaches
‘‘isolation behaviour’’ for CG2 at the largest distance in the x-
direction; the remaining arrangements stay productive. In terms
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of the dimensional distances, the considerations for each stag-
gered arrangement are summarised using Fig. 22.

Fig. 22 shows the distance at full-scale in the x- and y-axis and
the values of the constructive interaction (when 𝑞 > 1). Likewise,
the blank spaces represent the conditions where the arrangement has
a destructive performance. A particularly interesting result from the
staggered arrangement CG3 is that all the spacings and wave conditions
bring a productive operating system (𝑞 > 1) even if this improve-
ment is minimal (as seen in the shortest separating distances for the
lowest period). It can be seen that the efficiency of the array when
compared to one considering ‘‘isolation-type’’ devices, is improved for
both staggered layouts. In the case of the asymmetrical layout, CG2, the
highest q value is obtained for a longer wavelength and for separating
distances of 𝑋 = 62 m and 𝑌 = 38 m. This is similarly reproduced for
the symmetrical layout, CG3, but achieving a slightly lower q value.
In contrast, this is maintained for this latter layout with the lowest
wave period. In addition, it can be seen that for the wave period of
7.50 s, both staggered configuration show similar magnitude in the
enhancement for the separating distances 𝑌 > 38 m.

Since the results shown in Fig. 22 are somewhat similar, an ad-
ditional analysis is carried out by comparing the two sets of q factor
results for each configuration under the same separating distances
conditions using a Welch t -test. From the results obtained, it is found
that the difference between the data sets of CG2 (mean = 1.073; SD
= 0.0147) and CG3 (mean = 1.091; SD = 0.0103) is not significant
(t(85) = −0.765; p < 0.447). The high value of p implies that there
is no statistical evidence suggesting sufficient variability in the values
contrasted.
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Fig. 16. q factor estimated for staggered layouts at a distance in the x-direction of 1.56 m between the devices against the varying non-dimensional lateral spacing.
The present study coincides with the semi-analytical work devel-
oped in Noad and Porter, and, Behzad and Sanaei [11,56] where
the staggered arrangements suggest leading to more productive wave
farms. However, it contradicts the original wave farm arrangement
used for the Oyster 2 (composed of three in-line devices) and the most
robust interaction in such configuration mentioned in Sarkar et al. [14].
Nonetheless, it is worth noting that there is a high impact on the
lateral distance in the power captured by the system. Still, to exploit
it, it is suggested to combine it with a displacement in the longitudinal
direction.

When contrasting the spacings between the WECs resulting from
previous studies on OWSC-array configurations, such as the semi-
analytical works presented in [11,15,56], the results are in the same
order of magnitude but differ in the intervals recommended. For Sarkar
et al. [15], the range for a continuous positive interaction is 0–50 m
in the x-direction and 75–100 m in the y-direction. Likewise, Noad
and Porter [11] identified a specific optimal spacing of 51.7 m in the
x-direction and 40.9 m in the y-direction for a representation of a
asymmetrical staggered layout. Moreover, Noad and Porter [11] found
the distances of 50.4 m (x-direction) and 37.6 m (y-direction) for a
symmetrical staggered layout. Finally, Behzad and Sanaei [56] con-
cluded that for a staggered layout having the highest power extracted,
the units should have a spacing of 25 m (x-direction) and 15 m (y-
direction). The study carried out in this paper results in a broader
interval in the lateral spacings (being this 38–132 m) and discards
closer proximity in the longitudinal direction, below 48 m.

Given that there is no unique solution of the staggered configu-
13

ration bringing the highest performance to capture the wave energy,
it is sought to recommend a system based on the response in the
constructive behaviour region across all periods. For CG2, the mean
q factor is 1.13 and the constructive range is 1.01–1.30. Whilst for
CG3, the mean q factor is 1.12 and the constructive range is 1.01–
1.26. The asymmetrical staggered configuration, CG2, show the highest
enhancement overall by a slight margin and the power is enhanced by
4% more than the symmetrical one. Thus, Fig. 23 provides with the
arrangement parameters of the most productive solution, CG2, along
with the separating distances achieving the greatest power absorbed.
The separating distances are recommended for an interval period of
6.50 s < 𝑇 < 8.50 s.

6. Conclusions

This paper provides significant insights into the interaction of wave
energy converters when operating as a wave farm. A total of 116 cases
covering three different layouts and wave periods with various spacing
combinations between the devices within the wave farms were selected
to assess the enhancement when introducing neighbouring devices to a
single WEC system.

One key outcome of this study is that staggered arrangements
perform better than in-line arrangements. Furthermore, using staggered
configurations, the efficiency of power capture of wave farms can be
increased up to 30% when the devices operate constructively, and
the distance between the devices is dependent on the incident wave
characteristics.

It is found that the wave effects associated to the interaction of

the incident wave field with the devices are major contributors in the
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Fig. 17. Surface plots showing the variation of the q factor estimated for layout CG2 operating under different periods. The interaction factor is shown in terms of the

non-dimensional distances 𝑥𝑘∕𝜆 and 𝑦𝑘∕𝑤.
constructive operation of the array. In the case of staggered layouts,
the wave energy has been partially extracted by the front device and
transmitted to the devices downstream. Depending on the separating
distance, this wave with modified energies should be sufficient to allow
the devices downstream to operate constructively as a single unit. These
results led to a set of intervals in the x- and the y-direction, where
the behaviour of staggered layouts is constructive. Nonetheless, the
symmetrical and asymmetrical staggered configurations tend to behave
similarly in the operational conditions considered; hence, a unique
solution could be based on selection parameters, such as a compact
arrangement or operational wave conditions desired.

Finally, it is found that when locating the units too close within the
wave farm too close, 𝑌 < 38 m and 𝑋 < 48 m, the efficiency of the
system decreases and the interaction in absorbing the waves’ energy
becomes destructive. Furthermore, it is identified that for the three-
OWSC array, the most affected and decisive device in both constructive
and detrimental outcomes is the one operating in the middle. For the
asymmetrical staggered layout, CG3, this is extended to the device
located closer to the shore.

This study considers regular waves as a first step to understanding
the interaction of multiple devices operating simultaneously, using
high-fidelity tools, such as those provided by a full-dynamic computa-
tional model. However, in order to contribute to the concept and early
design of OWSC wave farms, a study considering irregular waves is rec-
ommended for future work. It is worth noting, that these considerations
will impact the model’s computational and simulation time capabilities.
14
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Fig. 18. Surface plots showing the variation of the q factor estimated for layout CG3 operating under different periods. The interaction factor is shown in terms of the
non-dimensional distances 𝑥𝑘∕𝜆 and 𝑦𝑘∕𝑤.

Fig. 19. Comparison of all the arrangements at different longitudinal spacings 𝑋𝑘 and wave periods. The distance in the y-direction is 0.35 m.
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Fig. 20. Comparison of all the arrangements at different longitudinal spacings 𝑋𝑘 and wave periods. The distance in the y-direction is 1.50 m.

Fig. 21. Comparison of the wave surface elevation taken from the simulations of the staggered configurations at 17 s. In this setting, the longitudinal distance between the devices
is 𝑋3 = 1.56 m.
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Fig. 22. Dimensional separating distances between the WECs that bring a positive interaction in terms of the q factor. The results are presented for both staggered configurations
and the three periods considered.
Fig. 23. Isometric view: Recommended layout for enhancing the power absorbed by a three-OWSC array. The improvement in the power capture under a set of operational
parameters between 6.50 s < 𝑇 < 8.50 s is up to 30%.
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