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Using spatiotemporal forecasting neural network for turbulent combustion surrogates.
Proposing two training techniques for robust autoregressive long-term prediction.
Comparing the effects of model architectures and hyper-parameters.
Achieving spatially and temporally consistent results for turbulent reacting flows.

A R T I C L E I N F O

Keywords:
Turbulent combustion
Detailed reaction mechanism
Transient simulation
Deep neural network
Spatiotemporal series prediction
Long-term forecast stability

A B S T R A C T

This paper systematically develops a high-fidelity turbulent combustion surrogate model using deep learning.
We construct a surrogate model to simulate the turbulent combustion process in real time, based on a state-of-
the-art spatiotemporal forecasting neural network. To address the issue of shifted distribution in autoregressive
long-term prediction, two training techniques are proposed: unrolled training and injecting noise training.
These techniques significantly improve the stability and robustness of the model. Two datasets of turbulent
combustion in a combustor with cavity and a vitiated co-flow burner (Cabra burner) have been generated for
model validation. The effects of model architecture, unrolled time, noise amplitude, and training dataset size
on the long-term predictive performance are explored. The well-trained model can be applicable to new cases
by extrapolation and give spatially and temporally consistent results in long-term predictions for turbulent
reacting flows that are highly unsteady.
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1. Introduction

High-fidelity turbulent combustion simulation is an essential tool
for rapid prototyping, design optimization, and real-time control of
combustion systems. However, the complex interactions between turbu-
lence and combustion pose significant challenges in accurately simulat-
ing turbulent combustion. The high costs associated with high-fidelity
computational fluid/flame dynamics (CFD) have hindered its practical
implementation in combustion-related applications. This study aims
to develop transient surrogate models for turbulent combustion using
transient simulation data and deep neural networks with relatively low
computational costs.

In recent years, many investigations have emerged in construct-
ing surrogate models using deep learning architectures to achieve
fast solutions [1]. Considering the computationally expensive nature
of reconstructing turbulence and combustion models in a traditional
way [2], the data-driven method that can implicitly capture large-scale
dynamics on coarse grids and use coarse time resolutions is one of the
most promising approaches [3]. These data-driven methods integrate
local and global information instead of relying solely on single-point
data to make autoregressive predictions of the physical properties and
species distribution.

In the field of fluid mechanics, there have been many attempts to
construct surrogate models for laminar or turbulent flows. Guo et al. [4]
proposed a general and flexible approximation model for real-time
prediction of non-uniform steady laminar flow in a 2D or 3D domain
based on convolutional neural networks (CNNs), which is two orders
of magnitude faster than a GPU-accelerated CFD solver. Similar meth-
ods were employed to reconstruct steady flow fields around different
shapes, including cylinders [5], airfoil wings, [6,7], and automotive
bodies [8], yielding promising outcomes. To predict the unsteady flow
fields over a circular cylinder, Lee et al. [9] trained four deep neural
networks and found that generative adversarial networks (GANs) with-
out physical loss functions is the best for achieving resemblance to the
ground truth flow field during recursive predictions. To simulate the
transient dynamics of air around the cross-section of an aircraft wing,
Pfaff et al. [10] introduced MeshGraphNets, a framework for learning
mesh-based simulations using graph neural networks (GNNs).

Due to the inherent fluctuations in turbulence, it is challenging to
achieve high-precision alignment at each frame of the predicted long
physical field sequence. Therefore, surrogate models are usually trained
with the goal of statistical similarity or reconstructing flow fields based
on low-fidelity information. For turbulent flow over a backward facing
step at different Reynolds numbers and turbulent wake behind an array
of bluff bodies, Geneva et al. [11] introduced a novel multi-fidelity deep
generative model with recurrent LSTM connections that is able to gen-
erate unique yet physically accurate turbulent fluid flows conditioned
on an inexpensive low-fidelity solution. To model the Rayleigh–Bénard
convection flow, Wang et al. [12] proposed Turbulent-Flow Net (TF-
Net) that combines trainable spectral filters and Unet. TF-Net predicted
the next 60 frames from the starting one frame and achieved sig-
nificant reductions in error. For the solution of the Navier–Stokes
equation, the Fourier Neural Operator (FNO) method proposed by Li
et al. [13] successfully predicted turbulent flows with zero-shot super-
resolution. More improved versions have been proposed to improve
accuracy [14], adapt to irregular physical domain [15], and scale to
deeper networks [16]. Stachenfeld et al. [3] designed Dilated ResNet,
a dilated convolutional network that is capable of learning a range of
challenging chaotic and turbulent dynamics at low resolution. They
found that using training noise and temporal downsampling improved
the stability and accuracy of extended rollouts. Yousif et al. [17]
developed a transformer-based model to generate turbulent inflow
conditions for spatially developing turbulent boundary layer (TBL)
simulations. The predicted instantaneous velocity fields exhibit detailed
fluctuations and reproduce the turbulence statistics and spatial and
2

temporal spectra with commendable accuracy compared with the direct
numerical simulation (DNS) results.

There are only limited results for turbulent combustion surrogates.
An et al. [18] designed an optimized CNN inspired by a Unet archi-
tecture and inception module, CFDNN, and trained on the simulation
results of hydrogen combustion in a cavity with different inlet veloci-
ties. The CFDNN results of spatial distributions and temporal dynamics
show excellent agreement with OpenFOAM results. Ren et al. [19] pro-
posed a CNN-LSTM model that could accurately predict the evolution of
freely propagating and boundary layer flames. The predicted fuel mass
fraction and reaction rate statistics agree well with the DNS data. Wang
et al. [20] developed a common kernel-smoothed proper orthogonal
decomposition (CKSPOD)-based surrogate model for emulation of large
eddy simulation (LES) of turbulent flows and combustion at supercriti-
cal pressure. The CKSPOD-based framework can faithfully capture the
salient features of its LES counterpart.

The multi-component and multi-scale nature of turbulent combus-
tion simulation incorporating detailed reaction mechanisms leads to
complex dynamics. To lower short-term prediction errors, the neural
network architecture should fully extract spatiotemporal features of a
given input sequence. When dealing with a turbulent combustion sim-
ulation dataset that contains thousands of physical field snapshots, the
accumulation of errors during long-term predictions may produce in-
accurate and unrealistic predictions. Additionally, the efficacy of deep
learning techniques still needs to be verified on turbulent combustion
simulation data comprising intricate geometries and rapid fluctuations.

In this study, a surrogate model is constructed based on a state-
of-the-art spatiotemporal forecasting neural network to simulate the
turbulent combustion process in real time. Two training techniques
are proposed to address the shifted distribution in autoregressive long-
term prediction. We generate two datasets of turbulent combustion for
model validation: one for a combustor with cavity [21] and another
for a vitiated co-flow burner (Cabra burner) [22]. The study focuses on
the robustness of long-term predictions and the generalization ability
of extrapolation cases for unsteady turbulent reacting flows.

2. Data preparation

2.1. Configuration of the combustor with cavity

First, hydrogen combustion in the 2D combustor configuration with
cavity is modeled using unsteady Reynolds-averaged Navier–Stokes
(URANS). The configuration serves as a simplified prototype for gas
turbine combustors and scramjet engines [23], with broad applications
in energy conversion and aerospace propulsion systems. The recircu-
lation zone in the cavity decelerates the inflow velocity, achieving
flame stability and facilitating successful ignition. This non-intrusive
geometry improves combustion efficiency, reduces total pressure losses,
minimizes aerodynamic heating, and converts fuel chemical energy into
useful flow enthalpy within an appropriate combustor length [21].

As shown in Fig. 1(a), the geometric characteristics include five
parameters [24]: 𝐿𝑖𝑛𝑗 (distance between the upstream nozzle and the
cavity’s leading edge), 𝐷 (cavity depth), 𝐿∕𝐷 (length-to-depth ratio), 𝜃
rear wall ‘closeout’ angle relative to the cavity floor), and 𝐷𝑟 (depth
f the rear wall). For this study, we set 𝐷 = 10 mm, 𝜃 = 45◦, and 𝐷𝑟
10 mm for upstream injection. The hydrogen nozzle width is 2 mm,

nd the air inlet width is 30 mm. Our objective is to create a turbulent
ombustion dataset for the upstream injection of hydrogen fuel in the
ombustor with cavity for various geometries and nozzle positions. We
ary the geometry by changing 𝐿∕𝐷 within the range of [2.5, 7] and
he nozzle position by altering 𝐿𝑖𝑛𝑗 within [0.25𝐷, 1.5𝐷]. We randomly
enerate 64 operating conditions, with 54 cases for training and 10
ases for testing.

The inflow boundary conditions used in our study are presented
n Table 1. All simulations are performed using reactingFoam of the
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Fig. 1. The computational domain of (a) the combustor with cavity and (b) the Cabra burner.
Table 1
Inflow boundary conditions for URANS of the combustor with cavity.

𝑌H2
𝑌O2

𝑌N2
Velocity (m/s) Temperature (K) Pressure (MPa)

Air – 0.23 0.77 200 1600 1.6
Fuel 1 – – 500 300 1.6

OpenFOAM platform [25]. The chosen turbulence model is the k-
Omega SST model, ideal for high-speed compressible flows due to
its accurate representation of flow inside and outside the boundary
layer. The turbulence-chemistry interaction is modeled using the Eddy-
Dissipation-Concept (EDC) combustion model. The GRI-Mech 3.0 mech-
anism [26] is employed to simulate nitrogen oxides accurately. The grid
number is 600 × 160 in the streamwise and wall-normal direction, and
the grid is refined in the near-wall region. A time step of 5 × 10−8 s is
used to ensure a maximum Courant number below 0.3. Each case runs
for 4 ms, resulting in 800 frames for the analysis. Raw data is then
resampled to a uniform grid of 128 × 64 for subsequent training.

2.2. Configuration of the vitiated co-flow burner

Next, a more challenging configuration of the Cabra burner is
considered using LES. The Cabra burner was experimentally studied to
understand the mechanism of flame stabilization in high-temperature
environments. Note that in gas turbine combustion chambers, hot re-
circulating combustion products contribute to flame stabilization [27].
The experimental setup of the Cabra burner was detailed in [22]. The
central jet consists of a lifted H2∕N2 jet flame, while the co-flow consists
of hot combustion products from a lean premixed H2∕air flame. This
simplified burner allows for a decoupling of chemical kinetics, heat
transfer, and molecular transport from the complex recirculating flow,
enabling a study of reaction flow under well-defined homogeneous
boundary conditions.

The simulation parameters are listed in Table 2. To create a tur-
bulent combustion dataset for different boundary conditions, 14 tem-
peratures are randomly selected between 1000 K and 1100 K as the
inlet temperature for the co-flow. Ten cases are used for training,
and the remaining 4 cases are reserved for testing. Simulations were
performed using reactingFoam of the OpenFOAM platform [25], with
the Smagorinsky model for subgrid turbulent kinetic energy estimation
and the EDC combustion model for turbulence-chemical interaction. A
9-species mechanism for hydrogen combustion [28] was employed. The
computational domain is a coaxial cylinder with a height of 400 mm,
inner diameter of 4.57 mm, and outer diameter of 210 mm, as shown
in Fig. 1(b). The grid number is 63, 40, and 200 in the radial (𝑟),
azimuthal (𝜃), and axial (𝑥) directions, respectively, and the grid is
refined near the central axis. The time step is set to 1×10−6 s to ensure a
maximum Courant number below 0.3. The simulation duration is 0.1 s,
equivalent to approximately 30 convective cycles. Each case generates
1000 snapshots for the analysis. Twenty 𝑥 − 𝑟 planes are sampled to
generate a series of matrices with a grid number of 64 × 64, which
3

serve as training data for the neural network.
3. Deep learning framework

3.1. Model architecture

In this study, spatiotemporal sequence prediction models are em-
ployed and trained using transient physical field sequences obtained
from URANS/LES simulations. This approach is a data-driven method
that has recently shown its broad application potential in various
domains, such as video prediction [29], traffic flow prediction [30],
precipitation prediction [31], weather forecasting [32], and sea surface
temperature prediction [33]. However, its utilization in turbulent com-
bustion is scarce. Various models, including the SimVP model, Unet
model, ConvLSTM model and Fourier Neural Operator (FNO) model,
are considered in the present work, which are described below.

3.1.1. SimVP model
Tan et al. [34,35] compared the testing errors, training time, and

inference time on the benchmark dataset Moving MNIST [36] using
different models. It demonstrates that SimVP can achieve relatively
high testing accuracy with relatively small training costs, making it
a preferable choice for spatiotemporal sequence prediction models, as
shown in Fig. 2 [35]. The superior performance of SimVP for more com-
plex tasks, including traffic flow forecasting, climate prediction, road
driving, and human motion prediction, is also demonstrated through
extensive experiments [35]. Note that turbulent combustion is featured
by multi-component and multi-scale, necessitating the neural network
to have multiple channels and a global receptive field. SimVP, with
large kernel convolution, effectively extracts features from both local
and distant receptive fields and conducts channel-wise interactions to
address the challenges posed by multi-channel and multi-scale complex-
ities. Dividing the large kernel convolution operation into three parts
allows SimVP to extract features from local and distant receptive fields
and perform channel-wise interactions more efficiently. In contrast,
other models typically employ smaller 3 × 3 convolution kernels. It
should be noted that these scatter plots only illustrate the accuracy
of short-term predictions. The potential for error accumulation in an
uncontrolled manner during long-term predictions is not clear yet.

The SimVP model consists of three main components: the Encoder,
Translator and Decoder, as illustrated in Fig. 3(a). The Encoder-Decoder
architecture is commonly employed when dealing with similar input
and output dimensions. In the context of the transient combustion
surrogate modeling problem, where the input and output comprise
physical fields with identical dimensions at different time steps, an
Encoder-Translator-Decoder structure is adopted, which includes En-
coder, Translator and Decoder. The Encoder extracts spatial features
from the input physical fields of several preceding time steps, the
Translator integrates spatiotemporal features, and the Decoder recon-
structs the physical fields of several subsequent time steps. The Encoder
and Decoder comprise four convolutional and deconvolutional modules
with a hidden channel size of 64. Each convolutional module is com-

posed of a convolutional layer, a normalization layer and an activation



Energy and AI 15 (2024) 100333S. Wu et al.
Table 2
Inflow boundary conditions for LES of the vitiated co-flow burner.

𝑌H2
𝑌O2

𝑌N2
𝑌H2O Velocity (m/s) Temperature (K) Pressure (Pa)

Central jet 0.17095 – 0.97618 0.06452 107 305 101 325
Co-flow – 0.17095 0.76453 – 3.5 1045 101 325
Fig. 2. The performance of SimVPs on the Moving MNIST dataset. The variants of SimVP are denoted in red color. For the training time, the less the better. For the inference
efficiency (frames per second), the more the better. The light green arrow indicates the direction of model optimization [35]. (For interpretation of the references to color in this
figure legend, the reader is referred to the web version of this article.)
Fig. 3. SimVP (version 2) architecture.
layer. Additionally, the model incorporates skip connections between
the Encoder and Decoder, inspired by the Unet architecture [37]. The
same encoding and decoding networks are utilized for the input and
output 10-step fields.

The innovative aspect of the SimVP model lies in the Translator
component, which introduces a series of gated spatiotemporal attention
modules (g-STA). The structure of a single g-STA module is shown in
Fig. 3(b). This design is inspired by recent findings that large kernels
in CNNs outperform smaller ones, particularly in downstream tasks,
offering superior results to vision transformers (ViTs) with enhanced
inference speed [38]. In contrast to small-kernel CNNs, large-kernel
CNNs have much larger effective receptive fields and higher shape
bias rather than texture bias [38]. In other words, large-kernel CNNs
can capture more global structure and shape information in the input
image, as opposed to merely local texture information. For the transient
combustion physical fields, the value of each point in the combustion
fields to be predicted is related to the entire combustion fields in the
preceding time step rather than being influenced by only a few local
points. Large kernels provide a more efficient way to integrate global
information and reconstruct the structure of the combustion physical
fields. However, using large kernel convolution directly imposes a
computational inefficiency and results in numerous parameters. To
4

address this, the large kernel convolution is decomposed into (1) a
depth-wise convolution to capture local receptive fields within a single
channel, (2) a depth-wise dilation convolution to capture distant recep-
tive fields within a single channel, (3) a 1 × 1 convolution to perform
channel-wise interactions. Further, the output of the above large kernel
convolution operation is split into two parts and takes one of them
with a sigmoid function as an attention gate. The Translator provided
in the official code of the paper consists of eight g-STA modules, and
the hidden layer channel number of g-STA is 512. After testing, we
found that this network structure can also efficiently capture long-range
correlations in both spatial and temporal perspectives in our turbulence
combustion datasets.

3.1.2. Unet model
The classic Unet model [37] is adopted in this study as a baseline

model, which has been widely applied not only in the field of im-
age segmentation but also in future frames regression tasks [12,18].
Specifically, the SimVP model is transformed into the Unet model
by removing the middle Translator and keeping only the Encoder-
Decoder structure. To simultaneously extract features from 10 steps
of the physical fields, the channel axis is merged with the time axis,
resulting in a tenfold increase in the number of channels. The encoding
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and decoding parts consist of eight convolutional and deconvolutional
layers, with a hidden layer channel number of 256.

3.1.3. ConvLSTM model
The ConvLSTM model, originally proposed by Shi et al. [31], is

widely applied in spatiotemporal sequence prediction. By incorporating
a convolutional process into the LSTM module, the ConvLSTM model
can exploit the spatiotemporal characteristics of the input sequence. In
this study, a surrogate model is built using four layers of ConvLSTM
modules, each featuring 64 hidden units.

3.1.4. FNO model
In addition, the recently proposed Fourier Neural Operator (FNO)

[13] is studied. This model’s architecture, which combines Fourier
transforms with linear mapping and inverse Fourier transforms, is
distinct from conventional CNNs or RNNs. We use the FNO-3D model,
which integrates temporal (1D) and spatial (2D) dimensions, to cap-
ture spatiotemporal dynamics. Both the vanilla FNO [13] and UFNO
models [14] use 3D Fourier transform and inverse Fourier transform
for temporal prediction. Our surrogate model uses six Fourier operator
module layers, each with 36 hidden units, and maintains 5, 20, and 20
modes along the t, x, and 𝑦 directions, respectively.

3.2. Data preprocessing and model training

For data preprocessing, maximum absolute normalization is initially
applied, constraining each field within the range of 0∼1. Then, expo-
nential transformation is implemented across all components, assigning
a relatively higher weight to radicals to prevent them from being
overlooked. This process is expressed as follows.

ũi,j,k,l =
(

ui,j,k,l
)𝑎 , 0 < 𝛼 < 1,

𝑖 = 1...𝐶, 𝑗 = 1...𝑋, 𝑘 = 1...𝑌 , 𝑙 = 1...𝑇
(1)

Here, the fourth-order tensor ui,j,k,l is the raw data and ũi,j,k,l is the
ormalized data, where 𝐶 is the number of channels (i.e., the number
f physical fields), 𝑋 and 𝑌 indicate the spatial resolutions and 𝑇 is
he number of time steps. 𝛼 is an exponential factor that ranges from
∼1. This transformation mirrors the Box–Cox transformation in its aim
o normalize the distribution. The work of Zhang et al. [39] indicates
hat the Box–Cox transformation can be applied to capture the multi-
cale distributions of different species and species at different times. In
his study, the exponential transformation is designed to balance the
eights of minor and major components, negating significant magni-

ude differences. Tests suggested that an exponent of 0.5 is optimal for
ur tasks.

The physical fields predicted by deep learning are exactly the same
s those solved by OpenFOAM, namely the fields of velocity, temper-
ture, pressure, mass fraction of each component. This study uses the
ean Absolute Error (L1Loss) as the loss function, commonly used in

egression training tasks. We train the models using the Adam opti-
izer [40] with the OneCycle learning rate scheduler [41]. As for the

raining cost, the training process for the whole dataset requires about
en hours on one NVIDIA Tesla V100 GPU, and the inference process
or one case costs less than five seconds. In contrast, each URANS/LES
ase described in Section 2 requires about 400 CPU hours on AMD EPYC
742 processors. A well-trained neural network can perform inference
hree orders of magnitude faster than parallel simulations, meeting the
equirements of real-time simulation.

.3. Methods for long-term prediction

.3.1. Shifted distribution problem
The present study emphasizes the long-term prediction accuracy of

he models, specifically for ultra-long-term dynamics in combustion
ields. Traditional tasks, like video sequence prediction and precipi-
5

ation forecasting, are short-term due to high randomness in the real
world. In contrast, the turbulent combustion data of the present work is
obtained by numerically solving a series of governing equations, which
can be considered a deterministic forecasting problem. Therefore, by
selecting appropriate training methods, the spatiotemporal sequence
prediction model can learn the dynamic behavior of various physical
fields in turbulent combustion.

Using the original one-step training strategy, neural network models
perform poorly in long-term forecasts, even yielding unphysical results.
The possible reasons for this phenomenon are mainly twofold:

First, the dynamic trends of the physical field data under different
operating conditions vary significantly, with highly uneven spatiotem-
poral distributions and pronounced oscillations. For example, some
rapidly generated and consumed radicals and LES data with rapid
fluctuations. For such data, the error in short-term prediction is al-
ready significant, making it challenging to perform longer-term fore-
casts. Reducing the deep learning step size could enhance prediction
accuracy.

Second, there are also some slowly evolving fields that, despite
having high accuracy in short-term prediction, experience a drastic
decrease in accuracy after dozens of steps. Suitable training methods
could minimize this long-term prediction error.

While performing long-term forecasting using an autoregressive
approach, the inputs of the surrogate model are based on previous
predictions, which can lead to cumulative prediction errors. When the
error reaches a critical level, there will be distributions that differ
significantly from the training set. This unfamiliar input can lead to
incorrect predictions by the surrogate model, a phenomenon known
as the shifted distribution problem [42]. Therefore, it is necessary to
adopt more reasonable training methods to enhance the stability and
robustness of neural networks in long-term forecasting. This article
proposes two training methods, namely, unrolled training and injecting
noise training, to improve the stability and robustness of surrogate
models in long-term prediction, which are discussed in detail in the
following.

3.3.2. Unrolled training
To address the shifted distribution problem in long-term prediction,

we propose a direct approach to imitate the process of repeatedly using
the output as input for prediction. This training approach requires
the neural network to predict the simulated results accurately after
multiple iterations.

We propose an unrolled training approach using model parameter
sharing [43]. The training process for 𝑛 unrollings is illustrated in
Fig. 4(a) and involves the following steps. First, a segment of (𝑛+1)×10
steps is randomly selected from a simulation data sequence containing
hundreds of snapshots. Then, the neural network model takes steps
1∼10 of the segment as inputs and steps 11∼20 as labels to calculate
the first part of the loss function. Next, the predicted steps 11∼20
from the neural network become new inputs fed into the same neural
network. Steps 21∼30 of the segment now serve as the new labels to
compute the second part of the loss function. This process is repeated
𝑛 times, resulting in a 𝑛-stage loss function. Finally, the loss function
is backpropagated using the gradient descent algorithm to update the
parameters of each layer in the neural network.

During the inference process (Fig. 4(b)), the model predicts the
physical field sequence for steps 11∼20 using the data from steps 1∼10
as input. Subsequently, the predicted results for steps 11∼20 become
the new input to predict the sequence for steps 21∼30. This iterative
process continues until the maximum time step of the simulation labels
is reached.

In practical tests, it has been observed that this multi-stage loss
function can be complex, causing slow convergence and a higher risk of
getting stuck in local optima when unrolling multiple times. This study
suggests using a pre-trained model with one-step training as the initial
weights to address this issue. Adopting this approach reduces training
costs significantly, and satisfactory results can be achieved through

fine-tuning via unrolled training for no more than five epochs.
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Fig. 4. Illustration of (a) training and (b) testing procedures for unrolled training.
Fig. 5. Illustration of (a) training and (b) testing procedures for injecting noise training.
3.3.3. Injecting noise training
Another training method addresses the shifted distribution problem

by injecting Gaussian noise into the data. During training, Gaussian
noise is added to the input while keeping the output unchanged,
requiring the neural network to produce correct outputs based on noisy
inputs. This approach makes the training data distribution closer to the
distribution with accumulated error that occurs during autoregressive
inference, enabling deep learning models to achieve better performance
in long-term predictions.

Noise injection is a widely used training technique in neural net-
works. It has been applied to various areas, including early denoising
autoencoders [44], addressing over-smoothing in graph neural net-
works [45], and improving prediction accuracy in molecular simulation
data [46]. Additionally, noise injection has been utilized in domains
such as airfoil flow fields [47] and turbulent simulation data [3].

The training and testing procedures for injecting noise are depicted
in Fig. 5. Independently and identically distributed Gaussian noise
tensors are generated and element-wisely added to each input tensor.
The processed tensor is then fed to the neural network for prediction.
The prediction results are compared with the simulation labels to
6

calculate the loss function, and model parameters are updated through
backpropagation.

There are several ways to add Gaussian noise, as mentioned in [48],
including:
∙ Uniform noise

ui,j,k,l = ui,j,k,l + 𝜀, 𝜀 ∼ N(0, 𝜎) (2)

∙ Channel-wise noise

ui,j,k,l = ui,j,k,l + 𝜀i, 𝜀i ∼ N
(

0, 𝜎i
)

(3)

∙ Element-wise noise

ui,j,k,l = ui,j,k,l + 𝜀i,j,k , 𝜀i,j,k ∼ N
(

0, 𝜎i,j,k
)

(4)

Applying uniform noise to all physical fields may mask the original
values of minor components. In addition, applying element-wise noise
would require preserving a larger number of preprocessing parameters.
However, test results indicate that this approach does not enhance long-
term prediction accuracy. The difference between combustion surrogate
models and flow field surrogate models lies in the fact that many
components must be predicted, and each physical field has its unique
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Fig. 6. Long-term predictive performance under various model architectures.

dynamic trend. Therefore, channel-wise noise is the most appropriate
approach.

The standard deviation for injecting Gaussian noise at the 𝑖th field
is calculated as 𝜎𝑖 = 𝑘 ⋅ 𝑆𝑖, where 𝑆𝑖 represents the standard deviation
for all moments and pixels of the 𝑖th field and 𝑘 is a constant. The
choice of an appropriate noise amplitude is closely related to the model
structure and the dataset. This study compares the long-term predictive
performance with three values for 𝑘, i.e. 0.002, 0.02, and 0.2, for
conceptual demonstration purposes.

4. Results and discussion

4.1. 2D URANS of the combustor with cavity

This section presents comparative experiments to investigate the
impact of different training schemes and hyperparameter settings on
the long-term predictive performance of ten unseen test cases. The
primary factors studied include model architecture, the number of
unrollings, the noise amplitude, and the training dataset’s size. We
select steps 20∼30, 100∼110, and 180∼190 as inputs to predict the
subsequent 500 steps of the physical fields. The mean absolute error
is calculated and averaged on ten unseen cases.

4.1.1. The predictions with different model architectures
Fig. 6 illustrated the long-term predictive capabilities of four models

(SimVP, Unet, FNO-3D, and ConvLSTM) using one-step training (solid
lines) and injecting noise training (dotted lines). Each model uses an
optimal noise magnitude (0.02 for SimVP and ConvLSTM, 0.2 for Unet,
and 0.002 for FNO-3D) to ensure a fair comparison. Overall, each
7

model achieves stable long-term predictions by incorporating training
techniques that address shifted distribution issues. Furthermore, sensi-
tivity to distribution shifts varies among architectures: convolutional
architecture is the most sensitive, then convolution plus recurrent,
followed by Fourier neural operator, whose unique Fourier transform
capabilities mitigate distribution shifts. SimVP demonstrates the best
short- and long-term performance, owing to its robust feature extrac-
tion capabilities and physical field reconstruction abilities. By dividing
the large kernel convolution operation into three parts, SimVP extracts
the features of local and distant receptive fields and performs channel-
wise interactions more efficiently. In contrast, Unet and ConvLSTM
employ smaller 3 × 3 convolution kernels, and FNO is essentially a
linear mapping of the Fourier space. Due to its superior performance,
SimVP is chosen for further hyperparameter comparisons.

4.1.2. The predictions with different unrolled times
Unrolled time is the most crucial training parameter for unrolled

training. Fig. 7(a) shows long-term predictive performance for var-
ious unrolled times, and labels ‘train10’ to ‘train50’ denote one to
five unrollings, respectively. With a 10-frame spatiotemporal sequence
model, unrolling 𝑛 times predicts the next 10 × 𝑛 steps during training.
More than three unrollings stabilize long-term predictions, while fewer
unrollings, although achieving better short-term results, deteriorate
quickly beyond 100 steps. Over-unrolling reduces short-term accuracy
due to constraints on mid- to long-term predictions during training,
but enhances long-term stability. Five unrollings offer the lowest mean
absolute error across 500 steps despite the higher computational cost.
Multiple unrollings lead to a complex computational process and a
multi-stage optimization objective function, making it easier to con-
verge to local optima during training. This might limit short-term
prediction performance, but it significantly slows the error accumu-
lation rate in later stages, which is beneficial for stable ultra-long
snapshot sequence predictions.

4.1.3. The predictions with different noise amplitudes
In this study, a method of channel-wise Gaussian noise injection

is used during training, which is controlled by a predefined scaling
coefficient (𝑘). Fig. 7(b) examines the long-term predictive performance
for different values of 𝑘: 0.002, 0.02, and 0.2. While this training
method proves to be suitable, the noise magnitude should not be too
small, as even with a noise standard deviation of 0.2% of the field
standard deviation, long-term predictions still collapse. Conversely,
excessive noise, such as a standard deviation of 20%, complicates
training and introduces errors that can obscure the original distribution,
leading to slightly faster error accumulation. A noise standard deviation
of 2% provides the lowest prediction errors in the short and long term.
Note that this method reduces the training time per epoch to one-
fifth compared to using five unrollings, facilitating sufficient training.
We demonstrate that injecting noise during one-step training achieves
similar short- and long-term predictive performance as unrolling five
Fig. 7. Long-term predictive performance under various (a) unrolled times, (b) noise amplitudes, (c) training dataset sizes.
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Fig. 8. Comparisons of (a) temperature and (b) OH mass fractions distributions between OpenFOAM and SimVP results at a random cavity geometry.
times for the URANS data. However, combining the two strategies,
i.e. injecting noise with several unrollings, leads to slow convergence
and high training costs, making it unsuitable for further adoption.

4.1.4. The predictions with different training dataset sizes
In the context of deep learning, matching the dataset size with the

model parameters is often desirable. Thus, we investigated the amount
of training data required for a given model using fractions of the avail-
able training data: 1/4 (13 cases), 1/2 (27 cases), 3/4 (40 cases), and
all (54 cases). Fig. 7(c) demonstrates the predictive performance under
various training dataset sizes with five unrollings. The effectiveness
of the proposed training strategy does not show a significant correla-
tion with the amount of data. Surprisingly, even small-scale training
data produces stable predictions over 500 steps by incorporating our
training methods. Increasing the amount of data covers a wider feature
space, leading to improved generalization and reduced errors on the
test set. Utilizing a large-scale dataset (54 cases) enhances capturing
the physical evolution and chaotic dynamics of turbulent combustion
processes. However, there are limited performance gains between 40
and 54 cases. Therefore, 54 cases are sufficient to train the selected
neural network model for this study.

4.1.5. Qualitative and quantitative analysis
This section presents snapshots for several representative physical

fields and plots the corresponding temporal evolution curves of the
field average (after inverse normalization) and the field relative mean
absolute error, aiming to analyze the long-term predictive performance
field-wisely. The results presented in this section are obtained from the
predictions of the SimVP model on 10 test cases. The training approach
incorporates noise injection, with a selection of 𝑘 equal to 0.02.

We randomly select a test case to plot the snapshots of various
physical fields for further analysis. The snapshots for the next 500
steps are acquired by predicting 50 times autoregressively from steps
8

21∼30. The snapshots of temperature and OH mass fractions for three
different time steps are shown in Fig. 8(a) and (b). In each figure, the
first row shows the simulation results from OpenFOAM, the second row
shows the results predicted by the SimVP model, and the third row
displays the absolute error, with all data inverse normalized. These
figures show that the deep learning model exhibits good consistency
with the OpenFOAM results regarding spatial distribution and temporal
dynamics for the predicted values of the main physical quantities. More
significant deviations primarily occur near the leading and rear walls
of the cavity, as well as in regions with substantial fluctuations.

From a quantitative point of view, the temporal evolution curves of
the field averages (after inverse normalization) and the field relative
mean absolute errors for temperature, major components (H2, H2O),
and interested minor components (OH, NO) fields are plotted. The cal-
culation method for the simulated field average value (OF), predicted
field average value (DL), and relative mean absolute error (Error) for
the 𝑐th channel at time step 𝑡 is given by the following equations:

OF𝑐,𝑡 =
1

X × Y

X
∑

i=1

Y
∑

j=1
ui,j (5)

DL𝑐,𝑡 =
1

X × Y

X
∑

i=1

Y
∑

j=1
ûi,j (6)

Error 𝑐,𝑡 =

∑X
i=1

∑Y
j=1

|

|

|

ui,j − ûi,j
|

|

|

∑X
i=1

∑Y
j=1 ui,j

(7)

where the subscripts 𝑐, 𝑡 stand for the 𝑐th physical field, the 𝑡th time
step. ui,j represents the label value and ûi,j represents the predicted
value.

Fig. 9(a) shows that the SimVP model exhibits consistent dynamic
trends with the OpenFOAM results for the major physical quantities.
Additionally, each field’s relative mean absolute errors over time are
plotted as shown in Fig. 9(b). It is observed that the errors of the
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Fig. 9. Dynamic trends of (a) field average values of OpenFOAM simulation and SimVP prediction and (b) relative mean absolute errors for each field over time of three test
cases.
main physical quantities are relatively small, while those of minor
components are relatively larger. However, these errors remain stable
or decrease to low levels as the autoregressive prediction reaches
the stage of numerical stability. Overall, SimVP exhibits a reasonable
accuracy for predicting physical fields at geometries not used in the
URANS training dataset.

4.2. 3D LES of the vitiated co-flow burner

4.2.1. Comparison with the experimental results
Fig. 10(a) displays the computed axial profiles of the mean temper-

ature for LES results (blue line) along the central line compared to the
measurements (blue dots). The LES results demonstrate a remarkable
concurrence with the measurements. After a distance of several nozzle
diameters, the temperature undergoes a linear increment as the jet
advances.

Fig. 10(b) exhibits the comparisons of scalars at various axial lo-
cations between the LES (blue lines) and the experiment (blue dots).
In each row, the scalar’s Favre mean and root mean square (rms)
properties at two axial locations of x/d = 11 and 14 are presented.
The selected scalar includes temperature, mixture fractions, H2, and OH
mass fractions, respectively. The mixture fraction measures the local
fuel/oxidizer ratio and is defined as [49].

The general agreement between the LES results and those of the
experimental measurements indicates that the present numerical ap-
proach applied in the LES code can reasonably reproduce the laboratory
flame. This gives us more confidence in applying simulation data with
slightly different inlet jet conditions to train the surrogate model.
9

4.2.2. Qualitative and quantitative analysis
In Section 4.1.1, the SimVP model demonstrates the best short- and

long-term performance owing to its robust feature extraction capabili-
ties and physical field reconstruction abilities. Consequently, we select
the SimVP model for LES predictions. During training, we unrolled
three times with no noise for better long-term predictive performance,
as validated in Section 4.1.2. Considering the inherent stochastic tur-
bulence and rapid fluctuations in LES data, the trained model using
unrolled training captures more small-scale structures compared to that
of injecting noise training.

For a randomly chosen unseen test case, we predict the subsequent
500 steps using steps 191∼200 as input. Fig. 11(a) and (b) show the
distributions of temperature and OH mass fractions for six different
time steps. In each figure, the first row shows the simulation results
from OpenFOAM, the second row shows the results predicted by the
deep learning model, and the third row displays the absolute error,
with all data inverse normalized. The plots show that points with more
significant prediction errors mainly locate near the central jet. The sub-
stantial gradients and fluctuations of various physical quantities at the
interface of the central jet and the co-flow make accurate predictions
more challenging.

Due to the stochasticity and uncertainty of turbulent inlet condi-
tions, expecting a perfect alignment between the deep learning pre-
dicted frames and OpenFOAM is unreasonable. However, achieving
similarity in statistical quantities is a more realistic objective. Fig. 12(a)
illustrates the comparisons of scalars at various axial locations between
the LES (blue lines) and the SimVP predictions (orange dots). Each row
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Fig. 10. Comparisons of (a) axial profiles of the mean temperature along the central line and (b) scalars at various axial locations between the LES and the experiment.
Fig. 11. Comparisons of (a) temperature and (b) OH mass fractions distributions between OpenFOAM and SimVP results at a random inlet temperature.
Fig. 12. (a) Comparisons of scalars at various axial locations between OpenFOAM and SimVP results. (b) Scatter plots of temperature and mixing fraction at three axial sections
x/D = 12, 19, and 26 using both OpenFOAM simulation and SimVP prediction.
presents one scalar’s Favre mean and root mean square (rms) properties
at two axial locations, x/d = 11 and 14. It can be observed that the
Favre mean aligns remarkably well, while there is a slight deviation in
rms, indicating an overall tendency for the proposed method to under-
estimate turbulent fluctuations in the LES data. This discrepancy can
be attributed to the significant variations in the input data distribution
under different inlet conditions and at various time frames. From a
statistical perspective, this introduces increased variability in the data
distribution of high-dimensional input physical fields, consequently
10
diminishing long-term prediction accuracy. Moreover, due to the lack
of detailed information of inlet velocity fluctuations, it is difficult for
neural network to accurately maintain the turbulence fluctuation for
a long time, which eventually leads to the underestimation of rms.
Future work can focus on domain adaptation of data distribution and
incorporation of inlet velocity fluctuation information when training
neural networks.

To illustrate the flame structure, the temperature (T) and mixture
fraction (f) are depicted on scatter plots at three specifically chosen
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cross sections: x/D = 12, 19, and 26, as shown in Fig. 12(b). Blue
dots represent OpenFOAM simulations, while orange dots depict SimVP
results. After several hundred steps, the predictions exhibit certain
deviations in the flame structure at the fuel-rich side (f close to 1)
but align better at the fuel-lean side (f close to 0). This phenomenon
bears similarities to the deviations in predicting the central jet upstream
region shown by the snapshots. The highest points on the scatter plot
indicate that the SimVP predictions closely mirror the OpenFOAM
simulation results. As the axial distance increases, the peak of the
scatter plot gradually shifts to the right.

5. Implications for long-term turbulent combustion prediction

In the URANS case, the proposed surrogate model framework can
accurately perform long-term forecasting. The predictions demonstrate
high spatial distribution and temporal dynamics consistency with Open-
FOAM simulations, even for unseen geometries and boundary condi-
tions.

In the LES case, the proposed surrogate model framework pro-
vides physics-consistent snapshots, statistical values, and flame struc-
tures over extended durations. However, finer grids will exhibit more
detailed and small-scale structures, posing more challenges for the
long-term prediction of high-fidelity turbulent combustion data.

The combustor with cavity exhibits a complex geometry, whereas
the Cabra burner has a simple axisymmetric one. Despite this complex-
ity difference, the long-term predictive performance of the combustor
with cavity surpasses that of the Cabra burner across various metrics.
This highlights a significant disparity between slowly-evolving URANS
data and fast-evolving LES data, indicating that long-term prediction of
LES and DNS data with rapid fluctuations is notably more challenging
than that of URANS data.

6. Conclusion and further scope

The development of high-fidelity turbulent combustion surrogate
models is a fundamental infrastructure for downstream tasks such as
rapid prototyping, design optimization, and digital twins. The deep
learning model offers a viable solution for efficient turbulent combus-
tion surrogate models, as it can implicitly capture large-scale dynamics
on coarse grids and with coarse time resolutions, resulting in breakneck
inference speed.

Two datasets of turbulent combustion, comprising a combustor
with cavity and a Cabra burner, are generated for model validation.
For the accurate short-term prediction of the turbulent combustion
process with detailed reaction mechanisms, we adopt the state-of-the-
art spatiotemporal predictive neural network, which outperforms other
mainstream convolutional, recurrent neural networks and neural oper-
ator models. The main challenge in long-term prediction stems from
the adaptive handling of shifted distributions during autoregressive
forecasting to avoid unphysical prediction outcomes. This study pro-
poses two training approaches, namely unrolled training and injecting
noise training. It compares the impact of model architecture, unrolled
time, noise amplitude, and training dataset size on long-term predictive
performance. The well-trained model can generalize to extrapolation
cases and give spatially and temporally consistent results in long-term
predictions for turbulent reacting flows that are highly unsteady.

Future work is needed to explore methods for predicting the fast-
evolving combustion field with multi-scale information, such as inte-
grating transfer learning techniques and designing deep neural net-
works using the frequency principle. Furthermore, attempts should be
made to incorporate physical constraints to constrain the predictive
outcomes of the models, making them more realistic and consistent
11

with the laws of physics.
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